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ABSTRACT 

Microscopic Image Analysis i s  getting more exposure in  clinical medicine due 

to the advancement i n  image acquisition and computer technologies. It  is very 

signiticant in medical research to specify the correct type o f  the disease for its 

accurate treatment. Follicular Lymphoma is a cancer affecting the immune system. 

World Health Organization divides Follicular Lymphoma into three histologic grades. 

There are high rates o f  divergence in  analysis o f  these grades. This results in inter- 

observer and intra-observer variability when pathologists view the same case multiple 

times. A two stage system is proposed for the discrimination o f  Follicular Lymphoma 

histologic grades to eliminate inter and intra reader variability and maximize 

consistency of results. I n  the first stage we differentiate high grades from low grades. 

For this we have proposed a ratio criterion algorithm. In the second stage we w i l l  

eliminate the overlapping between lower grades (grade 1 and grade 2). We have 

proposed a classification mechanism, where cooccurence features are computed from 

a color approxirnated/quantized image. Due to the uniform color spectrum o f  the 

H&E stained Follicular Lymphoma images we have used neural network based color 

approximation/quantization approach using Self Organizing Feature Map (SOFM). 

The proposed system is implemented and tested for various H&E stained F L  tissue 

samples. The first phase classifies the higher grades from lower grades accurately but 

there i s  an overlap in the lower grades. This overlapping is removed using the second 

stage where we have achieved average classification accuracy o f  85.7% using k-NN 

classifier. 
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CHAPTER I INTRODUCTION 

CHAPTER 1 

INTRODUCTION 

Microscopic image processing and analysis o f  tissue samples with computer 

vision and image analysis has been an active research area for years. Histopathology 

is the examination o f  tissue samples under the high power microscope to have the 

clear evidence o f  the disease. Microscopic imaging has been getting a lot more 

exposure especially in the filed o f  clinical medicine. I t  is the most important tool o f  

the pathologist used in clinical diagnosis o f  diseases such as cancer. The gradual 

advancement in whole slide tissue imaging tecllnology leads to a vast variety o f  

interpretation and visualization techniques o f  microscopic images. 

Exact type or cause o f  patient disease must be determined for the exact treatments. 

Therefore, the exact condition o f  the patient's disease has to be known. There are high 

rates o f  divergence over the patient's condition among pathologists [I]. The 

percentage o f  poorly detecting the type o f  the lesions seems greatest in  the diagnosis 

o f  cancer, and some studies. This leads to over and under grading o f  follicular 

lymphoma cases which causes life-threatening results in patients with this disease [2], 

[3]. The use of computers to assist the pathologist is growing. The computer assisted 
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CHAPTER 1 INTRODUCTION 

system will make histopathological diagnosis of follicular lymphoma more accurate 

and consistent, which results in effective treatment of patients. 

The proposed technique has wide range of application and can be used for various 

other medical diagnosis problems. The method is proposed for the classification of 

follicular lymphoma but it can produce satisfactory results for other diseases such as 

neuroblastoma classification and assessing the malignancy level of urinary bladder 

carcinomas. 

1.1 Motivation 

Lymphoma is a cancer that involves a type of white blood cells named "lymphocytes" 

[3]. Lymphocyte is the cell in the immune system and is the implicit section of the 

"lymphatic system" 141. Lymphoma often develops in the lymph nodes, where it 

appears as an enlargement of the node and is treated as a tumor. Lymphoma, the most 

common type blood cancer, occurs when lymphocytes grow abnormally. The two 

main types of lymphoma are N H L  and HL. The most common of the slow growing 

type of NHL is Follicular Lymphoma. The lymph nodes affected by this lymphoma 

show a round shaped structure when viewed under the microscope [ 2 ] ,  [3], [4]. These 

round structures are called "follicles". Therefore, this type of lymphoma is called 

"follicular lymphoma" [4]. 

Follicular lymphoma is diagnosed using biopsy of the lymph node. A small sample of 

the diseased node is taken and examined under the microscope by a pathologist. 
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CHAPTER I INTRODUCTION 

Grading determines the nature o f  the lymphoma. Huge variations occur among the 

results provided by the pathologists because o f  the observer's capability to view it. 

The divergence among observers is increasing and causes various problems for the 

patients. Therefore, i t  has been decided to non-subjectively and quantifiably analyze 

the rapid cellular growth in FL, along with the current grading systems. The 

development o f  a computer-assisted grading system o f  follicular lymphoma has been 

proposed in this literature. This system wil l  assist pathologists to accurately classiFy 

the grade ofthis disease. 

1.1.1 Grading Criteria 

Follicular lymphoma is graded by the ratio o f  "centroblasts". "Centroblasts are non- 

cleaved follicular centre cells". World Health Organization [4] recommends a three- 

grade system (Grade I, 11 & HI), by counting the amount o f  centroblasts. "Grade I 

cases have 0-5 centroblasts/HPF; Grade I1 cases have 6-15 centroblastsiHPF; Grade 

111 cases have >I5 centroblasts/HPF" [4]. Generally, the level o f  maximum 

magnification used as HPF is 400x magnitication level. 

According to the WHO criterion [4] ,  the disease is graded into the following three 

grades. The Grade I follicular lymphoma contains the monotonous portions o f  small 

lymphoid cells with irregular, angulated nuclei, dispersed chromatin (located in cell 

nuclei); nucleoli are not prominent or easily noticeable, and scant cytoplasm [4]. The 

Grade 11 FL contains the mixture o f  different sizes o f  lymphoid cells. Generally the 

higher grade sample o f  follicular lymphoma act aggressively, therefore the most 
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CHAPTER I INTRODUCTION 

significant distinction is between the grade I and 2 cases (lower grades) and, grade 3 

cases (higher grades) 

1.2 Problem Statement 

The problem is in diagnosis of exact grade ofthe Follicular Lymphoma. We propose a 

system that will help the diagnosticians in the grading o f  follicular lymphoma. The 

purpose is to develop and design techniques and methods for extracting featores for 

classification. 

In this study, we propose a two stage classification system that classifies images into 

their gibing grades bared on standard criteria discussed above. The first stage 

differentiates the lower grades (grade 1 and 11) from the higher grades (grade 111) using 

the features extracted through segmentation [31]. The second stage classifies the 

images into grades 1 and I1 based on the statistical features extracted from the color 

quantized images o f  FL. Since the lower grades are difficult to differentiate so we 

proposed a low level processing using non-linear color quantization using SOFM. 

This technique will help us to properly discriminate grade 1 from grade 2. 

For differentiating higher grades (grade 3) from lower and intermediate grades (grade 

1 and 2). 

Conversion o f  image to the La*b* space for bener processing. The reason for 

this conversion is discussed later. 
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CHAPTER 1 MTRODUCTION 

. The colored image is then segmented into desired components using the k- 

means 

. For discriminating grade 3 from grade I and 2 we proposed a ratio criterion. 

For further differentiating intermediate and lower grades (grade 1 & 2), 

Quantize the color image using the Self Organized Feature Maps Algorithm 

Calculate the co-occurrence matrix from the color approximatedlquantized 

image. 

Extract co-occurrence features namely homogeneity, correlation, contrast, 

energy and entropy. 

For classification the results are passed on to the classifier. We consider using k- 

nearest neighbor method for this purpose. Other classification techniques such as 

Bayesian classifier are also tested on the proposed method for grading prognosis. 

1.3 Outline of Thesis 

This dissertation consists o f  four chapters. The next chapters will explain the 

proposed methods used for classification. 

Chapter 2 - Overview of Computing Tools: This chapter gives a brief overview o f  

the methods used for the proposed system. The use of segmentation i s  explained and 

the k-means segmentation algorithm is used. Next we provide the overview o f  the 

features extracted for classification for stage I. 
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CHAPTER I INTRODUCTION 

Chapter 3 - Feature Classification using Color Texture Analysis: In chapter 3 we 

have proposed the method for differentiating between grade I and 11. For this purpose 

we have proposed a method for extracting the cooccurence matrix features from the 

H&E stained image using color quantized images. The quantization is done through 

Kolionen Self Organizing feature Maps. 

Chapter 4 - Simulation Results: The experimental and simulation results of the 

suggested method are discussed in this chapter. 

Chapter 5 - Conclusion and Future Directions: The results are summarized in this 

chapter and the main conclusions of this dissertation and possible future directions are 

discussed. 
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CHAPTER 2 

OVERVIEW OF COMPUTING TOOLS 

In this chapter, we will explain the methodology involved in classification of 

the grades of l~ollicular Lymphoma images and provides an overview of the 

conputing tools used in ~Iassification of these images. The unsupervised 

segmentation methods have been used to extract regions of interest and perform 

quantitative analysis on them. The novel technique of color quantization using neural 

network has been and extract statistical features are extracted for furt lw accurate 

classification o F the iwages for different grades. 

"Image analysis in clinical pathology" [Sj has wide range of applications. The eNery 

day increasing capability of computers allowed for more complicated exari~ination 

and evaluations of cell and tissue characteristics. Various systematic methods [6] were 

proposed I y  the researchers towards the advancement of histopathological image 

analysis especially FL images. A hybrid technique has heen used for the classification 

o f  follicular lyrnplloma [7]. They developed a hybrid approach that combines 

information from several slides with different techniques of stains: 
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CHAPTER 2 OVERVIEW OF COMPUTING TOOLS 

2.1 I m a g e  Segmenta t ion  

"Image Segmentation" is the process of dividing the image into different sections 

based on the components in the image. This will help the user to analyze the system 

more efficiently and evaluate it by parts. These segmented images are analyzed easily 

and efficiently. 

2.1.1 Color Space Conversion 

The RGB or Red-Green-Blue color space has been commonly used in image 

processing because of the information available by camera apparatus. RGB, however, 

is not a uniform color space [lo]. Color based segmentation is greatly influenced by 

the selection of color space. The L*a*b* is a better representation of content of the 

colors in an image. Hence, this color space is an ideal choice for segmentation. 

The Lta*b* is a three argument space with dimensions L for lightness, a and b for the 

color-opponent dimensions. The major advantage of this space is that "distance metric 

used for segmentation techniques is Euclidean" [lo]. The L*a*b* is based on an 

intermediate system, known as the "CIE XYZ space", which is derived from RGB as 

follows [ I  11: 

Based on this definition. L*a*b* is defined as follows: 
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CHAPTER 2 OVERVIEW OF COMPUTING TOOLS 

Where 

if q > 0.008856 

otherwise 

X,,, Y, and Z,, represent white as defined by the CIE standard illuminant. 

The L*a*b* requires a conversion to another space, but still its range encompasses the 

entire visible spectrum and can represent accurately the colors of any display. This 

feature makes this color space useful in both image manipulation and image 

compression applications [12]. 

2.1.2 K-Means Clustering Algorithm 

The K-means is  an unsupervised clustering algorithm in image processing. K-means 

is commonly used in computer methods vision as a tool for sectionalization. It is also 

used for selecting useful objects from the image for further processing and operations. 

Basic Algorithm 

K-means algorithm is initialized by defining k-centroids, one for each cluster. It then 

creates a partition by taking each data point of a given data set and associates it with 
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CHAPTER 2 OVERVIEW OF COMPUTING TOOLS 

the closest centroid. The algorithm is repeated and the k new centroids recalculated 

for new clusters. A loop has been generated which results in a new binding between 

the same data points. The convergence of algorithm is obtained when the points no 

longer change their locations. 

The target is to minimize "intra-cluster variance", or the "squared error function" 

Where there are k clusters, Si = 1,2, ..., k and pi is the centroid or mean point of all 

the points xi E Si. 
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/ NUMBER OF / 
CLUSTERS I' 

GROUPING BASED ON MINIMUM 
DIS+ANCE 

Figure 2.1 - Flow chart of !+means algorithm 

MICROSCOPIC IMAGE ANALYSIS USING COLOR TEXTURE CLASSIFICA'IION 1 1  
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2.2 Color Quantization 

"Color quantization" or color approximation is the procedure to minimize the number 

of colors that are used for limited number of times. These distinct colors are replaced 

by the approximate values. The huge number of colours involved in images brings 

b 
about unwanted and undesirable computational expenses [13]. Generally, quantization 

is the process of selecting L vectors in some D dimensional space to represent D 

vectors from that space where L < D and the total amount of error induced by the 

quantization is minimized. 

Various color reduction algorithms have been proposed in the literature. The function 

of compression algorithms is to minimize the colours of an image such that there is an 

optimum visually sensual similarity between an original color image and the 

approximated reduced image and thus achieve good results. "The most commonly 

used methods for reduction of colors in an image are based on nearest colors merging 

or color error diffusion. A color palette may be tixed or adaptively created. Fixed 

color palettes have already been produced while the adaptive color palettes are created 

initially by scanning the image and selecting the minimum colors and then to create 

the quantized image by mapping the original color points to these selected colors. 

These techniques are not efficient for image analysis operations". [13], [16], [17], 

[IS]. More recently, unsupervised clustering methods have become useful. These 

techniques made the use of spatial information which produces visually sensible and 

good results. The resulting algorithms are quite complex but they are efficiently 

implementable with better results when compared to other old methods. 
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2.3 Self Orgauizing Feature Maps (SOFM) 

2.3.1 Overview 

The self-organizing Map (SOM) is effective tool for the visualization of high- 

dimensional data. The aim of the self organizing maps is to transmute input pattern of 

discretional dimension into a one- or two- dimensional distinct map. The nerve cells 

turned towards an organized and meaningful form based on the patterns provided by 

the input samples through the process known as "competitive learning" [19]. A self- 

organizing is therefore described by the formation of a topographic map of the input 

patterns [19], [20]. 

The SOFM consists of the input and the output layers. An example of a planar array 

ofneurons with hexagonal neighborhoods is show11 in Figure 3. 

~ i ~ ~ ~ e  2.2: ~ x ~ ~ l e  of mapping input vector x to SOFM. The input vector is connected to the output 

Map via the weight vector W. 
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2.3.2 Kohonen Learning Algorithm 

The function of the learning algorithm is to made different nodes in the lattice to react 

effectively to the input samples. This algorithm is processed first by initializing the 

weight vectors in network. The weights are initialized by randomly assigning values 

to them. AAer initialization the following essential steps are processed 1211: 

0 Competitive Process 

At the application of some input pattern the neurons in the lattice tends to compete 

among themselves to become activated to specific input values. The activated neuron 

is called the winning neuron and this process is called competitive process. 

The input pattern randomly from the space of dimension m denoted by 

x = [x,, xz, x,]' 2.9 .......... 

The dimension of the weight vectors must be equal to the dimensions of the input 

pattern. Suppose the weight samples be, 

The weight vector with the shortest distance is the winner. Let i ( x )  be the neuron that 

matches the input, 

i(x) = arg rninllx - will . j = 1,2, ....... .1 2.1 1 
J 
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The neuron which satisfies the above constraint is the "bestmatching or winning 

neuron" [19], [20]. 

In the learning process the nodes in the lattice that are closed to each other at a certain 

distance will activate each other with the application of same input pattern. The 

winning neuron will tend to activate the neighboring neurons. This results in the 

ordering o f  the overall neurons in the lattice. The input neuron tends to activate the 

neurons in its immediate neighborhood. As the learning continues the neighborhood 

area shrinks gradually [19]. 

Adaptive Process 

In se l f  organized (SOFM) network, the weight w, of neuron j in the network is 

required to change comparatively to the input x [IS]. The updating process in the 

discrete-time notation, given the weight vector wj(n) j th neuron at time n, the update 

vector wj(n + 1) at time n + 1 is defined by 

The Adaptive Process is employed to the neighboring neurons o f  the excited neurons. 

The learning rate, ~ ( n )  decay with time. 
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2.4 Feature Extraction 

Feature Extraction is the transformation o f  the input data into set of features. 

Numerous methods that were designed for specific application have been proposed by 

different researchers and authors. However, there seems to be no general method or a 

formal approach which is  useful in a broad range o f  images. Gray level cooccurence 

matrices carry a significant amount o f  texture information in images and perform 

better than many other texture extraction algorithms. This seems to be a good choice 

for our application. 

The initial work on texture discrimination using gray level spatial dependencies was 

done in early seventies. In some comparative studies, researchers have observed that 

GLCM matrices were very successful in discriminating images with relatively 

homogeneous textures. A comparative study was done in [21] used Markov-generated 

images to evaluate the performances of different texture analysis algorithms for 

automatic texture discrimination. One of the early approaches that use spatial 

relationships of gray levels in texture discrimination is [22], where Haralick used 

features were computed from the co-occurrence matrices for automatic scene 

identification o f  remote sensing images and achieved 70% accuracy. 

From these experiments, i t  can be concluded that spatial gray level dependency 

matrices carry a significant amount of texture information in images with some 

homogeneously textured regions and perform better than many other texture 

extraction algorithms that were listed above. This seems to be a good choice for our 

application. 
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2.4.1 Gray Level Co-occurrence 

The "Grey Level Cooccurence Matrix", GLCM 1231 is defined as  a "sample 

approximation of the joint PDF of the gray levels of two pixels separated by a given 

displacement" [23], 1311. GLCM is a matrix containing the values explaining the 

amount of times a specific arrangement of the pixels co occur together given a 

specific distance and orientation of the group of pixels under consideration 1231. The 

joint distribution of the pair of pixels separated by some distance and at specific 

orientation is denoted as P(i ,  J; d, 8).  

For the arrangements of the pixel in the image shown in Figure 2.3, gray level co- 

occurrence matrices can be defined as 

Figure 2.3: Spatial Arrangements of Pixels 

Formally, the orientation 6 is in four 0', 45', 90', and 135'. For each combination d 

and p, a two dimensional histogram is defined, 
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P(i , j ;  d ,4S0)  =# ((kt 0, (m, d )  E (L,  x L,) x (L ,  x L,) I 
k - m  = - d , ) 1 -n j  = d , l ( k . l )  = i , l ( m , n )  = j 

] 2.14 

Here !:denotes the total components in the typeset. All the matrices computed are 

symmetric i.e. P(i.j; a!,@] = Po..& & a ) .  

Figure 2.4 shows an example for co-occurrence matrix computation from [23] for an 

image with four gray level values 0,1,2 and 3. 

2.4.2 HaraIick Features 

Haralick computed fourteen features exploiting the properties of the co-occurrence 

matrices [23]. As we have seen earlier in section that with different values of distance 

and directions of the pair of pixels we can generate different cooccurence matrices. 

Therefore, using this property we can create a large feature set for these different 

matrices. We decided to use only the five of these features nanlely Homogeneity, 

Entropy, Energy, Contrast and Correlation. 
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(ci) (d. H )  = (1.4s3) 

Figure 2.4: (a) Image with gray level values. (b) Possible GLCM orientation for image (c)- (0 

Computation of all four matrices at d=l and given directions. 

2.5 F e a t u r e  Classif ication 

"K-Nearest Neighbor" is a method for the classification of different data sets on the 

basis of nearest distributions in the given set [29]. The selected data point is assigned 

to group with most common data points amongst its k nearest neighbors. The 

neighbors are selected during the training phase. In training step, the neighbors are 

selected for which the correct classification of the data set is known. The regions are 

divided in the training space by locations and labels. The training phase only defines 
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and stores the labels of the data set. When the test data is applied to already trained 

set, distance from the new data point is measured to all stored labels and k closest 

samples are selected [30]. 

The value of k is very crucial for classification and depends upon the data used. Very 

large values of k may reduce the effect of noise during classification but may lead to 

less distinct boundaries between classes. The stepwise description of the algorithm is 

as follows: Suppose we have a data set 5, which represents classes C. Suppose we 

want to assign a particular data point a to one of these C classes. 

. Define suitable k. 

. Find k nearest to the test point a, let them to be n, ...nk. 

. Make a hyper-cycle dh around a with radiusn. 

. Classify a as a class C which has the maximum votes in plane d h  
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CHAPTER 3 

FEATURE EXTRACTION AND 

CLASSIFICATION 

Computerized image analysis provides precise predictive clews about the 

disease not easily observed by analysis performed by doctors. The computerized 

system prevents the variability in reproducing the data. In this chapter the complete 

proposed methodology is explained in detail. 

As discussed earlier in chapter I that the study is divided in two stages. In first stage 

the features were extracted from the microscopy images. We have used the method of 

k-means segmentation which was discussed in detail in chapter 2. On the basis of 

these features the images are classified as lower or higher grades. In the next stage we 

have extracted another set of features using color quantization and cooccurence 

matrix. These features are useful for the classification between lower grades. Figure 

3.1 gives the graphical overview of the proposed system used for the grading of 

follicular lymphoma. 
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segmentation thrwgh k- 
means I- 

cokr auanfzation Vsing 
K&onen SDFM Neunl 

Neho* 

Figure 3.1 -Diagnm ( )f the propo! ied Image analysis and classification system for the grading of 

Follicular Lymphoma 
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3.1 Differentiating Low Grades from High Grades 

As we know that all the three grades have different arrangements of cytological 

components which differs them from others but they are difficult to examine and 

analyze using microscope. In addition to these components, there are also background 

regions that do not correspond to any tissue component [31]. Using these details o f  

the images we performed partitioning using K-means algorithm to distinguish nuclei, 

cytoplasm and extracellular material, and Threshold segmentation to extract RBC and 

background. 

We performed image segmentation in the L*atb* space using the K-means. The value 

of k i s  initialized as three, which represents "nuclei, cytoplasm and extracellular 

material". As discussed earlier in this chapter that RBCs and background regions are 

not consistent with any other tissue component. The threshold segmentation is done to 

extract the REK and background from the FL images. After threshold segmentation 

these regions are omitted from the image before k-means clustering is applied [3 I] .  

The threshold segmentation for RBC is: 

RBC = t otherwise 

Similarly, for the background region: 

B G = (  1 if (r(i,j) ?)&(.g(i, j )  2 fl)&(b(i, j) 2 /3) 
0 otherwise 1 
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(a) H&E stained FL image. 
(b) Nuclei in the image 

(E) Cytoplasm in Ule image. (d) Eamcellular Materials 

(e) Image latelcd by cluster Index. (fl pseudo-calored clustered image 

Figure 3.2: Segmented images using k-means. 
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3.1.1 Ratio Criterion 

.'There are larger numbers of centroblasts in higher grades follicular lymphoma 

samples, therefore the, images of higher histological grades have less homogeneous 

organization of nuclei and cytoplasm components with respect to their relative spatial 

distributions when compared to the lower grade samples in which those regions are 

more compact and evenly distributed" [4]. 

Mathematically this observation from the follicular lymphoma images based on our 

segmentation method as follows [31]: 

where tl: are the pixel locations, is the cytoplasm and +, is the nuclei pixels. 

On the basis of this observation, it is clearly notified that the lower grades show large 

variation from the higher grades, but there is some overlap in the lower grades. 

3.2 Color Quantization Using SOF Map 

For this purpose, a color quantization scheme has been proposed which operates on 

the principle of neural networks. We have used Kohonen Self-organizing Maps for 

this purpose. 

The main goal of a SOFM neural network is the reduction of a large set of input 

vectors with a smaller set of vectors, so that a 'good' approximation of  the original 
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input space to be obtained. I n  other words, a SOFM neural nehvork decreases the 

input feature space into a proper smaller one. The resultant feature space can be 

viewed as a representative o f  the original feature space, and therefore, i t  satisfies the 

main statistical characteristics o f  the input space, 

Atter training, the optimal RGB values are obtained by the neural network. Next, the 

original image is rescanned and by using the neural network, new image i s  

constructed with less number o f  colors. 

The algorithm for color quantization is shown below: 

I .  Choose total number of colors required afrer quantization (e.g. 8 colors). 

2. Initialize those colors by random values, 

3. For count = I to 500 

a. Take first pixel of given image and caleulafe the color d1fjXerence of 

that pixel with required colors 

d = ( R  - R'( + (G  - G'( + ( B  - B'( 
b. Choose the minimum distance as winner 

c. Update the color in the table using 

R'(n + 1)  = Rn(t)  + q(t) (R - R') 
G'(n + 1)  = G'(t) + q(t)(G - G')  

B'(n + 1) = B( t )  + q(t)(B - B') 
where R', C', B' are Red, Blue and Green colors in required table, and 
RGB are actual colors of corresponding pixel, and q(n)is {he learning 
rate parameter. 

d. Do steps (a) to (c) for all pixels in the image. 

4. Reconstruct the approximate image by using optimum colors in the table. 

The algorithm stops execution after a predefined number o f  iterations or until there is 

a substantial change in the image. 
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(a) Pseudo-colored Image @) 16-Color Quantized Image 

(c) 8-Color Quantized Image (d) 32-Color Quantized Image 

Figure 3.3: Color Quantization Using SOFM. 
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3.2.1 GLCM Features for Color Images 

We have extracted features from the colored images. Approaches used are based on 

existing grey level methods that are adapted into account the color information. In the 

literature, three families of approaches can be found [28]. 

The first consists in the use ofjoint color-texture features. Textural features and color 

features are computed individually and then are used together as the entry of a 

classifier. The second consists in the reduction of the color information in the color 

images using a quantization method. The images obtained are coded like a grey scale 

image, each grey scale corresponding to a different color. So both approaches use a 

transformation of the color images to be able to apply existing grayscale methods, 

without giving a new definition to color texture. The last consists in taking into 

account the correlation between the color bands while computing the texture features. 

In this research work we exploited such a multispectral method [29] considering the 

correlations between the color bands. This multispectral method seems to be a very 

good approach for color texture classification problems, in comparison with the other 

approaches. 

The features computed within color bands (without correlations) and between colors 

bands (correlations only) show that both are complementary. The correlations 

behveen color bands introduce new and relevant information. The features are 

computed directly from the RGB color space. The GLCM matrices are computed for 

every channel. In this case, color images are coded on three channels, leading to six 
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different matrices: (R, R),(G..G),(B,S) that are the same as gray scale cooccurence 

matrices computed on one channel and (i?,G), [R,8), (G, 8.) that take into account the 

correlations between the channels. So this method led to a total of 30 features 1281. 

The multispectral method gives very good results for a classification problem. The 

use of cooccurence matrix method computed both within and between the color bands 

allows achieving good results. 
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CHAPTER 4 

SIMULATION RESULTS 

The performance evaluation of the proposed method for the classification of 

histopathological grades of follicular lymphoma is discussed in this chapter. The 

proposed system was explained in detail in chapter 3. The experimental setup is split 

into two stages. Initially, the images were classified into lower and higher grades 

using proposed ratio criterion. In the second phase the images are further classified 

into grade I and grade using color texture analysis. 

4.1 Image Data set 

The H&E stained whole slide Follicular lymphoma images obtained were digitized 

using a digitizer at magnification level of 40x. A total of 510 images were obtained 

that contains discrete amount of samples of all the histological grades. Out of these 

510 images there were 243 samples of grade 1, 109 samples of grade 11, and 158 

samples of grade 111. Each of these image samples has a resolution that is equivalent 

to one microscopic HPF. The training image data set contains 170 samples. The 

training group have 81 samples of grade 1, 36 samples of grade I1 and 53 samples of 

MICROSCOPIC IMAGE ANALYSIS USING COLOR TEXTURE CLASSIFICATION 3 0 



CHAPTER 4 SIMULATION RESULTS 

grade 111. Similarly, the test image data set contained 162 samples of grade 1, 73 

samples of grade I1 and 105 samples of grade 111. This makes a total of 340 image 

samples used in test phase. The constructed dataset of 510 images have a spatial 

resolution of7-,165 x 1,365 pixels that is equivalent to one microscopic HPF. 

4.2 Image Segmentation 

The proposed two-stage system is processed as follows. During the first stage, the 

digitized FL images are used for the classification. The features were extracted using 

a simple ratio criterion proposed in chapter 3. The histograms are plotted for ratio 

values of grades after applying ratio criterion. It is clear from the histogram 

distribution that this method is good for the classification of higher grades and lower 

grades, but there is overlap behveen the regions of lower grades i.e., grade I and 11. 

SO- 

9- 

II - 

10- 

10 - 

Figure 4.1 - Result of the ratio criterion 
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Fig 4.1 demonstrates the results of assortment of images using ratio criterion. It can 

clearly be seen that grade 111 images can easily be classified from grade I and grade 11, 

however, there is an overlap between lower grades. The discrimination accuracy has 

been achieved for the classification among grade 1&11 and grade Ill. The overlap 

between lower grades has been removed using the low level color texture analysis. 

4.3 Color Quantization Using Kohonen SOFM 

The low level color texture analysis exploit the color spectrum of the H&E stained 

images. To further classify lower grades we have exploited the technique of color 

quantization using Kohonen Self Organizing feature Neural Network. We have 

extracted five features from these color quantized images using Gray-Level 

Cooccurence Matrix, namely homogeneity, contrast, correlation, entropy and energy. 

The cooccurence matrix was computed using multispectral method. In multispectral 

method the correlation was computed for both within color bands (RR, GG, and BB) 

and between the color bands (RG, RB, BR, BG, GR, GB). Here R is used for Red, G 

for green and B for Blue. It is observed that the incorporation of color features 

significantly enhanced the performance of the classifier. 

Fig 4.2 shows the images which are quantized using Kohonen Self Organizing 

Feature Map algorithm. This color reduction method using neural network minimizes 

the loss of useful information. 
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(a) Original Grade-I image. 

(b)  8-wlor Quantized Image (c) 16-wlor Quantized Image 

(d) 32-color Quantize Image (e) 64-color Quantized I m q e  

Figure 4.2 -Color Quantization using Kohonen Self-Organizing Neural network. 
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4.4 Cooccurence Matrix Computations 

The cooccurence matrix was computed for different color quantization levels. The 

cooccurence matrix was calculated for the colour images. We have exploited the 

concept of Grey-Level Cooccurence Matrix (GLCM) and modify it for color images. 

The features were computed within color bands and behveen the color bands. For 

behveen color bands we have taken the correlation between these color bands. Five 

Haralick Features were calculated for each computed matrix and the matrix were 

computed using the correlation between color bands and within color bands. Six 

matrices were computed for each image making a total of 30 features fro each image. 

The correlation matrices computed are shown below. 

Figure 4.3 shows the six correlation matrices computed between color bands and 

within color bands. 1 1 e  graphs in Figure 4.3 show the distinct correlation peaks at 

different points. Every correlation matrix is different from other and will eventually 

results in distinct features useful in  discriminating the histologic grades of Follicular 

Lymphoma. 
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- 
0 0 

(a) Correlation between B and B 

(c) Correlation between G and G 

0 0 

(e) Correlation between R and G 

@) Correlation between G and B 

0 0 
(d) Correlation between Rand B 

0 -0 I 
(0 Correlation between R and R 

Figure 4.3: Six cooccurence matrices computed using multi-spectral method. 
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The classification results for Haralick Features were computed using k-nearest 

neighbour. Table 4.1, 4.2 and 4.3 shows the average percentage of classification rates 

computed over this feature space using different test and training data sets and with 

different levels of color quantization. The Training and Testing Data is divided into 

three groups for evaluating the performance of method for different numbers of data 

sets. 

Figure 4.4: Classification using k-NN algorithm. 

Figure 4.4 shows that the proposed method is robust enough to classify the images 

using the extended set of features calculated using the color gray level cooccurence 

matrix method. This figure shows the decision boundaries estimated using the 

Bayesian probability method. 
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Table 4.1: Classification accuracies for discriminating histopathological grades using low-level color 
texture analysis for different levels o f  color quantization lor Test and Training Data I.  

Table 4.1 shows the classification accuracy of the features extracted using Haralick 

TEST AND TRAINING DATA - I 

features. The k-NN classifier is trained using the training data set I described above. 

COOCCURENCE 
MATRIX SIZE 

Different levels of color quantization are used for generating and evaluating results. 

For different levels of color quantization the classifier shows improvements in 

GRADE 
I 

classification accuracy. The average classification accuracy of classifying grade I11 is 

98%. The classification between lower grades has also improved and has reached to 

GRADE 
I1 

the accuracy level of 94 % for lower levels of color quantization. 
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Table 4.2: Classification accuracies for discriminating histopathological grades using low-level wlor 

texture analysis for different levels o f  color quantization for Test and Training Data I1 

Table 4.2 shows the classification accuracies using training and testing data 11. In this 

there is also no difticulty in classification of higher grades. The lower grades have 

good classification results for low level of color quantization. 

TEST AND TRAINING DATA - 11 

MlCROSCOPlC IMAGE ANALYSIS USMG COLOR TEXTURE CLASSlFlCATlON 38 

COOCCURENCE 
MATRIX SIZE 

GRADE 
I 

GRADE 
I1 

GRADE 
I11 

OVERALL 
CLASSIFICATION 

ACCURACY 



CHAPTER 4 SIMULATION RESULTS 

Table 4.3: Classification accuracies for discriminating histopathological grades using low-level color 

texture analysis for different levels ofmlor quantizafion for Test and Training Data Ill. 

~ - -- 

TEST AND TRAINING DATA - I11 

Table 4.3 also shows the similar results as for the Table 4.1 and Table 4.2. The higher 

grades call easily be classified and the lower grades show good results for different 

levels of quantization. 

COOCCURENCE 
MATRlX SIZE 

The cooccurence matrices computed using color quantization of  H&E stained images 

proved to be very successful in classification and discrimination of histopathological 

grades. The classification results have shown the good separation between the lower 

grades which is difficult to discriminate using segmentation because of their overlap. 
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CHAPTER 5 

CONCLUSIONS AND FUTUTURE DIRECTIONS 

The objective of our research is to design a system that will help the pathologists 

to efficiently differentiate between the different histologic grades of Follicular 

Lymphoma, a type of cancer of lymphatic system. The results of the proposed method 

are better in terms of classification accuracy. Our main purpose is to improve the 

classification accuracy and reduce the readability discrepancies in reproducing the 

results. 

5.1 Conclusion 

A system to help and aid the diagnosticians in grading of H&E stained Follicular 

Lymphoma images has been proposed. The color quantization is done prior to the 

computation of cooccurence matrix to have features that will accurately discriminate 

the grades. In addition to this method, a ratio criterion method has also been proposed 

for classification between lower & intermediate grades and higher grades. The 

proposed computer assisted system helps the pathologists to classify the input image 

as grade I, I1  or 111. We have achieved remarkable classification accuracy in 
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discriminating lower grades from higher grades. Using the textural features we have 

also eliminate the discrepancy in classification o f  lower grades. 

The two set o f  features were computed. The first feature set was computed using the 

segmentation o f  input images and take the ratio o f  amount o f  two main segmented 

regions, i.e. cytoplasm and nuclei. The second feature set was calculated using 

cooccurence matrix computed for color quantized image. 

The histopathological grading o f  Follicular Lymphoma images have improved to a 

greater extent using proposed color texture analysis and quantitative methods. This 

proposed system has also removed the reader variability and provides consistent 

results. The overall accuracy o f  the grades I, 11 and Ill is 81.2%, 85.3% and 90.7%, 

respectively. We have achieved the average classitication accuracy o f  85.7 %. 

5.2 Future Work 

The Microscopic Image Analysis i s  an open field to work further and improvements 

can be brought in to efficiently detect different types o f  lesions. The proposed work is 

designed, implemented and evaluated only for H&E stained Follicular Lymphoma 

images. For example the proposed method can also be implemented on neuroblastoma 

cancer and prostrate cancer. Furthermore, the classification accuracy can be enhanced 

using different combinations o f  feature sets along with GLCM features computed in 

the proposed algorithm. 
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In our future work we will design a system to segment and detect the desired cell 

components individually and separates them according to their shape, size, area and 

distance. For this purpose we will use a grid based layout models and semantic graph 

based methods to extract features useful for discrimination. We will upgrade our 

proposed system to a three stage system do that the grades can be accurately 

differentiated. 
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