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Abstract

The audio recordings collected form field contain sounds of different species of birds. Each
recording has multiple birds’ sounds as they are vocalizing simultaneously. This type of problem
belongs to a multi instance multi label framework. The classification of set of species which are
present in an audio recording in this framework has received little study so far. In the proposed
work of bird’s species classification we use dictionary learning techniques for classification. We
use two techniques namely Fisher discrimination dictionary learning (FDDL) and K-Singular
value decomposition (K-SVD). To separate the multiple bird’s calls from a recording we use
source separation toolkit. In the preprocessing step, noise removed spectrogram of each audio
recording is formed. We also used 2-D time frequency segmentation which separate overlapping
calls of bird in time. After segmentation, we find 38 dimensional feature vector of each segment
of recording. Then these feature vectors are used by dictionary learning techniques to learn class
specific dictionaries. In Fisher discrimination dictionary learning (FDDL), the learned dictionary
and sparse coefficients both are discriminative and reconstruction error of each class is used for
the classification of bird species. While in case of K-Singular value decomposition (K-SVD), the
dictionary is learned using SVD decomposition and the classification is performed on the basis of
sparse representation of test signals. The discriminative dictionary used in FDDL play a vital role
in the classification of birds species and give better results than K-SVD. The audio data set contains
10 species of birds collected from H.J. Andrews Experimental Forest using omnidirectional
microphones. The implemented work has many application e.g. in conservation planning,

modelling of species distribution and also in long term monitoring of remote sites.
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Chapter 1 - Introduction

1.1 Introduction

Classification is defined as a method to categorize every new sample into different classes on the
basis of similarities of their characteristics with some predefined criteria. This technique has akey
role in the machine learning application where the classes of samples have to be predicted. There
are different types of classification, one of them is single instance-single label in which one sample
may belong to one class only. This classification is good for the cases where one sample belong to
only one class at a time but it is not the case for all the time as there are some samples which may
belong to many classes in different time period [1]. Other category of classification is single
instance multi-label classification, in which one sample may belong to many classes at same time.
If we consider the example of bird classification many birds may articulate at the same time, so in
this scenario single label technique will not give good results. In that case multi class labels will

give desired results for the classification of the birds species [2].

If we are designing any type of machine learning system including audio classification system first
step to follow is the division of the dataset. Data is divided into two categories i.e. training dataset
and testing dataset. This division of the data is required because every machine learning task
requires two steps one is training of the system and other is the testing of the system. Training of
the system is done by the training data samples with their corresponding labels so that the system
learns the relation between the features of the samples to the corresponding labels and set its
characteristic accordingly. In second stage, the trained system is assessed using test data for
classification. In most of machine learning tasks facts is not usually present in some standard

format on which we can do learning and evaluation of the system, in that case data is converted to
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some standard format by doing some preprocessing. If we consider the case of the birds sound
classification system, voices of the birds are recorded so it may contain some noise in it like the
voice of wind, water etc., so before using such type of samples we will have to do some
preprocessing in order to remove unwanted background voices. In this way at the end all the

samples only contain the voice of the birds.

To extract features, feature extraction technique can be used that contains information on the basis
of which diverse samples of the bird’s species can be differentiated. While selecting feature
extraction technique one need to be careful to adopt that technique which extract all useful and
relevant information of the sample that train the classifier successfully. As we initially divided the
data into training and testing dataset so the training of the system is done through training data set

and testing of the system is done through testing samples [3].

Using the voice recordings of different species of birds for their automatic classification is the vital
problem. Habitat destruction, falling biodiversity, and change of climate impose the production of
precise and proficient tools that monitor or observe the birds [2]. Birds could be very important in
the life cycle, they provide very use full information about ecosystem as their presence gives the
information about the presence of plants, insects etc., in a habitat. They are very sensitive to
ecological changes and respond rapidly to that. Therefore, birds are said to be the indicator of the
ecological changes, but it is very tedious and difficult to observe the population and activities of

the birds.

Inour culture sounds of the birds have a vital impact on different aspects of human life. For many
people the sound of the bird may be the sign for starting of the new day and for others these are
the sign of the starting new season. People find it as a source of pleasure to listen the sounds of the
birds and watching them all around world. Many experts of the bird’s sound can easily classify
hundreds of the sound of different species of birds very easily. Similarly, the main motive behind
our work is to project a programmed bird classification and identification system which can
classify different species of birds and also can identify the species of birds only by the sound track
of the birds.
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Syrinx, a special distinctive type of organ which is responsible for the sound production in the
birds, have complex function and nature. Classification of birds from their voices is the challenging
task because of a very large spectrum produced by their voices. If we look at the categories of the
bird songs, there are two type of birds’ sounds songs and calls. Elements and syllables and different
levels of phrases which are the future classification of these two categories. One or more element
combines to make a syllable. If we are considering the continuous time signal, then element can
provide use full information than syllables and phrases and it can be used as the testing and training
data. Hence, in this way the efficiency of the classification system can be greatly improved.

Syllable provides less information about mortal and regional variation in comparison of phrases.

Bird’s specie recognition is usually a pattern recognition problem. Bird’s songs are termed as
patterns which are represented completely by the feature vector. First of all, features are extracted
by the songs produced by different species of birds. When new species comes for the recognition,
features are extracted in the similar way and compared through the system which contains features

of all species [3].

Bird recognition is also done traditionally by human experts. But this traditional method is tedious
and time consuming and also have some limitations of temporal and spatial resolution and
collecting the data for the recognition. A survey on the traditional method show that most of the
time, voice of the birds are recorded using microphone and then these recordings are evaluated by
human experts or some machine learning algorithm. Whereas in audile population analyses,
microphones can be used to record the sounds of bird, then machine learning techniques can be
used to observed these recordings for the evaluation of bird species characteristics e.g. existence
of species in a recording, species profusion, age and masculinity etc. Thus human spectator

analyses can deliver fewer determination than audile analyses, and in remote sites human survey

“is not a good practice. For example, if human want to take and record observation on a cliff sides

continuously for two weeks it is not feasible or practicable for him, but by using microphone

observation can easily be collected on remote sites [4].

Single instance single label (SISL) is the common type of machine learning algorithm in which

one sound track is presented by one feature vector and for one feature vector one label is assigned
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possess a unique characteristic which is represented by the set of feature vectors in such a way that
can make it differentiable from others. To each of these feature vector a corresponding targeted
output is assigned to them which is called its label. By using these training data set, model learn
the trends and relations between data and built a module that will accurately classify the new
coming data. So, if any new data comes it can accurately predict the trends and can classify them

into the corresponding class.

Let us consider an example which will show all these concepts very clearly. Suppose we are given
a set of different iris followers and we are asked to differentiate between different classes of iris
follower so what we will do? First step for us will be to look at the different samples of follower
and try learn the basic difference between the classes. Once we learn the difference between the
different classes of flowers by observing different attributes like color, Patel length, Patel width

etc., then we will be able to differentiate any new samples into the corresponding class.

Here, we can appropriately characterize some fundamental circumstances of supervised machine
learning. An example comprises of N feature vector and every feature vector is assigned an
appropriate label to it {j | [(/)}, where j = {j1,j2....,jn} represents the feature vectors and I(j)
represent the associated label assign to each feature vector. Nature of features depend upon the

sample which are characterizes by them, it can be some numeric data or character data.

The main step is to find [(j) by interpreting the given set of feature vectors that process is

known as classification [8].

1.2.3 Unsupervised Learning

Unlike supervised learning task, unsupervised learning assume the function which can best
estimate the hidden concepts in the data. There is no check on the performance no labels are assign
to corresponding feature extraction, main reason of the differentiation between supervised and
unsupervised learning algorithms. Many data mining based algorithms are developed by

unsupervised learning algorithms.
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1.2.7 Multi Instance Multi Label

In real world problem, practically existing object is presented in the system of MIML (multi
instance multi label) learning by the multiple feature vectors. The Labels associated with the

feature vectors are the multi class labels, it can be seen in Figure 1.4 given below:

oot
mstance  [----- @G
instance |- '\

Figure 1.4: Multi instance multi label

The real time objects are problematical as they contain the situation which are not constant instead
they vary at the specific time. Let an example image is taken which have multiple classes as like
of the Lions grass etc. If we look forward to the text documents it can be novel or book regarding
some tale of traveling. The classification of web pages can be as the sports page, discovery pages,
news page etc. Now the example of the image retrieval is taken, if we want to retrieve the image
of only lion from the whole image we will be interested in the features regarding the lion, but an
issue arises when object comprises of the multiple concepts. While considering the solution for
the given problem we have to keep in mind the whole possible concept, the subsets of all the
possible solution will be collected and from the solution subsets the solution is selected so that’s

why in this way while learning the network difficulty faced is less.

MIML is very useful in the learning problem of single label object. Sometime a strange case arises
as an object belongs to situation which are multiple with large set of information so it will be a
difficult task for using the whole information with a single label learning. To resolve this we look
at either we can transform to sublevel as each sublevel is dealing with the situation as per the
information. In this way we do the network learning first, learning is done for the sublevels and

then these sublevels are recombined to do leaning for the complex one [1].

Now moving further towards the traditional supervised form of leaning, this form is the worst form

of multi label learning and multi instance learning. Thus, by correspondence of multi instance

11



multi label problem finding in the SISL framework can be solved by the use of bridge that can be

the multi-label learning or multi-instance [9].

1.3 The Learning Framework

Let we go through the learning framework now; following consideration are to be made:
Feature vector is represented by W.

Class labels are represented by R.
1.3.1 Multi Instance Multi Label

In MIML (Multi instance multi label) learning a function is to be learnt which is ¥ : 2% — 2F,

The learning of the function is from the dataset given below:

{(Wll Rl)' (WZ' RZ)' e 2 (Wm' Rm)}'
Y

Where
R; € R Represents the set of labels {111,772, .- Ty Tie € Rk = 1,2,...,t).

W; € W Represents feature vector set {wiy, Wiz, ... Winih Wiy € WU = 1.2,.. ,Di)s

p; Represents the number of features presented in W; which is feature vector.

Number of Labels R; is represented by ¢;

Now the comparison of MIML and the supervised learning is done. For comparison multi-instance

based learning and multi-label based learning are selected in traditional supervised learning.

1.3.2 Traditional Supervised Learning

Function for learning of Single instance single label is Y : W — R. The learning is from the
dataset given which is {(wy,11), (W2, 72), ... , (Wi, Tm)}

Where w; associated label is7; € R and w; € W is feature vector.

12
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1.3.3 Multi Instance Learning

Function for learning of MISL learning isY : 2¥ — R. The learning is from the dataset given
which is {(Wy, 1), (Wa,13), .. , Wi, 1)}
Feature vector is {Wjy, Wiz, ... , Wini}, and set isW; € R,w;; € W ([ = 1,2,..,n),

Label of W is represented 7; € R and n; represents the total number of feature vector in W; .

1.3.4 Multi Label Learning

Function for learning of Single instance multi label learning isY : W - 2R, The learning is
from the dataset given which is {(Wy, Ry), (W2, R2), «v.. (Wi, R)}

Feature vector is w; € W and r; € R is subset of labels as {rj;,7i2, . , Ty}, Tk € R(k =
1,2,..,¢).

Label of W, is represented r; € R and ¢t; represents the labels number in R;.

The difference between the learning algorithms can be observed clearly. The multi-learning is
loaded because of the ambiguities present in the problems related to the real time. In Multi-
instance learning the characterization is because of the multiple feature vector as in space of
feature vector ambiguities present. When studying MIML, the ambiguities in both input and
output vector spaces are seen. In real time the learning is not as much important as the feature
extraction is because if the feature extraction is good, more information will be extracted so it
will be easy for the algorithm to learn it and decide on the basis of trained data. In real time the
objects are not much easy to understand because of the ambiguity at output and input. For such

case of ambiguity, the MIML is very suitable.

If we look forward deeply we came to know that in most of the cases single instance multi label
is less practical than multi instance multi label. Let take an example, we have object which is
represented by a single feature vector but its linking is multiple labels named as [y, [;,...,1; and
fi, for .-+, [ are the naming of the feature vectors. In single features the primary information is
easier to work. We can also say that it would be easier for learning in case of MIML. For the
relation building between semantic meaning and input pattern, we have to use the set of feature

vector for representation of multi label objects. Let consider the MIML illustration example, the
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mentioned above were applied on database of Images consisting of natural scenes fit in separate

classes. These classes consist of sunset, trees, mountains and deserts [9] [15].

Different researcher’s worked has_proved.:that the study is usually” based on the review of
spectrograms of sound. They considered the sound of birds. If we consider a spectrogram of
number of bird species, then it would become a very time consuming and difficult task for human
to constantly classify the species. So we need to develop a separate system. A system which has

the capability to identify the sounds of birds automatically. In order to solve this problem a scholar

named as Anderson et al. [16] used the dynamic time wrapping (DTW) techniques to record the
sounds of the bird continuously. When- we compare the signal directly with the signal
spectrograms, Constituent boundaries are identified. In order to extract the feature vector Fast
Fourier Transform’s (FFT) Log magnitude is used. Testing data is carefully chosen to test the
system from truncated cutter and less noisy atmosphere. These data sets were given label by

Human experts.

1

Two scholars, Kogan and Margoliash [5] used two different methods. Those methods are known

©

as:

» DTW method
> Hidden Markovs Models (HMM)

They used these methods for the automatic bird song classification from continuous soundtracks.
t\IjFT log magnitudes bins range from 0.5-10 KHz. Later they were used in DTW as feature vectors.
.Six types of feature vector are used to make the performance comparison of HMMs which are

listed below:

[a—

Mel-frequency cepstral coefficients (MFCCs)
Linear predictive coding (LPC) coefficients
log Mel-filter bank channels

LPC cepstral coefficients (LPCCs)

linear Mel-filter bank channels

A i

LPC reflection coefficients

22
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In order to assess the performance of the system 4 species were selected and 50 birds collectively

from all the 4 species were taken, and the number of songs which were recorded are 257.

In order to do the automatic classification of bird’s species these are the feature extraction
techniques which are being used here (for extraction of feature from soundtrack of birds)
descriptive parameters, MFCCs and sinusoidal model[11].For best result another proposed
technique is used in which MFCC feature vector is used with trajectory model for signal-syllable-
based recognition. Using birdsong instead of using syllable means they use sequence of successive
syllable as an alternative of using single syllable for classification in the prediction which improve

the rate of recognition [19].
5

Frames, syllables, or whole recordings/songs could be targeted from classifiers for bird’s sound.
For the description of existence of sound for all the levels structure features were used. In some
cases, extraction of feature for one level would be done and then accumulated to get of feature for

higher level.

For the description of individual frame of a signal frame level feature were used, and frequently
use frame’s Fourier coefficients. The vector of Fourier coefficient magnitudes is the simplest

frame-level feature.

Originally frame-level features were developed for speech analysis is Mel-frequency cepstral
coefficients (MFCCs) [20] .Spectrum of a frame is transformed to the Mel-frequency scale in order
to calculate MFCCs feature vectors, which is like human perception of pitch .After the use of
number of non-uniformly spaced triangle filters, transformation is accomplished. Mel-frequency
coefficient (MFC) is obtained from each of the triangle filter response. After the application of
discrete cosine transform (DCT) to log of Mel frequency coefficients MFCCs features are
calculated. By the use of DCT there is significant reduction in the dimensionality of the Mel-scale
spectrum, and also did the removal of correlation with its elements. There are several ways by

which we can calculate the MFCCs, one of them is to use number of triangle filters.

Mostly, the feature of bird sound used in machine learning is MFCCs [5], [11], [13]. It is an
argument that Mel-frequency transform is not well motivated for bird sound. To detect human

24
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speech, the Mel-frequency transform is suitable method, as in this high-frequency portion of

spectrum is more compressed as compared with the low frequency portion. The most significant

information in human speech lies on low frequencies.

Those bird’s species which produces the sound at high frequency were degenerated with the help
of Mel-frequency transformation. Due to non-robust to noise MFCCs method faced criticism [21],

to address this issue many enchanted versions have been proposed.

We can represent a recording in many forms as an assortment of segments and then we can
summarized these segments within a feature vector. Those techniques which can be used to extract

the feature vector Histogram of frame level is one of them. This is the way how we get the features

for a short duration time audio, Briggs [22] gave another probabilistic model, after that Bayes give
his risk minimizing classifier, and then he proved that nearest neighbor classifier by using
Kullback-Leibler divergence in order to equate histogram of features be thoroughly approximated.

Similarly syllable feature’s histogram were used in [18], [23], f24].

&)

In the MLSP bird’s classification contest of 2013 pattern matching technique has been used to
produce feature vectors at the recording level [24]. The set of patterns has been mined
automatically based on the training data segmentation into syllables. Every pattern obtained
through this method is then compared with the target files. Here, the cross-correlation values will

be used as features after normalization and maximization.

@
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Chapter 3 - Proposed Work

3.1 Problem statement

In the context of our multi-instance multi-label classification example such as bird sound
classification, multiple birds are vocalizing simultaneously. This requires the extraction of the
overlapping birds sounds from their raw sound data. In existing MIML methods, different feature
extraction methodologies, e.g. bag of words, are used to convert raw sound data in to meaningful
features. However, those feature extraction methodologies lack the ability to separate the
overlapping sound segments and thus causing bottleneck in overall system performance
improvement. Those features are then fed to any conventional classifier for classification purposes.
To address this limited ability of existing features extraction methods for overlapping sound, we -
will apply matrix factorization methods that have proved to be beneficial in the separation of
different sounds. Moreover, matrix factorizations have also successfully been used as classifiers
in many classification applications. Hence we will use matrix factorization methods for multi-

instance multi-label classification.

3.2 Proposed work

There are different techniques and algorithms used for multi label classification. Our proposed
technique for multi label classification is based upon Matrix Factorization methods. In matrix
factorization, there are different algorithms such as non-negative matrix factorization (NMF),
Independent component analysis (ICA), and dictionary learning (DL) for sparse representation.
We will apply dictionary learning techniques for sparse representation for classifiers for the MIML

problem.

3.3 Expected goals and objectives

e To asses previous methods for MIML problem.
e To investigate the employability of dictionary learning methods for MIML problem.
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e Propose new classifier based on matrix factorization techniques to solve MIML problems.

3.4 Research Methodology

The audio recording which we use in our work is of length 10 seconds and 10 classes of bird
species are present in the recordings, so here the problem with which we are dealing is multi-
instance and multi-label. Source separation method is required to find out individual bird call, so
this method separates distinct sources that are present in the recordings. Source separation toolkit
i.e. FASST toolkit [25] is applied to separate individual birds call. Input of source separation toolkit
are these 10 second audio recordings of bird’s sounds. In order to segregate birds’ individual calls
or syllables of birds from a recording of mixture of groups we will used this toolkit. So, first of all
by using source separation we do the conversion of a multi label problem into single label problem.
Let suppose we have a recording which include three birds, when we apply source separation we
will get three different independent recordings which do not depend upon each other as an example
of this toolkit. After source separation for each recording we have a single label. For each recording
an individual spectrogram is found. Vertical axis comprises frequency information in the
spectrogram plot, and brightness representing amplitude, intensity, energy, or loudness and
horizontal axis contain the time values. To get spectrogram of audio signal, that signal is divided
in to overlying frame, each frame consists of a block of successive samples of signal. Then a
vector of complex Fourier coefficients is found by applying Fourier transform on each frame. The
magnitudes of the coefficients for one frame corresponds to each column of pixels in a
spectrogram. In spectrogram instances are shown as segments and species present in recordings as
label. Preprocessing on spectrum is applied after finding spectrograms. In step of preprocessing,
the portion of spectrogram is cropped in which call or syllables of a bird is present, then noise
reduction is applied on these cropped spectrograms. We get filtered spectrogram at the output of
preprocessing part, Segmentation is applied on these filtered spectrograms after preprocessing
step. The filtered spectrogram is segmented into 2D regions using Random Forest. After
segmentation, we found 38 dimensional feature vector for each segment. Mask descriptors, profile
statistics, and histogram of gradients (HOG) can be found as a feature vectors, these three types of
features describe a piece. As we are using 2D segmentation so we could not find the most

commonly used audio feature such as MFCC. These feature characterize type of the segments. For
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the classification of the set of species which are present on the recording, a classification algorithm
is being used based upon feature vectors. Every step is showed in the block diagram given beneath.

Descriptive detail of each step is explained in further topics.

3.5 Block diagram

| Audio input

Sétirce Separation-

‘Preprocessing and:
'Nolse Reduction

Ségmeiitation

.Feature Extraction.

Classification

Figure 3.1: Block diagram of proposed work
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3.5.1 Source Separation

Source separation is a problem in signal processing, wherein the amount of signals can be mixed
together at a combined signal, and the goal is to restore the original signal component of the
combined signal. For example a number of people are talking simultaneously in a room and a
hearer is trying to track any one of the negotiations. This can be well handled by human brain to
separate or listen the individual voice or talking but in case of digital signal processing or any
auditory source separation model it is very difficult. Many audio source separation techniques have
been developed. Most of these techniques are established for some specific situation described by
their number of sources present and also how many channels involved and may also the sources

and mixing process characteristics.

The working of this general flexible source separation framework is presented in “A General

Flexible Framework for the Handling of Prior Information in Audio Source Separation”[25].

¢ First read audio file in Matlab.

o Find the time frequency transform by using “comp_transf_Cx”. In this function we find out
the content of local sections of a signal i.e. sinusoidal frequency and its phase, as it changes
over time so it can be found using short-time Fourier Transform. For computation of short time
Fourier Transform, first divide a signal into a shorter time interval i.e. to make segments of
signal in to equal length. After finding the frames or shorter segment then apply Fourier
transform on each frame or segment.

¢ After finding time frequency transform of input audio signal we find the mixture structure of
the audio signal by using “init_mix_struct_Mult NMF _inst”. The mixture structure could be
a Matlab structure that can be used to integrate prior info in to the framework. The structure is
a hierarchical organization. Signal representation parameters are called Global parameters.
And in the first level of hierarchy these global parameters are defined. Spatial components
Jspar and spectral components /sy, are defined on the second level of hierarchy. Each source
can be molded by one spectral component, though some sources may also be modeled by
numerous spectral components. Moreover, each spectral component must be related with one

spatial component, and each spatial component is associated with at least one spectral
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component. This implementation could be more general in the sense that the number of spectral
components can not necessarily be equal to the spatial components i.. Jspec = Jspar - The third
level of the hierarchy is factoring each spectral component in one or more factors, which
represents, for example excitation and filter structures. In fourth level of hierarchy, each factor
can be characterized as the product of three or four matrices. The factor demonstrating
excitation structure can either be represented as the product of four matrices i.e.
WF* UF* GP* Hf” and these matrices represents narrowband spectral patterns, spectral pattern
weights, time pattern weights and time-localized patterns or as the product of threes matrices
WP UP* GP* when Hf™ is marked by the empty matrix.

Then we have to estimate the model parameter by using function
“estim_param_a_post_model”. This function takes as input the above calculated mixture
structure and finds the parameter which corresponds to that audio source.

Different audio sources have different spectral and spatial components and different audio
sources combined with the different mixing structure. So after estimation of mixing structure,
sources are separated by using function “separate_spat_comps”. Output of this function is

separated audio sources.

3.5.2 Preprocessing and Noise Reduction

10-s individual recording were obtained after source separation with the sampling frequency of
16Hz. After recording, the spectrogram of these recordings will be attained by separating the }nput
audio signal to frames and each frame consist of 512 samples and by setting the frame overlay to
50%. Later by the help of Hamming window we apply Fast Fourier transform, to calculate 256
element magnitude spectrum of every frame. Spectrogram’s elements are denoted by S(¢, f),
where f signify the frequency at that specific time t and t represent the index of the frame. In order
to get a filter spectrogram, we apply wiener filtering for the noise reduction to the obtain

spectrogram.
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3.5.2.1 Spectrograms

A wave of pressure causes to produce sound. In computer audio data can be stored as quantized
signal, in which there is a specific sequence of numbers that actually represents the pressure in
term of the function of time. The signal has been sampled at particular frequency. In several
techniques the analysis can be done directly on sound as it is comparatively easy to recognize the
pattern in spectrogram representation. One of the most fundamental tool for bird sound analysis
is spectrogram [4]. In spectrogram time is along horizontal axis, whereas frequency is along
vertical axis, and the brightness shows the energy, intensity, loudness or amplitude. More bright
points have large values and less bright point has little values. Therefore, it can be concluded that
spectrograms are very beneficial technique for imagining the three dimensional data (amplitude,

frequency, time).

More appropriately, spectrograms is found by dividing the signal in to overlying frames, every
frame contains of a block of successive examples of the signal. After that FFT is applied on every
frame to generate a vector of complex Fourier coefficients. In a spectrogram respective column of

pixels links the magnitudes of coefficients for one frame [2].

3.5.2.2 Noise Reduction

For the reduction of noise and escalate the divergence of the sound of bird, we first of all regulate
S(t, f) in range [0, 1], and subsequently compute S, (¢t, f) = \/S(—t,fT to every constituents of the
spectrogram. Double iterations of the whitening filter can be applied on that spectrogram. The
primary goal is to evaluate frequency profile from low energy frames of noise, and then attenuate

every pixel of spectrogram using this frequency profile. The filter is:

1) Amount calculated which analogous to every frame’s energy at t, as

Et) = (fm_lax—) ;’;‘;" S;(t, f)?. Then we arrange the frames respective to E.

2) For all frequencies f, compute P(f) = /€ + T;en S(t, )2, where € = 10710, We added

&, to avoid division by zero.
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3) For every value of (t,f) we practice the noised reduced spectrogram as S,(t,f) =

51(t. f)/P(f).

Figure 3.3 and Figure 3.2 shows before and after applying whitening filter.

Figure 3.3: Before noise removal

Figure 3.2: Afier noise removal

3.5.3 Segmentation

Bird song has a configuration which comprises of single articulation syllables, which can be used
to make songs. The structure of songs changes among different species of birds, but individual
structure of syllables remains constant. Therefore, these level of syllable are the basic core concept

of many methods [4].

To segregate each syllable of birds, call segmentation is required in input soundtrack. By energy-
based time domain segmentation, low-noise single-bird recordings have successfully been worked

out. Though, in our proposed work too much noise is there because the soundtrack which we use

32



@

S T TR e e T T e e T T T E TR se TR T TR T B R S o o D T m S e e iyl T T W e

is recorded on the field sound recording system. In our case strong segmentation is required.

Therefore, we will use “Random Forest Classifier” for time frequency audio segmentation.

After preprocessing we get filtered spectrogram. After that filtered spectrograms is used for
segmentation. Syllables present in the recording of bird call are separated that may overlay in the

time. 2-D time frequency segmentation is used for that purpose.

3.5.3.1 2D segmentation

;ﬂfﬁtmost segmentation procedures we estimate the final and initial time of the syllable. However
that is observed as 1-Dimenssinal methodology. Alternatively, we can select the 2-D region or
bounding box present in the spectrogram consistent to syllable. The benefit of using two
dimensional segmentation method is that, it might help in separating sounds that overlay in time.
Then apply a random forest classifier to spot each pixel in the spectrogram as noise or bird sound
[26]. In order to do that we link the feature vector to every pixel in the spectrogram which depict
the oblong cover adjacent to them. For every value of (¢, f) in the spectrogram, we compute
features vector x(¢, f):

e The spectrum-bin index f.

¢ In a oblong surrounding S(i, j) the spectrogram’s components have a value i.e.

ieft—ty,t+t,)jE[f—fuf+fy], wheret, = 6and f, = 12.

In order to train the classifier used for segmentation, we manually mark spectrograms as illustration
of precise segmentation. The mask M (¢, f) of spectrogram can be well-defined as, white if mask
is zero i.e. M(t, f) = 0, the element of spectrogram in that region is background noise. Black if
mask is equal to one i.e. M (¢, f) = 1, the element of spectrogram in that region is syllable or voice
of bird. RF classifier is used to get the list of sets (x4, 1), ..., (X5, ¥») as the training data. We take
these set by randomly select 50,000 points from the spectrograms which is manually interpreted.
The points are randomly selected in such a way that there are 10% positive and 90% negative
cases. We find feature vector of every selected set as x; = (t;, f;). Each example used for training
is denoted by y; = M(t;, f;). So now this is two class problem with label 0 and 1. Forty trees are

used to train Random forest classifier. This method is in fact a collective of decision tree.
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Random forest produce the probability P(%) for the feature vector associate with each class y, that

is volume of the trees which provides label of y for particular input x. The probability of each
pixel (t,f) present in spectrogram is computed by using random forest, i.e. P(y = 1/x (¢, f)).
Then we smooth these probabilities by convolving them with Gaussian kernel i.e. g(t, f) = P(y =
1/x (t, f)) * P. Where Gaussian kernel is denoted by P with 0 = 3 for 17 X 17 box. Finally,
forecasted segmentation mask M (¢, f) of spectrogram is found by involving the threshold of 8 =

0.2, as illustrated in Figure 3.4.

Figure 3.4: Segmented spectrogram

3.5.3.2 Random Forest

It is the cooperative classifier that involves number of decision trees. For a given set of the training

inputs examples F, each tree v; in this classifier regardless of the others is constructed from the
bootstrap example that could be selected in place of input examples F. Trees are constructed by

sequentially applying subsequent scheme:

« Select input training examples F; = (s, 1), where feature vector is represented by s and the

input is labeled by [.
« A leaf node is generated with the value [, if each label [ is analogous.

« Take any subset ] of log2 (m) + 1 features, where number of features is shown by m.
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‘@ » For each feature d € ], sort F on d and then find threshold value 84 on the base of which

we have to be found two sets of F as follow Fier, and Frigne, as to maximize the Gini

index G (Fleftr Fright)'

For maximum of G choose feature vector and the threshold value(d, 8;) . The leaf node could be
labeled with majority label when all probable value of G are identical. If this is not a case then

use Fierr and Frigpe as an input and again following the similar process.

Each inner node of a Random Forest tree associates to the test of form s ; < 6. The leaf node
would be formed by navigating the tree for any feature vector t which wholly comprises the similar
class label for each of them. Each decision tree in this classifier gives its impact for classifying

each input feature vector s. The forecasted label of the input feature vector s is considered to be

the fraction of the tree that gives the likelihood for [ [26]. 1

3.5.4 Feature Extraction 1

©

In pattern recognition or classification, the key principle is that for every input data predict the
class based on training data. At this time from soundtrack syllable of bird sound removed and
after that calls of birds are used as pattern. After the removal of features from the syllables which
were specified, these features were used in classification. Very important information related to

syllable is present in features. Features mining can be done in three parts listed below:

1. Extraction of feature from the raw data.
2. Removal of the outline because of which wrong data become clear.
3. Feature normalization is done in which every feature vector is being adjusted to a dynamic

range so that it can significantly contribute in classification process.

Non normalized feature can also be used for the training of classifier but that requires more time

and data for training.

From the input data numerous feature vectors can be extracted but their condensation is

mandatory. The minimization of the number of feature vectors in classification is because of

©
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several reasons. Because of the low number of feature vectors the system which we used will be
less complex and also required less computation time to execute. Sensitivity to noise of the
classification system decreases at the same time significantly improve the generalization property.

Redundant features can may generate noise in it and can also effect the process of classification.

The selection of only relevant feature vector is key point in such type of classification system.
Selection of only those feature in which there is very high interclass discrimination power are the
main reason but also it has very small intraclass discrimination supremacy. The primary purpose
of figuring out these discriminative supremacy of the feature vector could be that they will state
us that in what way features differentiate between classes. This power of vector helps us in
selecting the feature vector. In some classes some feature vectors have high discriminative power

as the number of classes is higher than the collection of feature vectors.

For sound classification or recognition, system required those features in which maximum useful

information is present. Human can sense the sound by perceptual features. These features includes
brightness, pitch and loudness. There is great deal of association in-between perceptual feature and
physical feature. These feature are classified in two classes. Those feature which are in time
domain have zero crossing rate and signal energy could directly be calculated from sound wave
form. While it cannot be find directly from sound for the spectral feature. For spectral feature first
of all audio signal is converted into frequency domain this can be done by applying Fourier

transform then from that transformed signal features would be extracted.

The frame based features vectors are very easy to calculate in speech analysis ana signal processing
because for frames the quantity of data and extent of changes is reduced. First, calculate the
overlapped features using syllables then find the features using windowed frames and complete
the path of the features of syllable. After that, means and variance have been calculated for these
paths and hence actual features have been calculated from the basic features. At the end we have
a feature vector comprises of mean and variance of frame based features and intact syllable to

calculate the parameters [3].
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Before finding the feature vector of a segment we need to crop the spectrogram to that portion

where only that segment is present. In this way we have the entire segment cropped in the time but
it is not cropped in frequency. In order to obtain unique segments for feature extraction and to
avoid overlaps in the segments we made all those cropped spectrogram zero which doesn’t lay in

the mask. To relate the segment features specific notations are used: for a segment.

e M_(t, f) is the binary mask
e S.(t, f) is the cropped noise reduced spectrogram.

Here the value of t lie between 1 to entire interval of the segment T.

3.5.4.1 Categories of features

Three types of features mentioned below described the feature vector completely:
1. Mask descriptors
2. Profile statistics
@ 3. Histogram of gradients (HOG)
In this case as we are dealing with 2D segmentation hence we do not estimate most common or

extensively used features like MFCCs. The information obtained from mask-based features can

also be acquired by the shape as these features describe the shape or forms of segment. That
statistical profile is same as obtained earlier from bioacoustics for noisy environment based on

two dimensional segmentation [27].

3.5.4.1.1 Mask Descriptors

The feature we are dealing with for segment, based on the mask and provides thorough

information about figure of that segment. These features are mentioned below:

minimun-frequency = min {f: M.(t,f) = 1}
max-frequency = max {f: M.(t,f) = 1}

bandwidth = max-frequency — minimum-frequency
segment duration =T

total area = X M. (t, f)

w b -
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6. perimeter = %(# of pixel in M, such that at least one pixel in the surrounding 3 x

3 box is 1 and atleast one pixel is 0 )

7. non-compactness = perimeter?/total area.

area
(bandwidthxduration)

8. rectangularity =

3.5.4.1.2 Profile Statistics

Once we get these features we will estimate another feature vector that contains the whole
information about the arithmetic properties of segments for its both temporal and spatial profile.
To find the frequency or time profile rows and columns of spectrogram are added together. The

time profile is given as:
pe® = ) S.(t.f)
f
And the frequency profile is represent as

pr(f) = ) St

To interpret these frequency and time profile as a function of mass probability we normalized these
profiles to 1. Using the Gini index two types of features can be estimated for uniformity of these

densities.

freq-gini = 1 — % ¢ Pr(f)?

time-gini = 1 — ¥, P,(t)?

Here P, and Py represent normalized profile mass densities. By computing central moments Ky, of
both spectral and temporal profile we would estimate further features for each segment. However,

based upon the duration of every segment (which vary segment to segment) these features will be

calculated in rescaled coordinate system, considering time and frequency change from 0 to 1.
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. frequancy-mean = p; = Z;ﬁ‘f‘ Pr(f)(f/ frnazx)-

N

_ 2

. frequancy-variance = Z;ﬁ‘;" Pe(A(uy — f/frmax) -
3

3. frequamcy-skewness = Z;ﬁ‘;" Pe(f) (e =1/ fnax) -

4. frequancy-kurtosis = Z;":“;’f Pr()(up — £/ fmax)4.
5. time-mean = u, = Yo_, P,()(t/T).
6. time-variance = Y-, P.(t)(u, — t/T)%.
7. time-skewness = Y1_, P.()(u, — t/T)3.
8. time-kurtosis = Y1, P,(t)(u, — t/T)*
The maxima of time and frequency profile is also estimated.
1. frequancy-max = (argmax Pr(f))/ frmax-
2. time-max = (arg max Pt(t)j /T.

Using this mask value standard deviation and mean of the spectrogram also be calculated by using

following formula,

1. mask-mean =y, = (1/area) Ler Sc(t. f) .

2

2. mask-stddev = J(l/area) Ter (utf - Sc(t, f))

3.5.4.1.3 Histogram of gradients

The histogram gradients feature vector of every segmented part has also been calculated in this

study. The cropped spectrogram and its respective mask S.(t, f) and M. (¢, f) will be use as input.
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First of all, these segmented spectrograms are convolved with 7 X 7 Gaussian kernel K where
62=4 Toget St [)=S.(t[f)*K

from a blurred spectrogram of segment. The gradients of (t, f) points are found by convolving

Sobel kernel to the S, as given below
(d/dx)Sp(t, f) = Sp(t, f) * Dy and (d/dy)Sp(t, f) = Sp(t, f) * Dy

where

-1 0 1
D, =(—2 0 2) and D, =D,"
-1 0 1

After calculating this for every pixel of spectrogram of a segment lie in the mask
[i.e, M.t f)=1]
now we move further to calculate

VSy(t. f) = ((d/dx)Su(t, ), (d/dy)Sp(t. )

Pixels only with || VS,(t, f) lI>> 0.01 endow to the histogram. This histogram consist of 16
equally spaced bins for complete range of the angles [0,2m]. This feature vector contains

normalized count for every bin and its corresponding number of bin.

Therefore, we obtain 16 dimensional HOG (histogram for gradient feature) for every given

segment.

3.5.4.2 Feature rescaling

All calculated feature vectors for each segment up till now is combined to get single feature vector.
These features in vector varies in values and ranges. To overcome this limitation of feature vector

we normalize this vector between 0-1 to make it feasible to use for all classifiers.
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3.6 Classification

Two different learning methods have been used for the classification of different species of bird
i.e. K-SVD and Fisher discrimination dictionary learning. To find out discriminative dictionary
and sparse coefficients we used feature vectors as training data set. Now using both the coefficient
and learned dictionary we calculated recognition rate for our testing dataset (testing features). For
FDDL method this classification rate was found out using reconstruction error however, test signal

coefficient’s sparsity level is being used for K-SVD recognition rate estimation.

3.6.1 Fisher discrimination dictionary learning

Here in this work a technique which is known as discriminative DL frame work is used which
learn the structured dictionary by fisher discrimination criterion. In this proposed discriminative
DL frame work atoms of dictionary is in corresponding to each class labels so for classification
the reconstruction error related to each class is used. In order to make work more efficient fisher
discrimination criteria is also incorporated with them. In the discriminative DL process, sparse
coding coefficients are modified database such that having small value within class scatter and
having large value between class scatter. From whole, we make a sub dictionary for specific class
which have a better representation of the training samples for corresponding class but should have
poor representation for other classes. Reconstruction error and coding coefficient will be found
with the proposed fisher discriminative based DL method. This is totally a new classification
technique which is develop here and utilized to birds species classification to assess its

performance.

We develop a structure dictionary D = [Dy, Dy, ..., D.], where D; represent sub dictionary related
to specific class i and ¢ denotes the whole set of classes. By using this D, reconstruction error
could be used for classification. Let A = [A;, 4,, ..., A.] represent the set of training samples,
where A; represent the sub set of samples (training) that is associated with class i. The coefficient
matrix of A over D can be represented by X , i.e. A = DX. We can write coding coefficient matrix
Xas X = [X,,X,, ..., X.], where X; represent the sub matrix that contains coding coefficients of

A; over D. The FDDL objective function is represented as:
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Figure 3.5: Illustration of discriminative fidelity term

3.6.1.2 Discriminative coefficient term

To create dictionary D be discriminative we can also make the coding coefficientX be
discriminative. This is attained by decreasing the with in class scatter of X which is represented
as S,,(X), and increasing the between class scatter of X, which is represented as Sp(X) and

defined as,

W =Y N o= m) o= m)"
i=14&=dxy€X
Sp(X) = Z;lni(mi -m) (m; = m)”

The mean vector of X; and X are represented as m; and m and the total number of examples in 4;

is represented as n;.

Now discriminative coefficient term be defined as f(X) as tr(S, (X)) — tr(Sp(X)). But this
function f(X) is unstable and non-convex. This problem can be solved by adding the elastic

term || X li2 . So the discriminative coefficient term can be denoted as
FX) = tr(Sy (X)) = er(Sp(X)) + 1 Il X I 3)
Where 1 is a parameter.

3.6.2 Model of FDDL

Complete FDDL model is obtain by combining Eqgs. (2) and (3) into Eq. (1) as given below:
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The objective function defined above in Eq. (4) is convex with respect to each of D and X when
the other is fixed but is not mutually convex to (D, X). Therefore, an algorithm can be design to

alternatively optimizing D and X.

3.6.3 Optimization of FDDL

The objective function of FDDL derived in Eq. (4) can be categorized into two sub-problems. First
is, updating X by fixing D, and second is updating D by fixing X. The algorithm is iteratively

implemented for the desired dictionaryD, and the coding coefficients X.

First, the objective function J(p xy in Eq. (4) is reduced to sparse coding problem to find X =
[X1, X5, ..., X.] by fixing D. We find X; class by class. When we are computing X;, all Xj, j # i, are

fixed. So the objective function is further reduced to:
](Xt) = ar(gxn;in{r(Ai, D, X,,) + Al [ Xi "1+ Azf,,(Xl)} (5)
i

With
X)) =1 X;— M; 13— 2;1" My—MIE+ n X 1%
Where mean vector matrix of class k is denoted by M, and mean vector matrik of all classes is
denoted by M. If we want that f;(X;) not only convex but also must have enough discrimination,
we setn = 1. Eq. (5) can be solved by employing the Iterative Projection Method.
Now dictionary D; is updated class by class by fixing coding coefficients . When updating D;, all
D;,j # i, are fixed. Now the objective function in Eq. (4) is reduced to:
Il A= DiX'— X5oq i DX 12+

Joo = {u Ay = DX} 3+ 5y o0 1 DX} u%} ©

Where X! denotes the coding coefficients of A over D;. Eq. (6) is a quadratic programming problem

and it can be solved by using the technique described in [28], which updates Di atom by atom.
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3.6.4 Classification scheme

After finding the dictionary, the testing examples can be classified through coding it over the
learned dictionary. We code the testing examples y over the whole dictionary D. Sparse coding
coefficients could be got by solving & = {ll y — Da I3+ v |l « ll,} where y is a constant, and & =
[&,, @, ... @], where &; is the coefficient vector associated with each sub dictionary D;. Final

classification model is defined as:
e; =l y — D;@, I3+ w.ll @ —m; 113
identify(y) = argmin{e;}

First term represents the reconstruction error for class i, the second term represents the distance
between the coefficient vector @ and the mean vector m; of class i and w is the weight to balance

the two terms.

3.6.5 K-Singular value Decomposition (K-SVD)

Itis used as adictionary learning algorithm for making a dictionary for sparse
representations. Singular value decomposition technique is used by K-SVD. It is a simplification
of k-means which is a clustering method. It works by iteratively interchanging between sparse
coding the input data based on the current dictionary, and updating dictionary atoms to better fit
data. K-SVD is used in many applications such as audio processing, image processing, document

analysis and biology [29]. The objective function is given by:

rgi}p{ll Y — DX 112} subject to Vi, |l x; lo< Sp

D represent the dictionary, S, shows the sparsity level and X represent the sparse coefficients.

K-SVD has two stages. First is sparse coding stage in which we find best coefficient matrix and

the second stage is to find a better dictionary.

e Sparse coding stage:
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In this stage, the objective is to find the optimum sparse coefficients while dictionary D is

&

fixed. So above objective function is reduced to sparse coding problem and is given by

n}in{ll y; — Dx; 13} subjectto Il x; 1,< Sy
i

So by using any pursuit algorithm, we can find the sparse coefficients x; for each example y;.

Where i = 1,2,3... N and the total number of examples is represented as N.

e Dictionary update stage:
After finding the sparse coefficients in the first stage, now we find better dictionary. In this
stage coefficients X and dictionary D is fixed and at a time only one column of dictionary
i.e. dy, and its corresponding coefficients x¥ i.e. K** row in X is updated. So the objective

function can be rewritten as,

k
Y =DX IZ=IY - Z dyxd 12
=1

& lY —DX ||I2=] (Y — Z djx)) — dyxk 12
j*k
I 'Y = DX 2= Ej — dyx¥ 1%

Where Ej, is the representation error matrix. Now apply singular value decomposition on E to

find dictionary column and its corresponding coefficient.
E, = UAVT

After applying SVD decomposition, choose the first column of U as an updated dictionary column

dy, and first column of V multiplied by A(1,1) is selected as an updated coefficient vector xk..

)
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Chapter 4 - Experiment

4.1 Data Set

The dataset is in the form of audio recordings which were collected from Long-Term Experimental
Research Forest, by H. J. Andrews (HJA) that is situated in the Oregon’s Cascade mountain range.
The data is collected by using song meter which contains microphone which records the sounds
and there is almost 10TB of audio data. This data was recorded in .wav format using song meter,
in flash memory. This song meter has two omnidirectional microphones that cah be place in the
field.

HIJA is basically a site that contains number of experiments and the sources to collect the data can
be ecological, geological, and meteorological. Information about the environment such as
vegetation composition, elevation, weather etc., can be obtained from this data which is collected

using song meter. This data has wide application in research work, discovery and analysis.

In this study, we consider the database from 2009 and-2010 that contains representative samples
of HJA and have 13 sites illustrated in Figure 4.1. This data set surrounds the wind, rain or
recordings in which no bird exists. The whole data set contains the 645 recordings of length 10
second in WAV format. Table 1 represents 10 different bird’s species that are present in data set.
The division of 645 soundtracks would be reasonable enough for providing thorough information

to all sites as illustrated in Figure 4.2,
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For training and evaluating the proposed algorithm to forecast the samples of species that is present

in the soundtrack we require some training data set which contain their corresponding labels. We

obtain the data from the site which contain data for months therefore it is not possible to give label

to all of data. All soundtracks are recorded in time range from 5:00 am to 5:20 am because birds

are active at this time of day. Most of the soundtrack contain the multiple articulation of different

species of birds.

Table 1 represent the recorded sound tracks of 10 species of birds. Every sound track contains

sounds of 1-3 species. So, in average 2.14444 species are there in each sound track. Those samples

which don’t contains any voice of the bird have been removed in the segmentation process so at

the end we have only those files that comprise at least single voice.

Table 4.1: The 10 bird species in the data set

Code

Name

Brown Creeper

Dark-eyed Junco

Hermit Thrush

Chestnut-backed Chikadee

Varied Thrush

Hermit Warbler

Swainson’s Thrush

Hammond’s Flycatcher

Stellar’s Jay

Common Nighthawk
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Durations of audio tracks can be changed by our choice. The syllable present in the audio track
will get reduced if we increase the syllable period of audio tracks. The boundary of recording of
data set is cutoff which we consider for training the segmentation algorithm. Although, if the
duration period of all the audio tracks is increased then there are far more chances for the bag to
identify all the sound of birds at any particular site. If we consider an audio track and every specie
present in that track is labeled with a bag and pass this data for learning ten, it would be very

difficult to for the learning technique to learn [2].

Noise, sound of insects, air and other distortions were present in the audio track because it was

recorded from a distance of 1Km.

4.2 Experimental setup

We apply the proposed method on bird species dataset. We use total 10 species of birds so we have
total 10 number of classes. We divide the data set in to training and testing data set which is used
by our proposed classifier. All the training and test data is converted in to feature vectors using
pre-processing steps which includes, first finding of spectrogram of each recording, 2-D
segmentation is applied on these spectrograms using random forest classifier, noise is removed
from these segmented spectrogram using wiener filter and then 38 dimensional feature vector is
find out of each segment. The detail of each step is given in chapter 3. As a result, the training data
set contains total 187 examples that is used for training the classifier and test data contains total
87 examples for which we predict the class label. Each example has 38 dimensional feature vector.
The important parameter in Fisher discrimination dictionary learning (FDDL) is the number of
atoms in D;. The number of dictionary atoms in FDDL on each class is set as the total number of
training examples. So the size of dictionary D is 187 X 38. The other parameters of FDDL are
lambda 1 which is the scalar parameter of coefficients and lambda 2 is the scalar parameter of
fisher discriminative coefficient term and they are set toA; = 0.15,1, = 0.015,y =
0.005 and w = 0.05. Where w shows fhe weight to balance the equation. The dictionary is found

by optimizing the objective function i.e.

](D,X) = aign;)in{r(A: D, X)+ A X B+ /sz(X)}
D,
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After finding the dictionary, the testing examples can be classified through coding it over the
learned dictionary. Sparse coding coefficients are found by solving@ = {Il y — Da 113+ v Il a ll;}

where y is a constant, and & = [&,, &,, ... d.], where d; is the coefficient vector associated with

each sub dictionary D;. Final classification model is defined as:
e =l y — Di@ I3+ w.ll & —m; I3
identify(y) = argmin{e;}

First term represents the reconstruction error for class i, the second term represents the distance

between the coefficient vector & and the mean vector m; of class i and w is the weight to balance

the two terms.

In case of KSVD the dictionary and sparse coefficients are found by iteratively optimizing the

objective function,
rlr)li)p{ll Y — DX 12} subject to Vi, Il x; 1,< S,

Where S, shows the sparsity level. After finding the dictionary and sparse coefficients, the

classification is performed on the basis of sparse representation of test signals.
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0.006 0.551724
0.007 0.586207
0.008 0.563218
0.009 0.586207
0.010 0.574713
0.011 0.597701
0.012 0.609195
0.013 0.586207
0.014 0.574713

0.632184

0.015
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Chapter 6 - Conclusion

Conclusion

In this proposed work, we use dictionary learning approaches to classifying the data set of bird’s
species, which is given in the form of audio recording. We start from raw audio recording and
make them in to suitable features which is further used by dictionary learning methods. The data
is collected from the field using omnidirectional microphones and we show that proposed work

achieve high accuracy.

For the learning of dictionaries we use two techniques i.e. Fisher discrimination dictionary
learning and K-singular value decomposition. In case of Fisher criteria of dictionary learning, a
structured dictionary is learned whose sub dictionary has explicit class labels. The discrimination
capability of Fisher discrimination dictionary learning has two folds. That is, in the whole
dictionary each sub dictionary present has good representation capability to the examples that
belongs to analogous class but its representation capability to the examples that belongs to other
class is poor. Second, by using FDDL, sparse coefficients are also discriminative. These
discriminative coefficients are achieved by reducing the scattering of coefficients with in the same
class and increasing the scattering of coefficients between different classes. So the classification

scheme used here in the work, used discriminative sparse coefficients and discriminative

reconstruction error for the classification of test data set of bird species. So this discrimination-

property of FDDL demonstrate its dominance over K-SVD which is shown in the experimental

part of the work. The dictionary learned in K-SVD method is simple and has no discriminative
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behavior. So due to lack of discrimination pr('wperty, K-SVD classification results lags from the

Fisher discrimination dictionary learning approach.

The labels that are present in the training data are only predicted by the classifiers. When
something appears that does not belong to the training classes are not predicted by the classifier.
So classification of unexpected sounds present in the recording is not classify well. There is also
difficulty for human labeler to find all the species that are existing in the récording because
environment from where data is collected is highly noisy and also when microphones are very far
from the vocalizing birds. So it is possible that sounds may also come from the bird species which
are not existing in the training data set. Moreover, microphone also capture noise that comes from
stream, waterfalls, rain and storm etc. rather than bird sound. So due to this some of the instances
give segmentation error which reduces our classification accuracy. So future work is needed on

noise instances, incomplete label sets and the classes which are not present in the training data.

Although, we consider the example of birds, this work can also be applicable to other acoustic
signals for analysis. Including other animals or insects sounds like frogs, crickets, grasshoppers
etc. Aside from the ecological application of this work, it also extends the scope of multi instance

multi label domain from images and texts data set to audio data set.
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