EsTIMATION OF DIRECTION OF ARRIVAL (DOA) AND
BEAMFORMING USING PLANAR ARRAY

T0639/

Fawad Zamaan
140-FET/MSEE/S08

MS Electronic Engineering

International Islamic University, Islamabad

August 2009



LIk~ =Y
ISLAMABAD.

X

<7 p
Accession No //L/’ 5\3 9/ '

‘/gﬂza/f( ,'mg for Ao/
Cﬁ ¢t r 0 /‘{r e ({W\ 5/ rv\dc/v;g |

vlennwa ps S lS

U
o1 K\\n - ;QNMQ ' N\é’ o fen
MQLU\ %0{_ t o'

f/,.'Y ‘,’\,’\(C_ A



International Islamic University, Islamabad

In the Name of

ALLAH
Who is the Most Gracious and Merciful

r

P R e ) G LY B Ve

They said: Be Glorified! we have no knowledge saving that which Thou hast

taught us. Lo! Thou, only Thou, art the Knower the Wise.

[Surah Al-Baqara Verse 32]



August 2009

Declaration

Certified that the work contained in this thesis entitled

ESTIMATION OF DIRECTION OF ARRIVAL (DOA) AND BEAMFORMING
USING PLANAR ARRAY

fs totally my own work and no portion of the work referred in this thesis has

been submitted in support of an application for another degree or qualification -

of this or any other institute of learning.

Fawad Zaman
Reg. No. 140-FET/MSEE/S08



International Islamic University, Islamabad

Certificate of Approval

[t is certified that we have read the thesis titled “Estimation Of Direction

Of Arrival (DOA) And Beamforming Using Planar Array” submitted by
Fawad Zaman, Registration # 140-FET/MSEE/S08 which in our

judgment, is of sufficient standard to warrant its acceptance by the

International Islamic University, Islamabad for the award of MS in

Lilectronic I'ngineering degree.

External Examiner

Dr. Muhammad Arif
Professor
Air University, Islamabad.

Internal Examiner

Dr. Muhammad Shatiq

Professor.

Department of Electronic Engineering,
Faculty of Engincering & Technology,

International Islamic University, Islamabad.

Co-Supervisor

Dr. Agdas Naveed Malik

Assistant Professor

Department of Electronic Engineering,
Faculty of Engineering & Technology,

International [slamic University, Islamabad.

Supervisor

Dr. LM Qureshi
Professor

Air University, 1slamabad

P
= L

LVJV/M




Acknowledgements

All Thanks to ALMIGHTY ALLAH, the most gracious and the beneficent, who
gave me an opportunity to join the degree course of MS at |.l.U Islamabad and -
then make me able to complete this work. | express my sincere gratitude to my
supervisor, “Dr. I. M. Qureshi” for his continual encouragements and
enthusiasm. | never saw a person , who always treated me as his own child
and pay special attention to me, studies and my research in all stages. My
sincere thanks also goes to my co-supervisor “Dr. A. N. Malik” and “Or. T. A )
Cheema” who helped and guided me in completing this thesis. |

| am also thankful to my friend “Mr. Kabir Ashraf and Mr. Zafar Ullah Khan” for
their timely help and "suppo:t during my work. | am also indebted to them for
their wonderful friendship and helpful advice.

Last but not least | would like to mention the great effort of my family specially
my parents who guided and encouraged me throughout rhy life. 1 would like to
thank my mother for providing me psychological strength to bear the mental
stress and hardship during my study and research work. | would also like to
mention the special co-operation and encouragement of my younger brother
“Mr. Jawad Zaman” during my work.

There is no way, no words, to express my love and gratitude.

Fawad Zaman



Dedicated to My Parents and Siblings

Who always love and pray for my success



Table of Contents

List Of FIQUIES ..c.ccvceeririisnissinnienieiesnnsnesnessnsssenssnssassssssssnssssssasentientosnnsssonsans Xl
Abbreviations..........ccceeureee. S T, Xiv
ADSEIaCt......coiivcrenerrrererinnemnresssnssissssssssessssnsssssssasssnsssssatsnnssssasnanssessssasen — {')
INtrOAUCHION ..vuecrieeriemetensrensisssnnttsnssusssessnsanssssanenesonssrssnaresssssmansssannssssssnsesssanns 1
1.1 Wireless Communications..........ccccccvmumeemmemreeteninnniceiineeenineecennens .. 1
1.1.1  Multi-paths in Wireless Communications .............ccooeviininiinnnninnen. 1
1.1.2  Ways to kmprove Performance.............cccccoeeireicerenncnas erevenreneteneerenees 2

1.2 Literature ReVIEW ...........ccocovciriiiincciitviceeiteiinncnr i sasessnseaeees 3
1.3 Scope and Outline of the Work ..........ccccoeenvmeniiininnnniiinnnnan, teeereeenne 3
1.4 Organization of the Work ..........ccccceeeiiiiiioriiniennnnnccnnnn. eereerreeenrerans 4
Basic ANtenna CONCEPLS .....ccmreweercrsrsesasmasesesassssessssesssnsaasanssssssssansonsassasssassns 5
2.1 Antenna Concepts........ccccviviiiericinriiicriccernte e 5
2.2 Antennas Gain....... eetteetiesteesteetessaeeseesttesaeeeteearareraeeeteestaenreertaeartenans 5
2.3 Radiation Intensity..........cccooeeieiii ereeees 6
2.4 DIr€CHVILY .......reiereeieeeeiireetr e csseeree e e e s cna e bane s ran e s areneeeesares 6
25 Beam Width ........cccoeiiriiieeeeeer s ..6
2.6 Antenna Field Regions..........ccccovireiiiiinniiiinicinicci e, 6
2.6.1  Antennaregion...........ccccceeeeenne. eteteeereseeseeeseseeeseesecevertennnnstnsennrennaenanen 7
2.6.2 Reactive near-field reglon ................. eerevereenenn 7
2.6.3 Fresnel region (radiating near field) ..........cccccereeerrinreene i, 7
2.6.4  Fraunhofer region (far-field) ..........cceceeeeeeicciceeeiecccee e, S

2 A N 11 (=101 T T Y o L= T S 8
271  Dipole antennas............cccocceriireiensienciiniiiicneesseneeseesseesssn s eraesane 8
272  Yagi ANENNGS .......ccoovvcciicineerecrienicsereessscnre e e s s reae e s e se s raeerae s e s nnneeas 8
2.7.3 Slotted antennas............ccceevieverrsienncinereereer e e S 8
2.7.4 Linear array antennas............cccceceivueerereeriereecinenreseerinrereeeesnessesessinssnnnns 8
2.7.5  Planar array antenNas ..........o.eeeeeeeeeeeeresresreseseseesesessssesessesessesssssesess®
Linear Array Antennas.......ccccccviiiisensnnnaniessssssnsensnisissrsesssasssnassssnnssasssasassenes 10
3.1 LINEAI AITAYS.....covercvercerssreeseesassassssssssesssessssesssnsssesssssssansns SRR, (1
311 TWO eleMentS ATAY.......cccoceeeerreeiieireeriecaeeesessernnreree e ssreeaseesensssvenees 10
3.1.2  Uniform N-Elements Linear Array ............coccerveriivmmrneeeermereeceeeeeeceeeens 12
3.1.3  Broadside AITay ..........ccccoeveeeiieercvieircreerenieesreeeseseeeserseeeessseeesssenesens 13

IX



3.1.4  Ordinary End-Fire AITay........c.cocviimmvrenrensnnnnsestieinecssssn e 13

3.2  Array Weighting.........ccccoveniriiiniiien et e 14
321 AITAY FaCOr ..ottt 14
Planar Array ANtENNAS .c..cccceusssecrsmsmsssersmsmsossessessssssssssassssassmsassnsassasansasnssas § 1
41  Planar AITAy ......ccccoceeerecierernereeessssesecsssesreesersnnsessssssssnanses erervereeeaeas 17
411 Directivity......cccccevvvmrcrenniinirinen. treeesseeeesseeeeeaesseaenersannreeaaaseaeaenarrrans 19
Signal Modal for Arfay ProCeSSiNG......cccsueuerrsmsrsssosrsrssssssssssesssens S 20
5.1 Overview of Directional Of Arrival (DOA) ........ccccomreviiieeiiinieecicnnen 20
5.1.1  Directional Of Arrival (DOA) Techniques............ccoeecerireiinneeriinnninnnne 21

5.2 System model for Linear Array.........ccccocvvinininiinnniinininenne. e 22
5.3 Sytem model for Planar array ..........ccccccevceviiiiinininncennninnennnenens 23
5.4 Multiple Signal Classification (MUSIC) Algorithm...........ccccceeveirnnen. 24

5.5 Multiple Signal Classification (MUSIC) Algorithm for Planar Array....26
5.6 Estimation of Signal Parameters via Rotational Invariance Technique

(ESPRIT) Algorithm for Linear Array .........cccvceeevceriicceeesenneesscsnennss 28

5.7 Estimation of Signal Parameters via Rotational Invariance Technique
(ESPRIT) Algorithm for Planar Array..........ccccccererererereeecereesennnn. e 31
Results and discussion ......c..cccecevenees ' ................ sessennes 35
Conclusion and future WOrkK.........cccccieniecisscncsrnsssnnneesincssnceessnanssssnnssnssessanes 51
7.1 CONGIUSION .........veeeeteceiectee et e s e et s st e e et e e e sr e s eran e e e snbenssnannes 51
7.2 FULUI@ WOTK .......eeeeeeei et reiecneccteesen s eseeree e saeecsneeesssaeessnssansesenes 51
Important Definitions ........cccccciciciniccenicsnniennnntncsssneasemeesencssessssesensnns 52
(=TT 01 TaT | - ¥ ] 1 ) R 54
VitA coiiiiiiriiisnnnienisenmiorinstimsssstesssnemseseessnmesssaressanessssnnesssenansessananassssnesansnnnasene 57



List of Figures

Figure 1.1 Wireless CommUNICAtONS............coreirniemiiniintenc b 1
Figure 2.1 smart antenna............ccovemirrineninnne st rerrevaeesaneaes 5
Figure 2.2 The half power beamwidth .................... ettt ettt et r st eerace b cer s s neansena e srarens 6
Figure 2.3 Antenna field regions............coueivnrieieienii e 7
Figure 2.4 Yagi @ntENNQ ...........ccccvceiimieiiiieteei e tess e sttt sesee st e e tas s st s nassbene 8
Figure 3.1 The Two infinitesimal dipoles ..ot 10
Figure 3.2 The Two infinitesimal dipoles (Far-field observation).............c.coovvciniinnnicnine. 11
Figure 3.3 N-elements array of iSOtropic SOUrCeS...........ccevveneriiiencinienninnnnienncsteennnens — 12
Figure 3.4 Nonuniform amplitude arrays of even and odd number of elements..................... 14
Figure 4.1 Planar array with dimension M X N...........ccccoouvinnivnccicnicicrnrsinssssssanns A7
Figure 5.1 The analogy of Smart-antenna and human body.............ccconiiivininninennen, 21
Figure 5.2 The N-elements array with arriving signals .............................................. 22
Figure 5.3 The M x N-elements array with graphical representation of time delay ................. 23
Figure 5.4 Music pseudo spectrums for 0; = 20°,0, = 40°,0; = 60° .............ccecirircnnnennne. 25
Figure 5.5 Planar Array Geometry for multiple sources DOA estimations using MUSIC........ 27
Figure 5.6 Array Geometry for multiple sources DOA estimations using ESPRIT .................. 28
Figure 6.1 Estimation of DOA using MUSIC Algorithm for 8 = 30°(N = 15,d, = 0.5).......... 36
Figure 6.2 Estimation of DOA using MUSIC Algorithm for 8 = 45°(N = 15,d, = 0.5).......... 37
Figure 6.3 Estimation of DOA using MUSIC Algorithm for @ = 60°(N = 15,d, = 0.5).......... 37
Figure 6.4 Estimation of DOA using MUSIC Algorithm for @ = 90°(N = 15,d, = 0.5).......... 38 .
Figure 6.5 Estimation of DOA using MUSIC Algonthm foro = 15°and 35°(N=15,d, =

) 113 YOO OO OSSO .38
Figure 6.6 Estimation of DOA using MUSIC Algorithm fore 40°,60°%and 80°(N =

p X1 T | 5.3 TSSO 39
Figure 6.7 Estimation of DOA using ESPRIT Algorithm for @ = 30°,¢ = 60° (N=
5M=5,dy =0.5,dy =0.5, Mean =0, Var = 0.1)......cccocorrrrneriencinesinnnnrenssinnrnnens 40

Figure 6.8 Estimation of DOA using ESPRIT Algorithm for @ = 45°,¢ = 45° (N=
5M=5,d; =0.5,dy =0.5 Mean =0, Var = 0.1) ......cccooourrvrnnniienennneneneensnenenes 41

Figure 6.9 Estimation of DOA using ESPRIT Algorithm for® = 75°,¢ = 60° (N=
5M=5,d, =0.5,dy =0.5,Mean =0, Var = 0.1).....ccccoermmrrrmnrmrinnnrennrerersnensieniasenes 41

Figure 6.10 Estimation of DOA using ESPRIT Algorithm for 8 = 90°, ¢ = 180° (N =
5M=5,d;, =0.5,dy =0.5Mean =0, Var = 0.1) ....c.cccoevvnirrinceereienenas R 42

Figure 6.11 Estimation of DOA using ESPRIT Algorithm for 0 =30%,¢ =60° (N=
10,M =10,d, = 0.5,dy =0.5,Mean =0, Var =0.1) P RRORIN ¥

Figure 6.12 Estimation of DOA using ESPRIT Algorithm for = 45°, ¢ = 45° (N =
100M =10,d, =0.5,dy = 0.5 Mean =0, Var = 0.1)........cccooruruerinreciorrerencnrccresnensenns 43

Figure 6.13 Estimation of DOA using ESPRIT Algorlthm for@ = 60°, 4) 60° (N=
10,M=10,d, =0.5,dy =0.5,Mean =0, Var = 0.1).......c.c.e.cevrvcnrvnivinvnnennne R 43



Figure 6.14 Estimation o'f DOA using ESPRIT Aigorithm for 8 = 75° ¢ = 60° (N=

10,M = 10,d, = 0.5,d; = 0. S5Mean =0, Var = 0.1)......cceecriiiinninniinininseninns ereerennas 44
Figure 6.15 Estimation of DOA using ESPRIT Algorithm for 8 = 30°,¢ = 60° - (N=
20,M = 20,d, = 0.5,dy = 0.5, Mean =0, Var = 0.1).....cc.cooorrcrmmrinmecmmssrsscrmsssessenensss 44
Figure 6.16 Estimation of DOA using ESPRIT Algorithm for 8 = 45°, ¢ = 45° (N =
20,M = 20,d; = 0.5,dy = 0.5, Mean =0, Var=0. 1) 45
Figure 6.17 Estimation of DOA using ESPRIT Algorithm for8 = 60°,¢ =30° (N=
20,M = 20,d, =0.5,d; = 0.5, Mean =0, Var=0.1)....ccccooviviinniniisenn. 45
Figure 6.18 Estimation of DOA using ESPRIT Algorithm for no. of iterations= 50, (@=
30°%¢=60°) (N=5M=5,d, =0.5d, =0.5Mean=0, Var =0.1) ....ccccccorreerrero. 46
Figure 6.19 Estimation of DOA using ESPRIT Algorithm for no. of iterations= 50, (8 =
30°¢=60°) (N=10,M=10,d, =0.5,dy =0.5, Mean=0, Var=0.1) ................... 46
Figure 6.20 Estimation of DOA using ESPRIT Algorithm for no. of iterations= 560, (8 =
30°,¢ =60°) (N=20,M=20,d, =0.5,d, =0.5,Mean =0, Var = 0.1) ..................... 47
Figure 6.21 Beamforming at estimated DOA (8 = 30°,¢ = 60°) using Planar Arréy for
(N=5,M=5,d; =0.5,dy =0.5) e ssessssssssssssesssssnees 47
Figure 6.22 Beamforming at estimated DOA (8 = 45°, ¢ = 45°) using Planar Array for
(N=5,M=5,dy =0.5,dy =0.5).cccoerremmirnrerecisnsermsscssecssesssnesessesssesssesssssessssssessas 48
Figure 6.23 Beamforming at estimated DOA (6 = 30° ¢ = 60°) using Planar Array for
(N=10,M =10,d; = 0.5,dy = 0.5)...cciimmiirercciiienincesnecssssersresisessssesseessassessasssessas 48
Figure 6.24 Beamforming at estimated DOA (8 = 45°,¢ = 45°) using Planar Array for
(N=10,M =10,d; = 0.5,dy = 0.5)....conmmrmirrerrcnimmsscssssesssmsssaessessssssesssnessssensaes 49
Figure 6.25 Beamforming at estimated DOA (8 = 30°,¢ = 60°) using Planar Array for
(N=20,M=20,d; = 0.5,dy = 0.5).c.ccoeernnrirreerrrceerreerrnseeinsessssrsssssesessaseseens rreerennaeeens 49

Figure 6.26 Beamforming at estimated DOA (8 = 45° ¢ = 45°) using Planar Array for
(N=20,M =20,d; = 0.5,dy = 0.5)....onurrmirierreceucereeimecissessreessesssessssesssessssssssassasesses 50

Xil



AF

p rad

-, -

o

()

Antenna Related Notation

Radiation intensity
Directivity (Dimensionless)
Average Radiation Intensity
Dipole Length

Spacing Between The Adjacent Elements
Beam Solid Angle

Array Factor

Power Radiated

Antenna Impedance
Weight

Radiation Resistance

Half Power Beam width
Azimuth Angle

Elevation Angle

Wave Impedance
Progfessive Phase Shift
Number Of Sources
Propagation Delay

Noise

Correlation Matrix

Wave length

Xl



Abbreviations

LOS Line-Of-Sight

EM Electromagnetic
SNR Signal-to-Noise Ratio
DOA Direction Of Arrival

MUSIC Multiple Signal Classification

ESPRIT Estimation Of Signal Parameter Through Rotation

- Invariant Technique
AF Array Factor
ULA Uniform Linear Array
MSE Mean Square Error
LMS Least Mean Square
RLS Recursive Least Square
MVDR Minimum-Variance Distortion less Response
MIMO Multi-Input Multi-Output

MMSE Minimum Mean Square Error

DFT Discrete Fourier Transform
iid independent identically distributed
NLOS Non-Line-Of-Sight

Xiv



Abstract

This dissertation presents to estimate DOAs and Beamforming by using
" planar array . It is assumed that the planar array is acting as a radar, so when
ever, target is detected then this planar array is able to estimate accurately
the angle of arrival by using ESPRIT algorithm and then generate a beam on
the same estimated angles at the same time. This work can be divided into
three sections.

In the first part, the comparison of DOA for linear array by using MUSIC and
ESPRIT algorithm is calculated and it is observed that ESPRIT is more
accurate algorithm then MUSIC.

In the second part DOAs are estimated for planar array by using ESPRIT
algorithm for different no of elements.

In the last section beam is generated on the same estimated angles of arrival

by using planar array. It is also shown that the directivity of planar array
improves when the no of elements are increased.

XV



Introduction

1.1 Wireless Communications

The wireless communication is an exciting and challenging area of research in
the recent years, which faces the main challenges of (1) increasing data rates
while using a limited bandwidth and (2) improving performance while incurring
littte or no increase in bandwidth or power. As bandwidth available to the
service is limited so the designers have to use some techniques to increase
the data rate at a given bandwidth. The power requirements issue is also
important, that the devices should use as little power as possible to conserve
battery life and to keep the products small. The channel in wireless
communication is random and unpredictable by its nature and error rates in
wireless communication are poorer than that of wired channel.

Reflection

_ Receiver

antenn_a

Transmitter Diffracﬁon .
antenna

Figure 1.1 Wireless Communications

1.1.1 Multi-paths in Wireless Communications

In wireless communication a major problem is the reception of out-of-phase
multi-paths which causes deep attenuation in the received signal. The main
reasons of these multi-paths are the scatters in the environment. The scatters
in wireless communication acts sometimes as hurdles and sometimes these
scatters are used for benefits. The waves from transmitter to receiver adapt
various paths due to the different types of hurdles in the environments. Some
most common ways in wireless communication are:.

¢ Line of sight (LOS)



¢ Reflection
« Diffraction
e Scattering

The direct path between the transmitter and the receiver is called the line-
of-sight (LOS). The signal receive through the LOS is usually strongest
and dominant signal. At least, the signal received through LOS is more
deterministic than the reflected receive signal. The LOS does not exist
when large objects obstruct the line between the transmitter and the
receiver.

Electromagnetic (EM) wave may reflect when it meets an object that is
much larger than its wavelength. The wave may reach to the receiver
through reflection from many surfaces. The reflected waves go through
longer distances which results, change in power strengths and phases
than those of the LOS path.

When the electromagnetic wave hits a surface with irregularities like sharp
edges its path changes and this phenomenon is called diffraction.

Scattering phenomena also happens in wireless communication and it
occurs when there are a large number of objects smaller than the
wavelength between the transmitter and the receiver.

Time variation is also a major problem, which causes due to rapid movement
of mobile unit and objects. These problems results signal attenuation which
causes decrease in signal-to-noise ratio (SNR). As a result of decrease in
SNR, the bit error rate occurs which degrades the performance.

1.1.2 Ways to Improve Performance
Performance of wireless communication can be improved by

= [ncreasing Signal to Noise ratio (SNR);

=  Pre-coding;

= Diversity techniques;

= Adaptive signal processing algorithms and;

= Use of smart/ directional antennas.
Performance can be improved by increasing SNR which can be done by
transmitting signal at high power, but there is a limit on that. This limit is due -

to safety reason as radio waves are dangerous to human being and also to -
avoid the interference of other radio signals working on the same frequency.



Performance can also be improved by pre-coding the transmitted signal. By
using some coding techniques before transmission, we can recover the
erroneously received data.

Diversity techniques are also used for obtaining reliable communication in
which the multiple replicas of the transmitted signals -are reached at the
receiver side under varying fading environment.

We can also improve the performance by exploiting highly complex adaptive
algorithms at detectors. These algorithms are usually based on channel
estimation. In these algorithms, channels are estimated by transmitting some
known bits called training bits. These adaptive algorithms update channels
information regularly on the basis of error on the receiver side.

Performance can be improved by using the directional smart antennas. Smart
antennas generally encompass both switched beam and beam-formed
adaptive systems. Switched beam systems have several available fixed beam
patterns. A decision is made as to which beam to access, at any given point in
time, based upon the requirements of the system. Beam-formed adaptive
systems allow the antenna to steer the beam to any direction of interest while
simultaneously nulling interfering signals. «

+

1.2 Literature Review

The localization of radiating energy sources by observing their signal received
at spatially separated antenna elements is of considerable importance
occurring in many fields, including radar, sonar, mobile communication and in
other areas. The MUSIC (Multiple Signal Classification) [3] gives a complete
geometric solution in the absence of noise, cleverly extending the geometric
concepts to obtain a reasonable approximate solution in the presence of
noise.

The MUltiple Signal Classification (MUSIC) algorithm has received the most
attention and has been widely studied in [3]-[6]. Its popularity stems primarily
from its generality. Thus to estimate the arrival directions of multipath signals,
the MUSIC algorithm [3] and various other methods are being studied for use
with resolutions higher , which is the most basic estimation method. The
Direction of Arrival (DoA) estimation methods are described in [1-3]. Many
DOA estimation algorithms and analytical performance bounds have been
developed. Beam-former [7] method which scans the main beam of array
antenna is the most fundamental technique. The other techniques based on
eigen value decomposition of array input correlation matrix are the Min-Norm
method, MUSIC (Multiple Signal Classification) [11], and ESPRIT (Estimation
of Signal Parameters via Rotational Invariance Techniques) are discussed in
[4.9]

1.3 Scope and Outline of the Work

In this work we used planar arrays for estimation of directional of arrivals
(DOA). The directional of arrivals (DOA) estimation (8, ) for different number



of elements in the x and y direction is also calculated. The effect of number of -
elements on estimation of directional of arrivals (DOA) is also observed. o
We also generate a beam towards the same estimated angles (6, 9) for
tracking the target. ‘

Thus our system simultaneously calculated the estimated angles (6,9)
(directional of arrivals (DOA)) and generated beam towards the target as in
case of radar or smart antenna.

1.4 Organization of the Work

A substantial portion of this work, namely Chapters 2-6 focuses on the
performance of the planar array. In Chapter 2 and Chapter 3 we present an
overview of basic and linear array antennas respectively. Planar arrays are
described in chapter 4 and in chapter 5 we discussed direction of arrival
(DOA). In chapter 6 we discuss and analyses the results. Chapter 7
concludes the work. '



Basic Antenna Concepts

2.1 Antenna Concepts

The radio antenna is the structure associated with the region of transition
between a guided wave and a free-space wave. The omni-directional
antennas which are known as traditional antennas are not an efficient way to
contro! interferences either it is inter-cell or intra-cell [31]. These types of
antennas radiate power in all directions, which is a waste of power. On the
other hand one of the cost-effective ways is to split the wireless cell into
multiple sectors using sectorized antennas. These types of antennas transmit
and receive in a limited portion of a cell, typically one third of circular area,
which reduces over all interference in the system [25]. That array uses
advanced signal processing algorithms [18] for this purpose that together
performs “smart” transmission and reception of signals. The term “smart
antenna” generally refers to any antenna array, which can adjust or adapt its
own beam pattemn in order to emphasize signals of interest and to minimize
interfering signals.

h 4
Algorithm ALCDd*

Figure 2.1 smart antenna

2.2 Antennas Gain

The gain of the antennas depends on both its direction and its efficiency.
Omni directional antennas radiate equal amounts of power in all directions
while directional antennas, on the other hand, have more gain in certain



directions and less in others. The gain of directional antennas in the boresight -
is more than that of omnidirectional antennas, and is measured with respect
to the gain of omnidirectional antennas.

2.3 Radiation Intensity

The power radiated from an antenna per unit solid angle is called the radiation
intensity [25]. The general radiation intensity indicates the radiation patten of
the antenna in three dimensions. All isotropic antennas have non-uniform
radiation intensity and therefore a non-uniform radiation pattemn.

2.4 Directivity

The directivity of an antenna is defined by the ration of the maximum radiation _
intensity to the average radiation intensity. -

If maximum radiation intensity is represented as U,,mx' and average radiafion
intensity as U then the directivity (dimensionless) is represented as

D = Umax/, o 21)

2.5 Beam width

It is defined as the angular separation between two identical points of
opposite side of the pattern maximum [26]. Half power beam width (HPBW) is
the most widely used beam width as shown in Figure (2.2)

Umax
A

Umax/2 ¥"HPBW _ Upnaix/2

Figure 2.2 The half power beam width

2.6 Antenna Field Regions

Antennas produce complex electromagnetic (EM) fields both near to and far
from the antennas. In these field regions some of the fields remain in the
vicinity of the antenna and are viewed as reactive near fields; much the same
way as an inductor or capacitor is a reactive storage element in lumped
element circuits. These field regions are shown in figure 2.3 [1]
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Figure 2.3 Antenna field regions

The different regions and their boundaries are defined as follows:

2.6.1 Antenna region

That region which circumscribes the physncal antenna boundanes is called the
antenna region as defi ned by

R< L/z - (2.2)

2.6.2 Reactive near-field region

That region which contains the reactive energy surroundlng the antenna is
called the reactive near-field region [1]

R <0.62 ,L"‘/-/1 L (@23)

2.6.3 Fresnel region (radiating near field)

That region which lies between the reactive near-field and the Fraunhofer far
field is the Fresnel region or radiating near-field region [28].

. N 2 .
0.62 ”J“/,1 <r<?L/, | (2.4)

2.6.4 Fraunhofer region (far-field)

That region which lies beyond the near- field and where the radlatlon pattemn
is unchanging with distance is defined as the Fraunhofer region.
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2.7 Antenna Types
Different antennas are designed according to different requ1rement The most
important antennas are [29]:

e Dipole Antennas

e Yagi Antennas

e Parabolic Dish antennas
e Slotted Antennas

e Linear array antennas

e Planar Antennas

2.7.1 Dipole antennas :

A dipole antennas have a generalized radiation pattern. The elevation pattern
shows that a dipole antenna is best used to transmit and receive from the
broadside of the antenna. Physically, dipole antennas are cylindrical in nature, -
and may be tapered or shaped on the outside to conform to some size
specification. The antennas are usually fed through an input coming up to the
bottom of the antenna but can be fed into the center of the antenna as well.

2.7.2 Yagi Antennas

Yagi antennas consist of an array of independent antenna elements, with only
one of the elements driven to transmit electromagnetic waves. The number of
elements (specifically, the number of director elements) determines the gain
and directivity.

Driven element

L,

Directors

Refl;ctor
Figure 2.4 Yagi antenna

2.7.3 Slotted antennas

The slotted antenna exhibits radiation characteristics that are very similar to
those of the dipole. The elevation and azimuth patterns are similar to those of
the dipole, but its physical construction consists only of a narrow slot cut into
ground plane.

2.7.4 Linear array antennas

Linear arrays antennas have two or greater than two elements which are
aligned along a straight line and generally have a uniform interelement



spacing [20]. Non-uniform linear array antennas are also uéed according to
the requirements. Linear arrays are discussed in chapter 3..

2.7.5 Planar array antennas

Instead of positioning elements along a line ,individual elements can be
placed along a rectangular grid to form a rectangular or planar array.Planar
arrayas are more versatile and it can give a patteren which is more symmetric
and having low side lobes [20]. Moreover planar arrays can be used to scan
the main beam of antenna towards any direction in space Planar arrays are
discussed in chapter 4.



- Linear Array Antennas

3.1 Linear Arrays

In linear arrays all elements are aligned along a straight line and generally have a
uniform interelement spacing [20]. The uniform linear arrays are the simplest to
analyze and designed. The minimum length in case of linear array is the 2-element
array. : '

3.1.1 Two elements Array

As discussed above that the two elements array is the most fundamental unifon'ﬁ
linear array. Let us assume a two element linear array having distance d between
them as shown in Figure 3.1[1] '

d/ZI \0 ; r

d/zI 0 |

Figure 3.1 The Two infinitesimal dipoles [1]

The field point is located at a distance r from the origin such that r>>d .
Thus we assumed the following assumption for phase variation [1]:

ner— (d/Z)COSB ' | (3.1)
rsr+ (d/z)cose |

And in case of amplitude variation we assumed:
1’1 x 1'2 =2 (3'2)
Also we used the assumption [25]

0, ~0,~0 | - (33
10



Then the above Figure 3.1 will be represented as

d/2

I
d,zI e

Figure 3.2 The Two infinitesimal dipoles (Far-field observation) [1]

As we know that the total electric field radiated by an array is equal to the sum of the -'
individual element fields, thus in our case of two elements array, the total electric

field will be given as

Et=E1+Ez.

(34)

Where E, is the total eclectic field and E; and E, are the eclectic field of element 1

and element 2.
Thus the total eclectic field E, will be given as

E = jknl,Le~ 1%

kdcos8 + 6‘))
t 4nr

cosé. (2 cos ( 2‘

Where & = electrical phase difference between the two adjacent elements
L = The dipole length '
d = The space between adjacent elements.

The above equation 3.5 can be divided into two parts [20], these parts are:

I1,Le~Jkr
Element factor = -jﬂi—;——- cos@

And

kdcos6 + 6
Array factor (AF) = (2 cos (—i;—-*.—))

The array factor in normalized form (4F),, is given as

kdcos8 + &
cos (———-———-—)

Normalized array factor (AF), = 5

35)

(3.6)
e

3.8)
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The arrays factor depends on the geometry of the array i-e the elements spacing,
phase excitation and the number of elements of the array. It is also notable that each
array has its own array factor.

3.1.2 Uniform N-Elements Linear Array

In case of uniform linear array, all the elements are equally spaced and have equal
amplitudes as shown in Figure 3.3

///,

o d 2 (N-1)d

Figure 3.3 N-elements array of isotropic sources [20]

As discussed earlier that each element has its own array factor so in case of N-
elements, the array factor is given as

Array Factor (AF) = 1 4 e/(kdsin6+8) 4 oj2(kdsing+8) 4 ... 4 oJ(N-1)(kdsing+8) (3 Q)

Or it can also be represented as
N

Array Factor (AF) = Z ) (n—1)(kdsinB+6)  (3.10)
n=1
If we take new variable ¢ as

¥ = kdsinf + § | (3.11)

Then the above Equation 3.10 can be represented as [20]

N
Array Factor (AF) = z el (3.12)

n=1

As each isotropic element has unity amplitude, the entire behavior of this array is
dictated by the phase relatlonshlp between the elements. The phase is dlrectly‘
proportional to the element spacing in wavelengths.

After applying some mathematical operation [1] we get the simplified form of the
array factor as :
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i (N
sin ,
Array Factor (AF) = -—w-)- (3.13)
sin(1/, )
The nomalized value of AF is given as
N .
sin
Array Factor (AF),, ( 1/2 ‘P) (3.14)
sm( /2%)
This is approximately equal to,
sin
Array Factor (AF), =~ [———Ié-//—lzpw—)- (3.15)
2

The array null occur when the numerator argument of the above equatlon (3.15) will
be

Njyp = tnn | o . (316)
So - '

i (osi]  am

The array maximum occur when the value of denomlnator argument of the above |
equation 3.15 will be

. ¢/2 =0 . | ~ (3.18)
So

Aé ‘
Omax = cOs™1 (EE) | (3.19)

3.1.3 Broadside Array

In case of broadside array all the elements are in phase, so the phase angled=0in
this case [19]. Thus in broadside array the maximum radiation of an array directed .
normal to the axis of the array and two major lobes are seen because the broadside
array is symmetric about the 8 = + ”/ line.

Thus in broadside array the equation (3.15) becomes

Y = kdcos@ +8 =0 (3.20)
As 6 = £/, then | -

Y = kdcosO + 8lg=gg =6 =0 (3.21)

3.1.4 Ordinary End-Fire Array

In end-fire array as name shows the array’s maximum radiation is along the axis
containing the array elements [1]. For end-fire array we take the value of § = +kd .
To direct first maximum towards 8 = 0°

FE,)



W = kdcos® + 8lgeg = kd +86=0 (3.22)

or .

§=—kd | (3.23)
And towards 6 = 180° then
. P = kdcos + 6lg_150 =kd +5 =0 ‘ (3.24) |
> §=kd | | : (325)

It is notable that mainlobe width for the ordinary end-fire case is much greater than
the mainlobe width for the broadside case. :

3.2 Array Weighting

As we discussed above the case of linear array having uniform spacmg and uniform -

amplitude. Now we are discussing the case of linear array having uniform spacing
and non uniform amplitude.

A
apM41
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T™M+1
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Ap+1

ay

Even number of elements 0dd number of elements

Figure 3.4 Nonunifon'n amplitude arrays of even and odd number 6f elements [1]

3.2.1 Array Factor

Consider an even number of elements 2M (where M is an mteger) are placed -
symmetrically along the Z — axis [19]. The separation between the elements is d, and

4 A



o

same number of eIements are plawd along each side of origin as shown in figure
(3.6)

(AF),y(even) = Z wy, cos[(2n — Du] ' ‘ (3.26)
n=1
M+1 o _
(AF) g3 (0dd) = Z wy cos[(2n — 1)u] (3.27)
n=1 )
Where . u= ?c’os 0

The above excitation Co-efficient w, which is also called weights, can be calculated
by using different methods, one of which is Binomial method. By using Binomial
expansion J.S Stone suggested that the function (1 +x)™~! can be written in a
series by using the Binomial expansion, as

(14 0™ = 1+ (m — D + 1)2(,"' 22y (3.28)
m=1 1
m=2 1 1
m=3 1 2 1
m=4 1 3 3 1
m=5 1 4 6 4 1
m=6 1 5 10 10 5 1
m=7 1 6 15 20 15 6 1
m=8 1 7 20 3 29 3 71 1
m9 1 8 28 56 70 56 28 8 1
m=10 1 9 36 84 126 126 84 36 9 1
(329)

‘The above triangle is called Pascal's triangle. If m represents the number of

elements of the array, then the coefficients of the expansion represent the relative
amplitudes of the elements [27].

From the equation (3.26),(3.27) and (3.29) the amplitude coefﬁcrents for the
followrng arrays are: :

1. Two elements (2M = 2)

2. Three elements (2M + 1 = 3)

_ZW1 =2

1R



and

3. Four elements (2M = 4)

and

4. Five elements M +1 =5)

and

Wz—l
W1—3
Wz—l
2w; =6
W1=3
wy; =4
W3—1
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Planar Array Antennas

4.1 Planar Array

We consider a planar array with M elements in the x-direction and N elements in the
y-direction creating an M X N array of elements [1] as shown in Figure 4.1

ZA

Figure 4.1 Planar array with dimension M x N [1]

The x-directed elements are spaced dx apart and the y-directed elements are
spaced dy apart. We can view planar array as M linear arrays of N elements or as N
linear arrays of M elements [20].
The array factor of this array is given as

Total Array Factor (AF) = AF,. AF, < (41) .

The array factor along x-direction will be [1]



M .
= Z Im 1e}'(m—-1)(kd,rsine'c:os,@u-.tsx) . 4.2)
m= |
And the array factor along y-direction can be repr_esented as

N .
AF, = Z I, e (r-D(kdysindsinp+y) (43)

n=1

If we put the value of AF, and AF, in equation (4.1) and simplified them ( we assume

the amplitude excitation of the planar array is constant i-e I,,; and 11,, are equal to
1, ) then the array factor can be written as

' M N _ :
AF = lo Z e J(m—1)(kdysinfcosP+6x) z llnej(n—1)(kdysin0stn¢+6y) ' (4.4)

m=1 - n=1

if we simplify the above equations and normalized the results, we get

. (M
1 sin{=¢¢){| 1 sin q .
AF,(6,8) = [M -(7 ")] 7 : (45)
sin (Szi) sm
Where _ |
¢x = kd,sinfcos® + 6, ‘ (4.6)
Sy = kd,sinfsin® + 5, _ 4.7)

it is also notable that the spacing between the elements plays an important role in |
the generation of its pattern.

When the spacing between the elements along x-axis and along y-axis is equal or
greater than '1/2 , the multiple maxima of equal magnitude are formed. The pnnclple
maximum is called as major lobe and others are called grating lobes.

Whereas when the spacing between the elements along x-axis and along y-axis is -'
less than 3/2 then no grating lobes are formed.

For rectangular planar array, the value of major lobes and correspbnding grating
lobes are located at [1]

kd,sinfcos® + 6, = +2mn : (4.8)
kd,sinbsind + 8, = +2nn - (4.9)
Where :
m=40,12,..
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n=01.2,. '
The principle maxnmum is calculated with m = 0,n = 0 and the grating lobes can be
calculated as

kd,(sin8cos® — sinb,cos®,) = 2mn | (4.10)

kd,(sin8sin@ — sinf,sin®,) = +2nn . (4.11)
Where . . , '
m=01,2,..
n=012,..

When we solve above equations (4.10) and (4 11) for value of @ and 6, and s1mpllfy
the results we get [1]

sinf,sing@, + M/d 1 A
@ = tan™! — (4.12)
sin@,cos®, + ™4/ d, :
And the value of 6 is _
[sinB,sin®, + M/ d,j
= sin~1 )
8 = sin s (4.13)
J
Or _
A ) sinf,cos®, + ml/ d :
. el _
0 = sin cosd . (4149

These above equations for 8 and ¢ must be satisfied s1multaneously for true
gratmg lobes.

4.1.1 Dlrectmty - :
The directivity of the array factor can be calculated for the major beam pomtmg
towards angles 8 = 6, and @ = @, direction as [24]

4nc[AF(6,,0,)1[AF(6,,9,)]" | max

= (4.15)
° foz"fo"[AF(e, D1[AF (6, 9))*sindBd
The above equation can be simplified by the moét practical case as [1]
2 32400
Do = greade®y = (4.16)

Qa(rads?) ~ Q,(degrees?)

Where Q, is represents in square radians or square degrees.
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Signal Modal for Array Processing

5.1 Overview of Directional Of Arrival (DOA) _

To understand the concept of Direction of arrival (DOA) and Beamforming, let us
relate this issue to human body. Imagine that two persons are involved in
conversation inside a dark room. The listener among them can determine the
location of the speaker because the voice arrives to the listener ears at different
time. So he senses the voice by using his ears and then the human brain determines
the location of the speaker. In the mean time if an unwanted speaker also joins the
conversation, the listener tries to reject the unwanted speakers voice and |
concentrate to tune the first speaker voice. Similarly the listener can respond back to
the same direction of the desired speaker by orienting the transmitter (mouth) towarg_l
the speaker [1]. This is shown in below figure 5.1

Smart antenna system uses exactly the same analogy. It uses antenna elements
instead of human ears to sense the information. To locates the direction of the
source and to generate the beam towards the desired direction, it uses digital signal -
processor (DSP) instead of human brains.

The directional of arrival plays an important role for steering the radiation in a
particular direction and creation of nulls in the interference direction. It computes the
direction of arrivals of all the incoming signals by using some algorithms.

(a) The human analogy [1]
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(b) Electrical equivalent [1]
Figure 5.1 The analogy of Smart-antenna and human body

5.1.1 Directional Of Arrival (DOA) Techniques
DOA estimation techniques can be categorized on the basis of the data analysis and
implementation into four different areas:

Conventional methods
Subspace-based methods
Maximum likelihood methods
integration methods

In case of Conventional methods [16] for DOA estimation, we used the concepts of
beamforming and null steering and do not focus on the statistics of the received
signal. The DOA of all the signals is determined from the peaks of the output power
spectrum obtained from steering the beam in all possible directions. Examples of
these techniques are delay-and-sum method [7] but this method have poor
resolution disadvantage. '

The subspace methods [19] utilize the structure of the received data, which results in
a dramatic improvement in resolution. Examples of this method are the MUltiple
Signal Classification (MUSIC) [13] algorithm and the Estimation of Signal
Parameters via Rotational Invariance Technique (ESPRIT) [9).

In Maximum Likelihood (ML) [22] techniques is considered as the first techniques -
used for DOA estimation and are less popular than suboptimal subspace technlques
because ML methods are computationally rigorous.

The integrated technique [23] that combines of two methods, the property-restoral
method and the subspace-based approach. The subspace-based mehods as
discussed above combines with property-restoral technique that is a lterative Least
Squares Projection Based Constant Modulus Algorithm (ILSP-CMA), a data-efficient |
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and cost-efficient approach used to detect the envelope of the received signals and
overcome many of the problems associated with some old techniques.

5.2 System model for Linear Array

Consider a beamformer of N-elements linear array with arbitrary locations and
directional characterizes [19]. The output y(t) of the array with weights wy, is the
sum of the received signals s,(t) and the noise n(t) at the receiver connected to
each elements. '

S2(t)
gy —""
°
°
° _
p(t

. A
ap
£
Algorithm 4——@

Figure 5.2 The N-elements array with arriving signals
The output of the beamformer is |

() = wHx(®) - (5.1)

Where wis the total output of all weight w,, and w"is the complex conjugate
transpose of the weight vector w. The output of the kth element of the array can
be represented as

R _
0w® =) a@s(t-n@)+m® (62
2, ‘ &2

() = ) ap(@)si (e Mon@ £y () - (53)

e

=1

Where p is the narrowband sources with known frequency w,, t4(6;) is the.
propagation delay between a reference point and kth antenna element for ith wave

front, a,(6;) is the corresponding elements complex response and n(t) is the kth

element noise. If the transmitters are moving, the matrix of steering vectors is

changing with time and the corresponding arrival angles are changing. The x(t) can

be expanded in matrix form as :
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51(0)7.

x(t) = [ax(61), ax(82), ..., ax(6p)] SZE(t) +n,(t) (5.4a)
sp(t)
x(t) = As(t) + n(t) (5.4b)

Here each of the p - complex signals arrives at angles 6; and is mtercepted by the N
antenna elements.

5.3 Sytem model for Planar array

Consider antenna array receives the incoming signals from all directions, the DOA
algorithm determines the directions of all i |ncom|ng signals based on the time delays

[11.

ZA

Figure 5.3 The M x N-elements array with graphical representation of time delay [1]

When an incoming wave, carrying a baseband signal s(t) impinges at an angle
(8,9 ) on the antenna array, it produces time delays relative to the other antenna
elements as shown in Figure (5.2) :

The time delay of the signal s(t) at the (m,n )th element, relative to the reference
element (0,0 )th at the origin is given as [1] :

Tmn = — _ _ (5.5)
Where Ar is the differential distance and c is the speed of the light in free-space.

The value of Aris givenas
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Ar = d,, cos(y) | - (5.6)

Where the distance from the origin to the (m,n )th element is given as

dmn = |m?d% +n%d? | | (5.7)
and
@ .8,
cos(y) = ———— (5.8)
(‘/’)v & |&,|

Where @, and @, are the unit vectors along the direction of the incoming signal s(t) -'
and along the distance d,,, to the (m, n )th element respectively.

Now the time delay 7., of the (m,n)th element, with respect to the element at the
origin (0, 0 )th can be represented as

md,sinfcos® + nd, sinfsin@
Tm,n = P

(5.9)

54 Multiple Signal Classification (MUSIC) Algorithm
Music Algorithm is an extension of Pisarenko Harmonic Decomposition (PHD) [16]

method and was presented by Schmitt in 1979. Let us assume that x(t) is a sum of p
narrow band non-coherent plane wave signals in white noise and that the number of ‘
sources, p generating these signals is known. Let an N x N estimate of the
autocorrelation matrix of x(t) with N > p + 1 (In PHD method N = p + 1). If the
eigenvalues of R, are arranged in descending order, q;,= q;,2 qs, '2 ...,qn and
if {&,8&,....,8,,8,.1,..,8x} are the corresponding eigenvectors, then these
eigenvectors may be divided into two groups, the p signal plus noise eigenvectors
corresponding to p largest eigenvalues and the N - p nhoise eigenvectors
corresponding to the N - p smallest eigenvalues that ideally are equal to o2. These

N —p noise eigenvectors will be approximately orthogonal to the p steering
vectors a(9), i.e.

a¥(0) &, = 0 for i=12...,p (5.10) -

Or simply
24



a(0)é,= 0 fork=p+1,.....N (511)

where &, represents the kth noise eigenvector.

POWER(db)

Figure 5.4 Music pseudo spectrums for 8, = 20°,0, = 40°,6; = 60°

All the N - p noise eigenvectors will share the same p roots. However, because

each noise eigenvector is a length N vector, there is an additional N- p roots that

are due entirely to the noise i.e each of the noise eigenvector will have these roots

due to noise only and that also at random frequencies. This may give rise to the .
spurious peaks in the pseudo spectrum of single noise eigenvector (as in the case of

PHD method.) Therefore when only one noise eigen vector is used to estimate
DOA's, there may be some ambiguity» in distinguishing the desired peaks from the
spurious ones. In MUSIC algorithm the effects of these spurious peaks are reduced
by averaging the pseudo spectra obtained for each of the noise éigenvectors ie.
MUSIC algorithm assumes the following form of the DEF or pseudo spectrum.

25



1
A2)
Pyysic(8) = T2 a ()& (5. 2)

Above equation can be written as

1

(5.13)
TN _p+1(af(8)8) (8" a(6))

Pyysic(8) =

Let us define |
Oy = z¥=p+1( ék)(ékn) ) 4 | (5.14)

Then the above Equation 5.13 can be written in amore compact form as follows -

1

af(6)0,a(0) (5.15)

Pyysic(8) =
This is called MUSIC pseudo—spectrum. One note able thing about this spectrum is
that, it is based on single realization of the stochastic process represented by the
snap shots x(t) fort = 1,2,..........,M. Music estimates are consistent and -
converge to true source bearings as the number of snapshots grows to infinity.
However this is true only for the case of uncorrelated signal. For strongly correlated
signals, the estimates provided by the MUSIC pseudo spectrum are extremely poor
compared with the situation where uncorrelated- signals are .used. This is the major
problem with the music algorithm.

5.5 Multiple Signal Classification (MUSIC) Algorithm for Planar Array

We consider the signal s(t) of the receive signals on the planar array (Frgure 5.3)
which is represented as [11]

s(t) = [s1(t), s2(D), .., 5, (D), .ov, s (DT . (5.16)

The direction vector on the planar array, the direction vectors of the linear arrays in
the column direction are first obtained. For the mth arrival signal, the d|rect|ona|
vector at column n, is given as

Ay (Om@m) = [al,nz(em,sam)» az,n,(o,,,,m,,.),...,a,,,i,,,zwm,,m,] (5.17)

Which is also given as

- . . T :
a’"z 0. 0m) =4 ©n.00) [e -’61,112(m) ,€ ]Jz'ﬂz(m) 100y € iSn T (m)] (5.18)
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Where 9(s,, 0.) is the directivity gain of an antenna element at the arrival angles
Oy ,and @ .

Similarly the direction vector for planar array is defined as - . ,
a(gml ¢m) = [a1(9m,¢m): a2(9m,¢m),...,aN1(gm.¢m)] ) (5'19)

The direction of arrival for M arrival signals, having M x N planar array is defined as

(11 | |
A= [a(91, ¢1): (911 ¢1)' e (gm, ¢m): ey (ng ¢M)] (520)

Omibm) |

(Bn, Pm)

Su(t)

Figure 5.5 Planar Array Geometry for multiple sources DOA estimations using
' MUSIC ' '

Then the output vector x(t) of the planar array can be expressed as follows
x(t) = As(t) +n(t) ' - (5.21)
Where n(t) is an N-dimensional column vector, which denotes internal noise.
The covariance matrix of x(t) can be expressed by the N x N matrix R as follbws:
R = E{x(0).x()") . (5.220)
= APAY + g2l (5.22b)
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The eigen values of the covariance matrix R and its correspondmg unique eigen
vector are A; and e; where = 1,2,3,..N .

Letd; = A; ... = eme1 = €me2 = -+ = ey = 82 . The number of arrival signal can be
estimated from Am - Due to the property in which the noise subspace spanned by Ey
Is orthogonal to the direction vector of the arrival signal, the arrival angles can
estimated with the following function [27].

af(8,0).a(6,9)
af (6, ¢)ENENHa(9: @)

Puysic(0,0) = (5.23)

5.6 Estimation of Signal Parameters via Rotational Invariance Technique
(ESPRIT) Algorithm for Linear Array |
The goal of the ESPRIT techniques is to exploit the rotational invariance in the