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Abstract

In the recent years, as whole, data mining has attracted a vast deal of notice in
society and in information industry, due to the wide availability of huge amount of data.
And Secondly the need for turning such data into useful information and knowledge,
which can be used for applications ranging from fraud diction, market analysis and

customer’s relations to science exploration and production control.

An efficient algorithm/m for association rule mining is one that can provide
solution to some of the mentioned factors discussed in literature survey. As the algorithm
should use small candidate item sets and generates frequent item sets efficiently,
execution time should be minimized. Here, a new technique for finding frequent item sets
is present. This is incremental based technique. In this technique generation of item sets
are done on interval bases, and then integrate/merge the resultant item sets of different
intervals. And at the end globally check the frequent item sets on the basis of support
count. An efficient algorithm for association rule mining is one that can provide efficient
solution and generates frequent item sets efficiently, execution time should be minimized.
The incremental (interval) based technique is a new technique for finding frequent item
sets. This technique can generate frequent item sets efficiently and also reuse the
combinations of item sets that were created before. Ultimately, we got an efficient

algorithm to find frequent item sets.
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Chapter 1 Introduction

1. Introduction

The demands of the users of the computer systems, from the data they are storing, are
increasing day by day, with the explosive growth in information technology. Their
demands for the computers systems are increasing because their awareness about the
importance of the data for the business and accounts has also increased now they want
their computers to think for them assist them in different matters of decision making. For

this purpose, several decision support systems are created. [1]

With the passage of time, people have found new ways to increase their business e.g.
publicity, good environment, clearness etc. but they have also learnt the use of new
technologies. Let us take the simple example of super store ,in past there was no new
useful technique to increase their sales and incomes .they only used to make
observations and then on those observations , they used to make strategies to develop
their business and increase it further. But now many data mining techniques are available

for decision making and to cater all these things properly, can also increase their sale
much. [1]

In the recent years, as whole, data mining has attracted a vast deal of notice in society and
in information industry, due to the wide availability of huge amount s of data and they
great need for turning such data into useful information and knowledge, which can be
used for applications ranging from fraud diction, market analysis and customers relations

to science exploration and production control. [1]

In the Data mining we discover interesting knowledge from large amounts of data store in
information repositories, databases or in. Data mining is particularly vulnerable to
misuse; with its promise efficiently discover valuable, non obvious information from
large data bases. Now, many of problems of the world are modeled as data mining
problems. So, we are in need of efficient algorithms for data mining and frequent items
sets algorithms are also capturing the interests of various researches. In this research, I

also tried to focus on finding frequent items sets efficiently.

Finding Frequent Item Sets Using Incremental (Interval) Technique 1
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1.1.Data Ware housing

Data ware house is single storage repository in which data from all kinds of source is
store together through data ware house, it becomes quite easier to analyze the information

then the use of multiple data models for multiple sources.

Data ware house is relational databases which specially design for queries, and analysis
rather then for transaction processing. It separate analysis workload from transaction
work load and it also enables an organization to consolidate data from several sources.

It normally contains historical data derived from transaction data, but can also include

data from other sources.

Tools for extracting, transformation and loading data are also included in data

warehousing [2].

1.1.1. Data Warehouse Architectures

Data warehouses and architecture of data warehouses vary depending upon the

requirements and on organization's situation.

Three common architectures of Data Warehouse are:

e Data Warehouse Basic Architecture
o Data Warehouse Architecture with Staging Area
e Data Warehouse Architecture with Staging Area and Data Marts

¢ Data Warehouse Basic Architecture
Figure 1.1 describes the architecture for a data warehouse. Using the several source

systems end users can directly access data, In Figure 1.1, in traditional OLTP system raw

and metadata is present, as an additional type of data, Summary Data.

Finding Frequent Item Sets Using Incremental (Interval) Technique 2



Chapter 1 Introduction

Example: Data warehouse query is to retrieve something like monthly sales.

Warehouse

Flat Fles__

Figure 1.1: Data Warehouse Basic Architecture [3]

e Data Warehouse Architecture with Staging Area

In Figure 1.2, you need to clean and process your operational data before putting it into
the warehouse. Through Programming you can also do the same thing but mostly use a
staging area. In the staging area summaries are build and management of general

warehouse is done.

Finding Frequent Item Sets Using Incremental (Interval) Technique 3
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Figure 1.2 shows the staging area architecture.

Data Staging
Sources Area Warshouse Uasrs

Figure 1.2: DWH Architecture with Staging Area [3]

e Data Warehouse Architecture with Staging Area and Data Marts

Although the architecture in Figure 1.3 is quite common, you may want to customize
your warehouse’s architecture for different groups within your organization, You can do
this by using Data Marts, which are systems designed for a particular department or for a
particular business function.  Figure 1.3 demonstrates an example where Sales,
Purchasing, and Inventories are separated. For example, a financial analyst might need

historical data of purchase and sales for analysis.

Finding Frequent Item Sets Using Incremental (Interval) Technique 4
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Data Data
Sources W Warehouse Marts Users

Fiat Fles {nventory Mining

Fig 1.3: DWH Architecture with Staging Area and Data Marts [3]

Data mining is the process of analyzing large amount of data and then converting it into

useful information that can be used to increase revenue and cut off the cost.

Data mining is the process of sort large amount of data and gets your related information.
This information normally used by business intelligence organizations, and financial
analysts, but is increasingly being used in the science to extract information from the

enormous data sets generated by modern experimental and observational methods. [4]

From the above definition, it is very obvious that data mining is the process of analyzing
data from different perspective, and also summarizing it into useful information or

knowledge that can be used to increase revenue, cuts costs and both.

For example, one grocery store used data mining tool and analyzed buying patterns .they
pointed out through an experimental that when men bought diapers and also tended to
buy beer on Thursday and Saturdays. Further analysis shows that these shoppers did their
grocery shopping on Saturdays. On Thursday, they only bought a few items. The grocery

claim could use this newly discovered information in many ways to revenue .e.g. They

Finding Frequent Item Sets Using Incremental (Interval) Technique 5
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could move the beer closer to the diaper display .and could make sure, beer and diapers
were sold at full piece on Thursdays. They also could place chips/snacks between the

diapers and beers, similarly they could place soda close to these items.

1.1.1. The Foundation of Data Mining

Data mining techniques are the results of long process of research and product
development. Data mining takes this evolutionary process beyond retrospective data

access and also navigation to perspective and proactive information delivery.

Each new steps, in the evolution from business data to business information, has built

upon the previous one e.g. in data navigation applications, dynamic data access is critical
for drill.

The four step revolutionary process is shown in table 1.

Evolutionary step Enabling technologies Characteristics
Data collection ) Retrospective, static
Computers, tapes, disks .

(1960s) data delivery

Relational Retrospective, dynamic
Data access
(19805) databases(RDBMS),structures query | data delivery at record
)

language(SQL) at record level

Data warehousing & On-line analytic Retrospective, dynamic

Decision Support processing(OLAP),multidimensional | data delivery at multiple

(1990s) databases, data warehouses level
Advanced algorithms, ) )
. . . Prospective, proactive
Data mining multiprocessor computers, massive

information delivery
databases

Fig 1.4: Revolutionary process [1]

1.1.2. Data, Information and Knowledge

Finding Frequent Item Sets Using Incremental (Interval) Technique 6




Chapter 1 Introduction

e Data

Data includes any facts, numbers, or text that can be processed by a computer, Data can
be
» Operational or transactional data such as, sales, cost, inventory, payroll, and
accounting
» Meta data — data about the data itself, such as logical database design or data

dictionary definitions.

e Information

The patterns or relationships among all this data can provide information e.g. by

analyzing sale transaction data, we yield all the information, on which and when products

are selling.

e Knowledge

Information about historical patterns and future trends can be converted into knowledge
e.g. Summary information on retails grocery shop sales can be analyzed to provide
knowledge of consumer buying behavior. Hence a manufacturer or retailer could be

determining which items require special offers and display etc.

Data mining tools are useful because they can predict future trends and behaviors,
decisions. It can also answer those questions which were considered to be most difficult
resolve in the past .data mining tools can also search databases for finding hidden
patterns, predictive information that can be missed by the experts because it’s behind the

expectations.

1.1.3. Background

Traditionally, many useful tasks of extracting useful information from recorded data were
performed by business analysts, but now the increasing data in modern business and
science calls fro computers based approaches. There has been a shift away from direct

hands on data analysis on data analysis toward indirect automate data analysis using

Finding Frequent Item Sets Using Incremental (Interval) Technique 7
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more complex and sophisticated tools , as data sets have grown in size complexity. Data
collection and organization is made much easier due to the modern technologies of
computers, networks, and sensors. However to make the captured data useful, it needs to
converted into information and knowledge. Thus, data mining is the entire process of
applying computer based methodology, including new techniques for knowledge

discovery, to data.

Data mining term is often in the two separate processes of prediction and knowledge
discovery. Knowledge discovery provides explicit information that has readable form and
can be understood by user. Neural networks and predictive modeling provides
predications of the future events. Moreover, some data mining systems such as neural
networks are geared towards prediction and pattern recognitions, rather than knowledge

discovery. [4]

Metadata or data about a given dataset are usually expressed in a condensed data min
able format or one that facilitates the practice of data mining. For example it concludes or

includes executive summaries and scientific abstracts.

Data mining use real world data. It is extremely vulnerable to co linearity precisely
because data from the real world may have unknown interrelation. The critical data that
may expose any relationship might have never been observed through this data. So, it is a
great weakness of this data mining. There are some of the alternative approaches, such as:
experimental based approach, which may be used. Through the construction of an

experimental design, inherent correlations are either controlled or removed altogether.

Finding Frequent Item Sets Using Incremental (Interval) Technique 8
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1.1.4. Classification of data mining

The task of data mining can be divided into two terms:

e Predictive mining

¢ Descriptive mining

e Predictive mining

A predictive model can answer questions such as “is this transaction fraudulent,” How
much profit will this customer generate,” or “where in the body is the most likely location

of the patient’s primary tumor?”[5]

¢ Descriptive mining

Descriptive models provide information about the relationships in the underlying data,
generating information of the form “A customer who purchases diapers is 3 times more
likely to also purchase beer,” or “weight and age, together ,are the most important factors

for predicting the presence of disease x,”[5]

1.2.Use of data mining

Market basket analysis is the most important and well-known use of data mining.

If super store records the purchases of customer data mining system could identify those
customers who favor milk over coke. The example used transaction based data. Not all

data, are transaction based and logical or in exact rules within a database.

In recent years, data mining has been widely used in the areas of science and engineering,

such as bioinformatics, genetics education and electrical power engineering.

Finding Frequent Item Sets Using Incremental (Interval) Technique 9



Chapter 1 Introduction

1.3.Association rule mining

The most important concept in data mining is association rule mining. It comes under
descriptive mining. It finds interesting association or correlations relationships among
large set of data items. A widely used example of association rule mining is market

basket analysis.

Association rule mining has two steps
¢ Finding frequent/large item sets

¢ Finding association rules from these large itemsets

1.3.1. Frequent itemset

It is the first step in association rule mining. It is the main task because once the frequent

item set has been formed; it is straight to generate association rules.

In many cases, we only care about association rules or causalities involving sets of items
that appear frequently in baskets. For examples: we can’t run a good marketing strategy
involving items that are not much profitable, thus, much data mining starts with this

assumption that we only case about sets of items with high support set of items (i.e.,

threshold.

1.3.2. Association rules

Association rules identify sets of data items that are statistically related in the underlying
data.

For Example, data are collected from bar code readers in supermarkets. Such ‘market
basket’ databases contain large number of transactions. Each record lists the entire item
bought by a customer on a single transaction. It’s interesting news for the managers to

know that if certain groups of items are consistently purchased together. They could use

Finding Frequent Item Sets Using Incremental (Interval) Technique 10
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this data for adjusting store layouts, for cross selling, for promotions, and for catalog

designing.

Association rules gives information in the form “if-then” statements. These rules are

computed from the data and, unlike if then rules are probabilistic in nature.

1.4.Existing techniques for finding frequent itemsets

As frequent item set mining is the main task in association rule mining. So many

researchers have concentrated on this step most.

Following are some techniques proposed by many researchers finding frequent item sets.

Apriori is an extension of AIS algorithm proposed by Agrawal et al [8]. It is
support based algorithm. In it closure property is used that any subset of a
frequent itemset must also be frequent. This is why it uses in each iteration only
the itemsets that proved to be frequent in previous iteration. This algorithm finds
frequent itemsets based on user specified minimum support threshold. These
frequent itemsets are used to generate a new candidate itemsets. This procedure
continues until no further items remain

DCI Algorithm this approach was proposed by Orlando et al [2] for solving the
frequent set counting problem. Like as Apriori, DCI adopts a level-wise approach.
DCI adopts a hybrid approach to compute the supports of itemsets, by exploiting a
counting-based method during the first iterations, and an intersection-based
method during the last ones. DCI enhances Apriori by using an innovative method
for storing candidate itemsets and counting their support, and by exploiting
effective pruning technique which reduce the size of the dataset as execution
progresses. as soon as the pruned dataset becomes small enough to fit into the
main memory, DCI builds on the fly vertical transaction database, and starts using

an efficient intersection —based technique to determine the support of larger

itemsets.

Finding Frequent Item Sets Using Incremental (Interval) Technique 11
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¢ Partition algorithm makes the partition of database and for each item a tid-list is
maintained. All local frequent itemsets are generated via tid-list intersection.
These local frequent itemsets are merged and a second pass is made through all
the partitions. The database is again converted into vertical layout and the global
count for all chosen items is obtained. Partition algorithm involves only two DB
scans. The key observation is that a globally frequent itemset in at least one
partition must be locally frequent in at least one partition. But in this algorithm
there can be large number of local frequent item sets.[11]

¢ Eclat algorithm is also support based and it as an extension of Apriori algorithm.
It basically uses vertically database layout. Horizontal database is converted into
vertical format for each item tid-list is stored. Support of itemset is determined by
interesting tid-list of two of its (k-1) subsets. But with this algorithm primary tid-
list may become very large and it becomes difficult for .memory to store all these
ids.[15]

e Sampling approach for finding frequent itemsets is proposed by Toivonen et al
[10]. With this approach, only a single sample is taken from the database from
which a candidate set is derived for full database search. Apriori algorithm is
applied on the sample. The problem in sampling is that the candidate set derived
is necessarily a superset of the actual set of frequent sets and may contain many
false positives.

o FP-Growth uses the FP-tree structure. FP-Growth tree is memory resident and
requires additional storage in every node of the FP-tree. This method requires
only two database scans for mining all frequent itemsets. Divide and conquer
methodology is used so mining task is divided into smaller parts.[13]

e Maxminer algorithm is used for finding maximal frequent itemsets. In it breadth-

first traversal is used. By employing look ahead pruning strategy, it reduces

database scans. [12]

1.5. Scope of the project

Finding Frequent Item Sets Using Incremental (Interval) Technique 12
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Association rule mining has been a very effective and useful research area. This task

consists of two steps:

¢ Finding frequent/large item sets

¢ Generating association rules from these frequent item sets

Main devotion and importance is given to it as finding item sets is the core of this.

All previous techniques have following problems.

e Many algorithms require large number of database scans which require huge

memory.
e Also Apriori algorithm generates large candidate sets which are of no use in later
processing and are pruned.

e Execution time is large

In this research work, a new technique is introduced for finding frequent item sets that

will use interval/incremental technique.

Finding Frequent Item Sets Using Incremental (Interval) Technique 13
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Chapter 2 Literature Survey

2. Literature survey

Data mining is the process of extracting only useful data and important information from
rocks of data. In the first step, data is transferred into patterns, and then rules are applied

to extract information from these patterns. For decision making this information may be

used.

Association rule mining is important and useful data mining model studied extensively by
the database and data mining community. On the other hand, association rule analysis is

used for market basket analysis, in which association rule mining used for

¢ Analyzing buying habits

o Help retailers for developing strategies

For example, there is some store XYZ. The owner of store wants to increase his sales. he
has good quality products, clean environment etc. But with all these, he also needs to use
association between different items and place them together in shelves. If a customer
comes to buy one thing, he is tempted to buy other thing also if it is placed near .in this
way sales of both is increased. E.g. if bread and butter have storing association, then

placing them properly can increase the sale of both.

So, association rule mining has always been an interesting topic for researchers. Mining

association rules has two basic steps.

¢ Find all frequent itemsets which have support greater than predetermined support
threshold

e Generate all association rules, which have confidence greater than minimum

predetermined confidence.

This depicts that there are two main/ important factors in association rules that are

confidence and support.

Finding Frequent Item Sets Using Incremental (Interval) Technique 14
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If association rules satisfy both a minimum confidence threshold and a minimum support
threshold, then are considered interesting. Such threshold is set by user or domain

exports.

2.1. Literature Surveys

Finding frequent item sets is the first step in association rule mining. Subsequent

literature was reviewed.

AIS algorithm for finding FIS

Apriori algorithm for finding frequent item sets
DCI algorithm

Sampling approach for finding frequent item sets
Partition algorithm

Maxminer algorithm

FP-Growth algorithm

® N kWD

Eclat algorithm

There is a lot of material in books and internet which helped me in my work.

Following is the brief description of above algorithms.

2.1.1.AIS Algorithms

This algorithm was proposed by Agrawal et al [6]. It was first algorithm to find all
frequent item sets in a transactional database [Agrawal 1993). The AIS algorithm makes
many scans of the database. Multiple passes through the entire database are done. During
each pass, it scans all transactions. In the first pass, it counts the support of individual
items and determines which of them are large or frequent in the database. Large item sets
of each pass are extended to generate candidate item sets. After scanning transactions, the
common item sets between large item sets of the previous pass and items of this
transaction are determined. These common item sets are extended with other items in the

transaction to generate new candidate item sets. [7].
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This process continues until no more candidates item set remains. As in this algorithm all
frequent and candidate item sets are assumed to be stored in the main memory, memory
management is also proposed for it when memory is not enough. One approach is to
delete candidate item sets that have never been extended and other approach is to delete
candidate item sets that have maximal number of items and their siblings and store this

parent item sets in the disk as seed for the next pass.

AIS algorithm has some disadvantages like:

o It generates too many candidate item sets which finally turned out to be
infrequent/small. This requires more apace and wastes much effort.

¢ Another problem is too many database scans.

2.1.2. Apriori algorithm for Finding Frequent Itemsets

This algorithm for finding frequent item sets (FIS) was proposed by Agrawal et al [8]. It
is an extension of AIS algorithm for finding frequent item sets which requires many
database scans, many candidate generations, and store counter of each candidate, Apriori

algorithm is more efficient than AIS.

In Apriori algorithm first candidate 1-item sets is generated and then database is scanned
to calculate their support count .large/frequent-1 item sets are generated and all item sets
not satisfying minimum support threshold are pruned. Then candidate 2 item sets are
generates by joining items in frequent-1 item set. It stores the candidate item sets in hash
tree. Then database is again scanned to check support count of each item set in candidate

2 item set. This process continues until all items are checked.

In finding FIS, Apriori avoids the effort wastage of counting the candidate item sets that
are known to be infrequent. The candidate sets are generated by joining the frequent item
sets only level wise and also candidates are pruned according to the Apriori property.

This can reduce the computation, I/O cost and memory requirement.
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But Apriori algorithm has still the drawback that it scans whole database again and again
during processing. Its main drawback lies its inefficient support counting mechanism .As
already explained, for each transaction, we need to check for every candidate set whether
it is included in that transactions, or otherwise, we need to check for every subset of that

transaction whether it is in the set of candidate sets.

When transactions are large, generating all k-subsets of a transaction and for each of

them whether it is a candidate set, can take a prohibitive amount of time.

Test for each candidate set whether it is contained in the given transaction can also take

too much time when the collection of candidate sets is large.

Another variation of Apriori algorithm is AprioriTid, which works different from Apriori
after first database scan. It uses pair of item set and its TIDs for counting their support

after first scan.

2.1.3.DCI Algorithm

This approach was proposed by Orlando et al [9] for solving the frequent set counting
problem. Same as Apriori algorithm, DCI also use level-wise approach. DCI adopts a
hybrid approach to compute the supports of itemsets, by exploiting a counting-based
method during the first iterations, and an intersection-based method during the last ones.
DCI enhances Apriori by using an innovative method for storing candidate itemsets and
counting their support, and by exploiting effective pruning technique which reduce the
size of the dataset as execution progresses. as soon as the pruned dataset becomes small
enough to fit into the main memory, DCI builds on the fly vertical transaction database,
and starts using an efficient intersection —based technique to determine the support of

larger itemsets.

Unfortunately, for problems datasets from which long patterns can be mined, we have
explosion of the number of candidate and frequent itemsets, since all the 2t subsets of

each long maximal frequent itemset of length L have to be produced. In this case,
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counting-based approach becomes very expensive, since the supports of frequent
itemsets become very large, and the various candidate turn out to be set-included in a lot

of transaction.

2.1.4.Sampling Approach to find FIS

This approach was proposed by Toivonen et al [10] for finding frequent item sets. It is
applied on large databases. In this approach a random sample is taken from the database
and frequent item sets are searched from that sample. In this approach only one database
scan is required because the size of sample is taken that can be accommodate in main

memory. This approach is beneficial when efficiency is of utmost importance.

The problem in sampling is that the candidate set derived is necessarily a superset of the
actual set of frequent set and may contain many false positives. And May not a

representative sample.

2.1.5.Partition Algorithm for finding FIS

Partition algorithm is presented in [11].This algorithm uses two database scans:

e In first scan, all potentially frequent item sets are generated .this set of frequent
item sets is superset of all frequent item sets.
¢ In the second scan of database, counters are created for all these item sets and

their support is counted.

Basically in this algorithm, the database is divided into logical partitions. Each partition
is read and vertical tid-lists are formed for each item. All locally frequent /large item sets
are generated from each partition separately one by one and at the end these frequent item
sets from all partitions are merged to make one set of all potentially frequent item sets.
Then actual support for these item sets is counted to identify frequent/large item sets by

making second database pass.
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The partitions sizes are chosen so that each partition can be accommodated in main
memory .These are only two database scans in whole process. The key observation used
is that a globally frequent item set in at least one partition must be locally frequent in at

least one partition.

The performance can be decreased if database is heterogeneous because there are too
many local frequent item sets. On the other hand, if the entire database fits into main

memory then dividing the transactions into many partitions is not necessary.

2.1.6.Maxminer Algorithm

This algorithm is used to find maximal elements [12].It employs the breadth-first
traversal of the search space. it assumes that entire database fits into main memory.

Maximal frequent item set is one that has no frequent superset.

e.g.

(Minimum support =3)

D={(1,2,3),(1,2,3,4),(1,2),(3),(1,4),(1,2,3)}
{1, 2} is frequent as it is present in four transaction i.e. larger than minimum support.

{1, 2, 3} is maximally frequent as this set has no superset that satisfy the minimum
support.

This algorithm reduces the search space by using a look ahead mechanism for pruning
item sets. In it if a node with all its extensions can determine to be frequent, and then

there is no need to further process the node.

Maxminer algorithm is applied on the original horizontal database. Database scans are

same as in Apriori.
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2.1.7.FP-Growth Algorithm for Finding Frequent Item

sets

It was proposed by J.HAN et al [13].This algorithm uses support-based measured to find
maximal frequent item sets using I-projected databases. This algorithm compresses a

large database into a compact, FP tree structure.

FP-Growth algorithm requires only two database scans for mining frequent /large item
sets:

o In the first scan, it finds all frequent item sets.

¢ In second scan, it constructed 1st FP-tree that contains all frequent information of

the given dataset.

In this algorithm, the search technique employed in mining is a partitioning based, divide
and conquer method rather than Apriori like level wise generation of the combination of
frequent item sets. This technique dramatically reduces the size of conditional pattern
base generated at the subsequent level of search as well as the size of its corresponding
conditional FP-tree [14].

2.1.8.Eclat algorithm for finding Frequent Item sets

This algorithm is same like FP-Growth algorithm .It uses support based measures to find
maximal frequent item sets. Difference is that it uses different data structures, it uses

vertical layout and uses the intersection based approach to compute the support of an item
set. [15]
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Horizontal Data Layout Vertical Data Layout
TID | Items A B |C|D |E
1 AB.E 1 J1 1212 |1
2 B,C,D 4 12 [3}4 |3
3 C.E 515 |45 |6
4 A,C,D 6 |7 |8]9
5 AB,CD 7 18 |9
6 AE 8§ |10
7 AB 9
8 AB,C
9 A,CD
10 |B
A B
1 1 AB
4 2 1
50 A~ [5]=13
6 7 7
7 8 8
8 10
9

Fig 2.1: Eclat Algorithm [16]

Eclat is different from Apriori algorithm in pruning step. All the items in the database are
recorded in ascending order with respect to the support count [16]. Eclat counts the

support of all item sets more efficiently than Apriori algorithm.

Disadvantage of this algorithm is that it generates too many candidate sets to derive
frequent item sets at each iteration of algorithm .Another problem is intermediate tid-lists

may become too large for memory.
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3. Introduction

After literature survey I identified gap in the previous algorithms or in the techniques.

3.1. Problem Statement

A lot of work has been done by different researchers in the field of association rule
mining. There are some problems that must be considered while using a new algorithm

for association rule mining because these can degrade the performance of the algorithm.

These are:

The constantly increasing data size and time to time refreshment of the data repositories
increases time-complexity of the Association Rule Mining process. So, when there is
large set of candidates or if the size of the candidate item set is very large, it can degrade

the performance. Size of the candidates directly affects the performance.

3.2. Proposed Research

An efficient algorithm for association rule mining is one that can provide solution to
some of the above mentioned factors like the algorithm should use small candidate item

sets and generates frequent item sets efficiently, execution time should be minimized.

Here, a new technique for finding frequent item sets is present. This is incremental based
technique. In this technique generation of item sets are done on interval bases. And then
merging the resulting item sets of intervals. And at the end globally check the frequent

item sets on the basis of support count.

3.3. Design/modules

¢ Generation of candidate item sets locally (for each interval).
¢ Merging candidate item sets of different intervals.

e Frequent item set generation
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3.4. The Hypothesis

“By using the incremental or interval base technique, it is more efficient to find

Frequent Item sets in the Association Rule mining process.”

3.5. Proposed Research Approach

To conduct a research work a researcher can adopt various research methods like the
Experiment, Survey, Simulations, Case-Study or the Ethnography depending on the
nature of the research and suitability of the research method. In order to Find Frequent
Item Sets in the Association Rule Mining through Incremental/interval base technique, it

was required to conduct an experiment on the synthetic data.

As for as other research methods are concerned, they are not suitable for this specific
problem. Like the ‘Survey’, was not applicable because according to my knowledge this
approach is not adopted before this by any researcher or data mining expert, hence. As
for as the method of ‘Case-Study’ is concerned, it was also not feasible currently because
it is too earlier to implement it this technique in a specific domain before applying it to

the synthetic data. Similarly the Ethnography was not applicable in this case.

3.6. Delimitations and Assumptions of the research work

Data Mining requires a single, separate, clean and consistent source of data. So to
perform the data mining activities, it is assumed that clean and consistent data is

available. It is assumed that transactions are provided in ordered binary format.

The data has to be extracted in a periodic manner not only once. And to keep up-to-date
supply changed data to the data warehouse. It should be based upon the loading paradigm
of the Data warehouse. Most data warehouses are loaded in a periodic manner. For
example, may be weekly, monthly or may be on every night, new data is added into the

data warehouse. And then it is used for finding frequent item set mining. We assume that
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if we keep on mining the data as soon as it comes into the data warehouse then it will

evaluate efficiently.
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4. System design

As mentioned in chapter 2, association rule mining consists of two steps, generating
association rules is trivial after calculation of accurate large/frequent itemsets, So my

research is confined to the first step.

The purpose of this study is to develop a data mining algorithm which will find FIS on
the basis of Dissimilarity measures rather than on the basis of the support measures (that

is used in previous algorithm).

4.1. Input

Input is a large transactional database. The database is the exclusively created synthetic
database, which is used to represent the actual transaction database’s items. Items of the
transactions are in the form of “zero” or “one”. “One” means that item is present in the

transaction and “zero” means that item is not present in transaction.

4.2. Software tool for development

The choice of software tool is important and depends on the problem in hand. This is

because of the various facilities provided by various languages and packages.

After devoting a lot of time, C# .Net” is careful to be relatively appropriate for front-end

and Oracle 9i at the back-end. Windows-XP operating system is used for development.
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4.3. Algorithm

Following is the pseudo code for finding itemsets using dissimilarity based measure:

Input

D: Transactional Database
@: User specified threshold

Output

F: Frequent itemsets

Steps

For (i=1 to n partitions)

L(i)=GenerateCandidate(D)
If(i>1) then
AG=Aggregate (AG,L(i))

}

For each itemset AG

{
If(frequency<minthreshold)
Delete ¢

}

Procedure GenerateCandidate(D)
{
L1=FindFrequent1ltemSets(D)
For (k=2 ; Lx.1=¢; k++)
{
Cx=Generate(Lk.;)
For each transactiont € D

{
C; =Subset (Cy,t)
For each candidate C & C;
C.Count ++
}
Lk={C & Cx/C.Count>= 1}

}
Return L= U, L,
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Procedure Generate (Ly.). frequent (k-1)-itemsets)
{
For each itemset 11& Ly

For each itemset 12€ Ly,
{
IfCAQI[1=I2[1]) A (1[2)=12[2]) A ... A (11[k-2]=12[k-2]) A(1[k-1]1=12[k-1]))
{
C=11 na 12; //join step
Add Cto Cy
}

}
Return Ck

}

Procedure Aggregate (AG,L)

{

Merge into AG a

Using L b

On ( a.itemset=b.itemset)

When matched then

Update set a.frquency = (a.frrequency + b.frequency)
When not matched then

Insert values ( b.itemset , b.frequency)

Return AG
}
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4.4. Flow Chart

Transactional Database, Flat File, .dmp Tables

Combinations Creation

Merging Candidate ItemSets of Different Intervals

Yes
Frequencys=Threshold

L

Frequent ltemSets No Frequent ltems

Fig 4.1: Flow Chart of Incremental Algorithm

4.5. Design/modules

1 Database Acquisition
2 Generation of candidate item sets locally (for each interval).
3 Merging candidate item sets of different intervals.

4 Frequent item set generation
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4.5.1.Database Acquisition

The input to this project is synthetic database which is created in MS Access exclusive
for this project. The records are in the form <TID> < 1 or 0 (showing item presence or

absence)> as following

o) (a4 S Eé;fﬂ%
x| g | B |z |gl5|E.lE g |
"‘EE D gm£ﬁ80<'

. JERERNEE
1| 1 1 0 1 {0tO0}| 1T | 0 | 1 | 1
21 0 | 0 1 1 (o}l 14 o | 1 | 1 1 1
31 0 | O 0 o |Jo]joyy 1 | 0O | 1 |1 0
4) 0 | 0 1 o |1 [1¢{ 1 [ 1 1 0| O
51 1 0 1 1 |[o|1{ 1 [ 1 | O { O
6 0 1 0 1 |1 10¢ O [ O | O | O
71 1 1 0 1 (otltoy| o | 0 | 1 | 1
8§ 0 | O 0 O |(1{0; O | O ¢ O | 1
91 1 0 1 o |1 1] 1 | 1 | 0 ] 1
10| O 1 0 o (o1 ] 1 { 0 1 [ O

Fig 4.2: Database Appearance used for Incremental Algorithm

4.5.2.Combination Creation

All the items are taken from the database and then combinations are created for all these
items. E.g. if there are three items

(Milk, Butter, Bread) then Combinations are:

(Milk),(Butter),(Bread),(Milk, Butter),(Milk, Bread),(Bread, Butter),(Milk, Butter, Bread)
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We consider only those combinations that have value one.
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Fig 4.3: Sample Database

4.5.3.Merging Candidate Item Sets of Different Intervals

There are two Table "A" and "B”

E.g. we have combinations of table “A”

= - " on
v | 2|6l &l gl5 Eﬁ: r | w g Z
J |alE|l 2| & (3 e | 3| & @ =
s 74 5 o} o ® g 3 o I e}
o o T o = > 3] ] =

s =
1 0 1 1 0 1 0 0 0 0 7
0 0 0 1 1 0 0 0 1 0 14
0 0 0 0 0 0 0 1 0 0 2
1 0 0 0 1 0 0 0 0 0 1
0 0 0 1 0 0 1 1 1 0 9
0 0 0 0 1 0 0 0 1 0 11
0 1 0 0 0 1 0 1 1 1 4
0 1 0 0 0 0 0 0 0 1 3
0 0 0 0 1 1 0 1 1 0 8
1 0 1 1 0 0 0 0 0 0 9

Fig 4.4: Database Table “A”
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E.g. we have combinations of table “B”
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Fig 4.5: Database Table “B”
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After Merging Table “A” And “B”
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Fig 4.6: Resultant Table after Merging
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4.5.4.Frequent Item Set Generation

After merging the candidates of different intervals, then it is straight forward to find
frequent itemsets. The threshold is specified by the user .On the basis of threshold,
pruned those itemsets that are less than threshold (infrequent itemsets).Remaining item
sets are frequent.

For example we use 10 as threshold then frequent item sets are:

= - )
=g 312|822 % |e|8]| & | ®

= [
0 0 0 1 0 0 1 1 1 0 18
0 0 0 0 1 0 0 0 1 0 22
0 0 0 0 1 1 0 1 1 0 16
1 0 1 1 0 0 0 0 0 0 18
1 0 0 0 0 0 0 0 1 0 10
0 0 1 1 0 0 0 0 0 0 15
0 0 1 1 0 0 1 0 0 0 11
0 1 0 0 0 0 0 0 1 0 10
1 0 1 1 0 1 0 0 0 0 14
0 0 0 1 1 0 0 0 1 0 28

Fig 4.7: Frequent [tem set Table
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5. Introduction

This algorithm is implemented using Visual C#.Net as front end and Oracle as Backend. 1
present the Implementation part of the algorithm in this phase.

Basically there are three steps

e Create combinations
¢ Integration /Merging
¢ Finding freqent Item Sets

5.1. Main Form

// In the main form we can perform two steps of the algorithm. In step 1 we can create the
combinations of different partitions.And in the step 2 we can integrate or merge the

combinations of different partitions.

using System;

using System.IO;

using System.Collections.Generic;
using System.ComponentModel;
using System.Data;

using System.Drawing;

using System.Text;

using System.Windows.Forms;

using System.Data.OleDb;

namespace Mining
{ public partial class Mining : Form
{ public Mining{()
{ InitializeComponent () :
}

// This is the connection string that connects the Visual C# application to the Oracle
database.

string connectionString =
"Provider=MSDAORA.1;UserID=scott;password=TIGER";
public MDataSet my_ dataset;
/77 <summary>
/77 </summary>»
/// <param name="sender"></param>
//7 <param name="a"></param>
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private void buttonl_Click(object sender, EventArgs e)
{
OpenFileDialog ofd = new OpenFileDialog();
ofd.ShowDialog();
textBoxl.Text = ofd.FileName;
}

private void button2 Click(object sender, EventArgs e)
{
my_dataset = new MDataSet (textBoxl.Text):
//my_dataset.create_similarity matrix(l);
Mommo.Data.ArrayDataView ar = new
Mommo.Data.ArrayDataView(my dataset.discrete_data):
dataGridViewl.DataSource = ar;
//my_dataset.sort_similarity matrix():
//DataTolmage d2i = new
DataToImage (my_dataset.similarity matrix);
//pictureBoxl.Image = d2i.my_image;

private void button3_Click(object sender, EventArgs e)
{
//my dataset.runAlgorithm(};
}

// Below is code to display the combinations.

private void ShowComb_Click(object sender, EventArgs e)
{
//string connectionString = “"Provider=MSDAORA.1;User
ID=gscott ;password=TIGER";
OleDbConnection myOleDbConnection = new
OleDbConnection (connectionString);
QleDbCommand myOleDbCommand =
myQOleDbConnection.CreateCommand() ;
myOleDbConnection.Open();
//String insertSQL = "insert into nasir (empno,ename}" + "
values ('" + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString() + "'")";
//0leDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection);
//cmd.ExecuteNonQuery () ;
117710777777 77777777777777777777/77777/7
OleDbDataAdapter dAdapter:
//SqglDataAdapter dAdapter:;
DataSet ds;
//SqlConnection con = new SglConnection{conn);

String insertSQL2 = "select * from e order by total”;
//where ™ + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";
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//dAdapter = new SglDataAdapter{insertSQL,
myOleDbConnection) ;

dAdapter = new
OleDbDataAdapter (insertSQL2, myOleDbConnection) ;
ds = new DataSet();

dAdapter.Fill (ds);

dataGridview2.DataSource = ds.Tables[0];
//dataGridview2.DataBind{)

//GridvView2.DataSource = ds.Tables[0].DefaultView;
//GridvView2.DataBind();

//ds.Tables (0] .Clear():

myOleDbConnection.Close();

//This part of coding is used for creating combinations

private void createComb_Click(object sender, EventArgs e)

{

/*if (progressBarl.Value == progressBarl.Maximum)
{ progressBarl.Value = progressBarl.Minimum;
%or (int i = progressBarl.Minimum; i <=
progressBarl.Maximum; i++)

{ progressBarl.PerformStep()

}*/

OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myQOleDbCommand =
myOleDbConnection.CreateCommand() ;
myOleDbConnection.Open();

/*0leDbDataAdapter dAdapter;

DataSet ds;
String insertSQL = "select * from d"; //where " +
supplierdroplist.Text + " like'" + suppliertxt.Text + "'";

dAdapter = new OleDbDataAdapter (insertSQL,
myQleDbConnection);
ds = new DataSet();

dAdapter.Fill (ds);

dataGridView2.DataSource = ds.Tables{0];*/

String insertSQL = "insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count (milk) Total from " + textBoxPartl.Text + "
group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";
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OleDbCommand c¢md = new
OleDbCommand (insertSQL, myOleDbConnection) ;

cmd. ExecuteNonQuery () ;

I111177700000777777777777777777

/*String insertSQL = "insert into & select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count (milk) Total from '" + textBox4.Text +
"'group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)"

OleDbCommand cmd = new
OleDbCommand (insertSQL, myOleDbConnection) ;

cmd . ExecuteNonQuery () ; */

1111177111777 7777777777

String insertSQL2 = "delete e where (MILK=0 or BREAD=0 or
BUTTER=0 or HONEY=0 or EGGS=0 or BISCUIT=0 or MILKCREAM=0
or YOGURT=0 or COFFEE=0 or TEA_BAGS=0) or (MILK is null and
BREAD is null and BUTTER is null and HONEY is null and EGGS
is null and BISCUIT is null and MILKCREAM is null and
YOGURT is null and COFFEE is null and TEA_BAGS is null)":
OleDbCommand cmd2 = new

OleDbCommand (insertSQL2, myOleDbConnection) ;
cmd2.ExecuteNonQuery () ;

String insertSQL3 = "update e set milk=0 where milk is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY,EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA BAGS,count(milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE,TEA_BAGS)";

OleDbCommand cmd3 = new

OleDbCommand (insertSQL3,myOleDbConnection) ;

cmd3 . ExecuteNonQuery () ;

111177777 777777/7777

String insertSQL4 = "update e set BREAD=0 where BREAD is
null”;

//insert into e select
,,,,EGGS,BISCUIT,MILKCREAM,YOGURT,COFFEE,TEA_BAGS,count(mil
k) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";

OleDbCeommand cmd4 = new

OleDbCommand (insertSQL4,myOleDbConnection) ;

cmd4 .ExecuteNonQuery () :

String insertSQL5 = "update e set BUTTER=0 where BUTTER is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA _BAGS)";

OleDbCommand cmd5 = new
OleDbLommand(1nsertSQL5,myOleDbConnectlon),

cmd5 .ExecuteNonQuery () ;
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String insertSQL6 = "update e set HONEY=0 where HONEY is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA BAGS,count(milk)} Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE,TEA_BAGS)";

OleDbCommand cmd6 = new

OleDbCommand (insertSQL6, myOleDbConnection) ;
cmd6.ExecuteNonQuery () ;

String insert8QL7 = "update e set EGGS=0 where EGGS is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT,MILKCREAM, YOGURT,
COFFEE, TEA BAGS)":

OleDbCommand cmd7 = new

OleDbCommand (insertSQL7,myOleDbConnection) ;

cmd7 .ExecuteNonQuery () :

String insertSQL8 = "update e set BISCUIT=0 where BISCUIT
is null";

//insert into e select

MILK, BREAD,BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";

OleDbCommand cmd8 = new

OleDbCommand {insertSQL8,myOleDbConnection);
cmd8.ExecuteNonQuery() ;

String insertSQL9 = "update e set MILKCREAM=0 where
MILKCREAM is null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count (milk)} Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCULIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";

CleDbCommand cmd9 = new

OleDbCommand (insertSQLY9, myOleDbConnection) ;
cmd9.ExecuteNonQuery () ;

String insertSQL11 = "update e set YOGURT=0 where YOGURT is
null"”;

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand ¢mdll = new OleDbCommand (insertSQL11,
myOleDbConnection) ;

cmdll. ExecuteNonQuery () ;
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String insertSQL12 = "update e set COFFEE=0 where COFFEE is
null®;

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT,MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmdl2 = new

OleDbCommand (insertSQL12, myOleDbConnection) ;
cmdl2.ExecuteNonQuery () ;

String insertSQLl1l3 = "update e set TEA BAGS=0 where

TEA BAGS is null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmdl3 = new

OleDbCommand (insertSQL13, myOleDbConnection) ;
cmdl3.ExecuteNonQuery() ;

1177177707777 777777777/77777777777777

String insertSQL14 = "alter table e add (pkey
varchar (10))";

OleDbCommand cmdl4 = new

OleDbCommand (insertSQL14,myOleDbConnection);
cmdl4 . ExecuteNonQuery() ;

String insertSQL15 = "update e set

pkey=MILK| | BREAD| |BUTTER| | HONEY | | EGGS| |BISCUIT}| | MILKCREAM] |
YOGURT{ { COFFEE| | TEA_BAGS";

OlebDbCommand cmdl5 = new

OleDbCommand {insertSQL15, myOleDbConnection) ;
cmdl5.ExecuteNonQuery();
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//string connectionString = "Provider=MSDAORA.1l;User
ID=scott;password=TIGER";

//0leDbConnection myOleDbConnection = new
OleDbConnection (connectionString):

//0leDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
//myOleDbConnection.Open() ;

//String insertSQL = "insert into nasir (empno,ename)” + "
values ('" + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString() + "'")";

//0leDbCommand ¢md = new OleDbCommand (insertSQL,
myOleDbConnection) ;

//cmd. ExecuteNonQuery () ;
/////////////////////////////////////

OleDbbDataAdapter dAdapter;

//SglDataAdapter dAdapter:;

DataSet dsl;

//8glConnection con = new SglConnection(conn);

Finding Frequent Item Sets Using Incremental (Interval) Technique 40



Chapter 5 , Implementation

String insertSQL21 = "select * from e order by total":
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SglDataAdapter{insertSQL,
myQleDbConnection);

dAdapter = new OleDbDataAdapter (insertSQL21,
myOleDbConnection) ;

dsl = new DataSet():

dAdapter.Fill(dsl);

dataGridvView2.DataSource = dsl.Tables[0];
//dataGridview2.DataBind();

//Gridview?2.DataSource = ds.Tables[0].DefaultView;
//GridViewZ.DataBind () ;

//ds.Tableg{0] .Clear();
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/ /MessageBox.Show ("Record Successfully Inserted"):;
//myOleDbConnection,.Close ()
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myOleDbConnection.Close();
MessageBox.Show("Combinations Created Successfully"):;

//In this part we are dropping the table and then create the new table
as well as table structure

private void dropCreate_Click(object sender, EventArgs e)
{
OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open();

/*0leDbDataAdapter dAdapter;

DataSet ds;

String insertSQL = "select * from d"; //where " +
supplierdroplist.Text + " like'" + suppliertxt.Text + "'";

dAdapter = new OleDbDataAdapter(insertSQL,
myQleDbConnection);
ds = new DataSet ():

dAdapter.Fill (ds):

dataGridvView2.DataSource = ds.Tables[0];*/
String insertSQL = "drop table e";
OleDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection) ;

cmd.ExecuteNonQuery () ;
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}

String insertSQL2
where 1=2";
OleDbCommand cmd2 = new QleDbCommand (insertSQLZ2,
myOleDbConnection);

cmd?2 . ExecuteNonQuery () ;

myOleDbConnection.Close();

MessageBox.Show ("After Droping Table New Table is Created
Successfully");

"create table e as select * from d

//For integrating or Merging the combinations that were created in
different partition.

{

private void integrate_Click(object sender, EventArgs e)

OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open();

String insertSQL = "merge into e a using e2 b
on(a.pkey=b.pkey) when matched then update set
a.total=(a.total+b.total) when not matched then insert
values
(b.MILK,b.BREAD,b.BUTTER,b.HONEY, b.EGGS, b.BISCUIT, b .MILKCRE
AM, b.YOGURT, b.COFFEE,b.TEA BAGS,b.total,b.pkey)";
OleDbCommand cmd = new
OleDbCommand (insertSQL, myOleDbConnection) ;
cmd.ExecuteNonQuery () ;
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//string connectionString = "Provider=MSDAORA.1;User
ID=scott;password=TIGER";

//0leDbConnection myOleDbConnection = new
OleDbConnection(connectionString);

//0leDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;

// myOleDbConnection.Open():

//String insert3QL = "insert into nasir (empno,ename)" + "
values ('" + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString() + "')";

//0leDbCommand ¢md = new OleDbCommand (insertSQL,
myOleDbConnection);

//cmd .ExecuteNonQuery () ;
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OleDbDataAdapter dAdapter;

//SqlDataAdapter dAdapter;

DataSet dsl:;

//8glConnection con = new SglConnection(conn);
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String insertSQL21 = "select * from e order by total";
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SqglDataAdapter(insertSQL,
myOleDbConnection);

dAdapter = new QleDbDataAdapter (insertSQL21,
myQleDbConnection);

dsl = new DataSet():;

dAdapter.Fill (dsl);
dataGridvViewd_forml.DataSource = dsl.Tables[0];
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OleDbDataAdapter dAdapter22;

//SqlDataAdapter dAdapter;

DataSet ds;

//8qlConnection con = new SglConnection{conn):;

String insertSQL2 = "select * from e order by total";
//where " + supplierdroplist.Text + " like'"™ +
suppliertxt.Text + "'";

//dAdapter = new 8glDataAdapter (insertSQL,
myOleDbConnection) ;

dAdapter22 = new OleDbDataAdapter{insertSQL2,
myOleDbConnection);

ds = new DataSet():

dAdapter22.Fill (ds);

dataGridvView2.DataSource = ds.Tables[0];

117777710777 77777777771074777777/7777777

//string connectionString = "Provider=MSDAORA.1;User
ID=scott;password=TIGER";

//0leDbConnection myOleDbConnection = rnew
OleDbConnection(connectionString);

// OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
//myOleDbConnection.Open{}; ;
//String insertSQL = "insert into nasir (empno,ename)” + "
values ('" + textBoxl.Text.ToString(} + "','" +
textBox2.Text.ToString() + ""}";

//0leDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection);

//cmd.ExecuteNonQuery () ;
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Integrate test = new Integrate();

test.Show():

/*0leDbDataAdapter dAdapter00;

DataSet ds00;

String insertSQL200 = "select * from e order by total”;
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";
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}

dAdapter00 = new OleDbDataAdapter(insertSQLz00,
myOleDbConnection);
ds00 = new DataSet();

dAdapter00.Fill (ds00);
dataGridViewd .DataSource = ds00.Tables[0}:*/

L1077 7777770777777 777777777777

/ /MessageBox.Show {"Record Successfully Inserted");
//myOleDbConnection.Close ()
LILTITLTT LTI 7 7777707777 7777
myQOleDbConnection.Close();
MessageBox.Show("Integration Created Successfully");

//combinations are created for second partition

private void createcomb2 Click{object sender, EventArgs e)

{

OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open{();

/*0leDbDataAdapter dAdapter;
DataSet ds;

String insertSQL = "select * from d"; //where "
+ supplierdroplist.Text + " like'" + suppliertxt.Text +

we e,
4

dAdapter = new OleDbDataldapter (insertSQL,
myOleDbConnection) ;
ds = new DataSet():;

dAdapter.Fill (ds);

dataGridview2.DataSource = ds.Tables[0];*/

/*String insertSQL = "insert into e2 select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_ BAGS,count{milk) Total from b2 group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmd = new OleDbCommand (insertSQL,
myQOleDbConnection) ;

cmd.ExecuteNonQuery () *

IIITITLILL 7077777777700 07 7007777777

//8tring insertSQL = "insert into e2 select

MILK,BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA BAGS,count{milk) Total from " + textBoxPart2.Text + "
group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";
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String insertSQL = "insert into e2 select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from ™ + comboBoxl.Text + "
group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

QOleDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection);

cmd.ExecuteNonQuery();

IIVIELIII 1000007077707 7717

String insertSQL2 = “delete e2 where (MILK=0 or BREAD=0 or
BUTTER=0 or HONEY=0 or EGGS=0 or BISCUIT=0 or MILKCREAM=(
or YOGURT=0 or COFFEE=0 or TEA BAGS=0) or (MILK is null and
BREAD is null and BUTTER is null and HONEY is null and EGGS
is null and BISCUIT is null and MILKCREAM is null and
YOGURT is null and COFFEE is null and TEA_BAGS is null)";
OleDbCommand c¢md2 = new OleDbCommand{insertSQL2,
myOleDbConnection) ;

cmd2 .ExecuteNonQuery():

String insertSQL3 = "update e2 set milk=0 where milk is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";

OleDbCommand cmd3 = new OleDbCommand{insertSQL3,
myOleDbConnection) ;

cmd3.ExecuteNonQuery () ;

L1110 71077777777

String insertSQL4 = "update e2 set BREAD=0 where BREAD is
null”;

//insert into e select
,,,,EGGS,BISCUIT,MILKCREAM,YOGURT,COFFEE,TEA_BAGS,Count(mil
k) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmd4 = new OleDbCommand (insertSQL4,
myOleDbConnection) ; :

cmd4 .ExecuteNonQuery();

String insertSQL5 = "update e2 set BUTTER=0 where BUTTER is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE,TEA_BAGS)";

OleDbCommand cmdS = new OleDbCommand (insertSQL5,
myOleDbConnection) ;

cmdS .ExecuteNonQuery () ;

String insertSQL6 = "update e2 set HONEY=0 where HONEY is
null®;
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//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";

OleDbCommand cmdé6 = new OleDbCommand(insertSQL6,
myOleDbConnection);

cmd6 .ExecuteNonQuery () ;

String insertSQL7 = "update e2 set EGGS=0 where EGGS is
null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from © group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCU1T, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmd7 = new OleDbCommand(insertSQL7,
myOleDbConnection) ;

cmd? .ExecuteNonQuery() ;

String insertSQL8 = “update e2 set BISCUIT=0 where BISCUIT
is null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count {milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA BAGS)";

OleDbCommand cmd8 = new OleDbCommand{insertSQLS,
myOleDbConnection);

cmd8 .ExecuteNonQuery() ;

String insertSQL9 = "update e2 set MILKCREAM=0 where
MILKCREAM is null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmd9 = new OleDbCommand{insertSQL9,
myOleDbConnection) ;

cmd9 . ExecuteNonQuery() ;

String insertSQL1l1 = "update e2 set YOGURT=0 where YOGURT
is null";

//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT,MILKCREAM, YOGURT, COFFE
E,TEA_BAGS,count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmdll = new OleDbCommand{insertSQL1l1,
myOleDbConnection);

cmdll.ExecuteNonQuery () ;

String insertSQL12 = "update e2 set COFFEE=0 where COFFEE
is null";
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//insert into e select

MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS, count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmdl2 = new OleDbCommand(insertSQL12,
myOleDbConnection) ;

cmdl 2, ExecuteNonQuery () ;

String insertSQL13 = "update e2 set TEA BAGS=0 where

TEA BAGS is null";

//insert into e select

MILK, BREAD,BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT, COFFE
E, TEA_BAGS, count (milk) Total from b group by

cube (MILK, BREAD, BUTTER, HONEY, EGGS,BISCUIT, MILKCREAM, YOGURT,
COFFEE, TEA_BAGS)";

OleDbCommand cmdl3 = new OleDbCommand (insertSQL13,
myOleDbConnection) ;

cmdl3.ExecuteNonQuery() ;
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String insertSQL14 = "alter table e2 add (pkey
varchar(10))";

OleDbCommand cmdl4 = new OleDbCommand(insertSQL14,
myOleDbConnection) ;

cmdl4d . ExecuteNonQuery();

String insertSQL15 = "update e2 set

pkey=MILK| |BREAD| | BUTTER| |HONEY| | EGGS| | BISCUIT| |[MILKCREAM| |
YOGURT| | COFFEE] | TEA_BAGS";

OleDbCommand cmdl5 = new QleDbCommand(insertSQL15,
myOleDbConnection);

cmdl5.ExecuteNonQuery() ;
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//string connectionString = "Provider=MSDAORA.1l;User
ID=scott;password=TIGER";

//0OleDbConnection myOleDbConnection = new
OCleDbConnection(connectionString);

//0leDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand();
//myOleDbConnection.Open();

//8String insertSQL = "insert into nasir (empno,ename)" + "
values ('" + textBoxl.Text.ToString() + "','"™ +
textBox2.Text.ToString () + "')";

//0leDbCommand cmd = new OleDbCommand{(insertSQL,
myOleDbConnection) ;

//cnd.ExecuteNonQuery () ;
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OleDbDataAdapter dAdapter;

//SqlDatahdapter dAdapter;

DataSet dsl:;

//SglConnection con = new SglConnection(conn);
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String insertSQL21 = “select * from e2 order by total";
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SglDataAdapter(insertSQL,
myOleDbConnection);

dAdapter = new (OleDbDataAdapter (insertSQL21,
myQleDbConnection);

dsl = new DataSet();

dAdapter.Fill (dsl):
dataGridview3.DataSource =
//dataGridview2.DataBind{():
//GridvView2.DataSource = ds.Tables([0].DefaultView;
//GridvView2.DataBind () ;

//ds.Tables[0].Clear{);

dsl.Tables[0];

myOleDbConnection.Close () ;
MessageBox,.Show ("Combinations Created Successfully");

//For dropping and creating table.

private void dropCreate2_Click(object sender, EventArgs e)
{
OleDbConnection myOleDbConnection = new
OleDbConnection{connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open(});

/*0leDbDataRdapter dAdapter;
DataSet ds;

String insertSQL = "select * from d"; //where " +
supplierdroplist.Text + " like'" + suppliertxt.Text + "'";
dAdapter = new OleDbDataAdapter{insertSQL,
myOleDbConnection) ;

ds = new DataSet();

dAdapter.Fill(ds);

dataGridView2.DataSource = ds.Tables[0];*/
String insertSQL = "drop table e2";
OleDbCommand cmd = new OleDpCommand (insertSQL,
myOleDbConnection) ;

cmd.ExecuteNonQuery () ;

String insertSQL2 = “create table e2 as select * from d
where 1=2";//change table d to table_d2

OleDbCommand cmd2 = new QleDbCommand{insertSQL2,
myQOleDbConnection) ;

cmd2 .ExecuteNonQuery() ;

myOleDbConnection.Close();
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MessageBox.Show("After Droping Table New Table is Created
Successfully"):

//1f you want to display the combinations of the different partition

private void showComb2_Click(object sender, EventArgs e)
{

//string connectionString = "Provider=MSDAORA.1l;User
ID=scott;password=TIGER";
OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
QleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open();
//8tring insert8QL = "insert into nasir (empno,ename)® + "
values ('Y + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString () + "')";
//0leDbCommand ¢md = new OleDbCommand{insertSQL,
myOleDbConnection) ;
//cnd. ExecuteNonQuery () ;
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OleDbDataRAdapter dAdapter;
//SqlDataAdapter dAdapter;
DataSet ds;
//SglConnection con = new SglConnection{conn);

String insertSQL2 = "select * from e2 order by total”;
//where ™ + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SglDataAdapter (insertSQL,
myOleDbConnection) ;

dAdapter = new OleDbDataAdapter (insertSQLZ,
myOleDbConnection) ;

ds = new DataSet{();

dAdapter.Fill (ds);
dataGridview3.DataSource =
//dataGridview2.DataBind():
//GridView2.DataSource = ds.Tables[0].DefaultView;
//GridView2.DataBind();

//ds.Tables[0].Clear():

ds.Tables[0];
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/ /MessageBox.Show ("Record Successfully Inserted"):;
myOleDbConnection.Close();

) .

private void Showcomb3 Click(object sender, EventArgs e)
{

Finding Frequent Item Sets Using Incremental (Interval) Technique 49



Chapter 5 Implementation

//string connectionString = "Provider=MSDAORA.1l;User
ID=scott;password=TIGER";

OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString):;

OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open();

//8tring insertSQL = "insert into nasir (empno,ename)" + "
values ('" + textBoxl.Text.ToString{() + “',*'" +
textBox2.Text.ToString() + "')";

//0leDbCommand cmd = new OleDbCommand (insertSQL,
myQOleDbConnection);

//cmd.ExecuteNonQuery () ;

1177777777777 7/77777777777777777777777
OleDbDataAdapter dAdapter;

//SqlDataAdapter dAdapter;

DataSet ds;

//SqlConnection con = new SqlConnection(conn):;

String insertSQLZ = "select * from e order by total';
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SglDataAdapter(insertSQL,
myOleDbConnection);
dAdapter = new OleDbPataAdapter (insertSQL2,
myOleDbConnection);
ds = new DataSet():

dAdapter.Fill (ds);

dataGridView4_ forml.DataSource = ds.Tables[0];
//dataGridview2.DataBind();

//GridvView?2.DataSource = ds.Tables[0].DefaultView;
//GridView2.DataBind():

//ds.Tables{0] .Clear();
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//MessageBox.Show ("Record Successfully Inserted");
myOleDbConnection.Close();

//For displaying Combinations

private void showComb4 Click(object sender, EventArgs e)
{
//string connectionString = "Provider=MSDAORA.1l;User
ID=scott;password=TIGER";
OleDbConnection myOleDbConnection = new
OleDbConnection{connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
myOleDbConnection.Open();

//String insertSQL = "insert into nasir (empno,ename)" + "
values ('" + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString() + "')";
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//0leDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection) ;

//cmd.ExecuteNonQuery () ;

1117777777777 777777777777717777777777
OleDbDataAdapter dAdapter;

//8glDatahdapter dAdapter:

DataSet ds:

//3glConnection con = new SglConnection{conn);

String insertSQL2 = "select * from e3 order by total"®;
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SqlDataAdapter({insertSQL,
myOleDbConnection)

dAdapter = new OleDblataAdapter (insertSQL2,
myOleDbConnection);

ds = new DataSet():

dAdapter.Fill (ds):
dataGridview5.DataSource = ds.Tables[0];
myOleDbConnection.Close();

//After clicking on the “ind frequent itemset” it generates the
frequent itemsets in the new form.

private void findFrequent Click({object sender, EventArgs e)

{

OleDbConnection myOleDbConnection = new
OleDbConnection (connectionString) ;

OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open();

[1777/7777777777

String insertSQL = "drop table e3";

OleDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection) ;

cmd . ExecuteNonQuery () ;

String insertSQL2 = "create table e3 as select * from e";
OleDbCommand cmd2 = new OleDbCommand(insertSQL2,
myOleDbConnection) ;

cmd2 .ExecuteNonQuery () ;

1111171111117 777

String insertSQL3 = "delete e3 where total < '" +
threshold.Text + "'%;

OleDbCommand cmd3 = new OleDbCommand(insertSQL3,
myOleDbConnection) ;

cmd3.ExecuteNonQuery();

1170707707707 7777777777

//0leDbConnection myQleDbConnection = new
OleDbConnection(connectionString):
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//0leDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
// myOleDbConnection.Open();

//String insertSQL = "insert into nasir (empno,ename)” + "
values ('" + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString() + "')";

//0OleDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection) ;

//cmd.ExecuteNonQuery () ;

TITITI700 00T i07 0000007777777 7777777
OleDbDataAdapter dAdapter22;

//SqlDataAdapter dAdapter;

DataSet ds;

//S8qlConnection con = new SglConnec¢tion(conn);

String insertSQL222 = "select * from e3 order by total";
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SglDataAdapter(insertSQL,
myOleDbConnection);

dAdapter22 = new OleDbDataAdapter (insertSQL222,
myOleDbConnection) ;

ds = new DataSet();

dAdapter22.Fill (ds);

dataGridView5.DataSource = ds.Tables(Q]:
//dataGridView2.DataBind();

//GridView2.DataSource = ds.Tables{0].DefaultView;
//GridvView2.DataBind();

//ds.Tables[0].Clear();

L1100 000000777000 00 0070001700717 177
//MessageBox.Show ("Record Successfully Inserted");
// myOleDbConnection.Close();
LIPIIII7777777777777777
myOleDbConnection.Close();
MessageBox.Show("Fregent Item Sets Created Successfully"):;
}

private void Save Click(object sender, EventArgs e)
{
OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
myOleDbConnection.Open();
for (int count = 0; count < dataGridViewl.Rows.Count - 1;
count++)
{
int rowCount = count + 1;
//Get first cell value
object milk = dataGridViewl.Rows[count].Cells{0].Value;
if (milk == null)
{
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MessageBox.Show("Please enter prodcut name in Row
number: " + rowCount):
return;
}
object bread =
dataGridviewl.Rows[count] .Cells[1l].Value;
if (bread == null)
{
MessageBox.Show("Please enter prodcut price in row
numper: " + rowCount):;
return;

}
HELLETIL L0 T i i iy

object BUTTER =
dataGridviewl.Rows[count] .Cells[2].Value;

if (BUTTER == null)

MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount):;
return;

object HONEY =
dataGridviewl,Rows{count].Cells[2].Value;

if (HONEY == null)

{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

object EGGS = dataGridViewl.Rows|[count].Cells[2].Value;
if (EGGS == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

object BISCUIT =
dataGridViewl.Rows[count] .Cells(2].Value;
if (BISCUIT == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

object MILKCREAM =
dataGridvViewl.Rows[count) .Cells[2].Value;
if (MILKCREAM == null)
{
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MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount):;
return;

object YOGURT =
dataGridViewl.Rows[count].Cells{2] .Value;

if (YOGURT == null)

{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount):;
return;

object COFFEE =
dataGridViewl.Rows[count] .Cells[2] .Value;
if (COFFEE == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

object TEA_BAGS =
dataGridViewl.Rows[count] .Cells[2] .Value;
if (TEA_BAGS == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount):;
return;
}
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string insertQry = "INSERT INTO data_fill
(milk, bread, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGUR
T,COFFEE, TEA_BAGS) VALUES('" +

milk + nv,nv + bread + nulvu + BUTTER + “.,|“ +
HONEY + "','" 4+ EGGS + "','" 4+ BISCUIT + "l,'l“ +
MILKCREAM + "', '™ 4+ YOGURT + "','"™ + COFFEE + "','" +
TEA BAGS + "")";

//0OleDbConnection dbConnection = new

OleDbConnection(conString):

try
{
//myOleDbConnection.Open{) ;
OleDbCemmand command = new OleDbCommand (insertQry,
myOleDbConnection);
command .ExecuteNonQuery() ;
}
catch (Exception ex)
{
MessageBox.Show(ex.Message);
}

MessageBox.Show("inserted successfully"):
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myOleDbConnection.Close ()
}

private void browse2 Click(object sender, EventArgs e)
{
OpenFileDialog ofd = new OpenFileDialog();
ofd.ShowDialog{():;
textBox2.Text = ofd.FileName;
}

private void load2_Click(object sender, EventArgs e)

{
my_dataset = new MDataSet (textBoxZ2.Text);
//my_dataset.create similarity matrix(l);
Mommo.Data.ArrayDataView ar = new
Mommo.Data.ArrayDataView(my dataset.discrete_data);
dataGridview6.DataSource = ar;
//my_dataset.sort _similarity matrix():
//pictureBoxl.Image = d2i.my_image;

}

private void savebtn Click(object sender, EventArgs e)
{
OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myOleDbCommand =
myQleDbConnection.CreateCommand () ;
myOleDbConnection.Open():;
for {(int count = 0; count < dataGridviewl.Rows.Count - 1;
count++)
{
int rowCount = count + 1;
//Get first cell value
object milk = dataGridvViewl.Rows{count].Cells[0].Value;
if (milk == null)
{

MessageBox.Show("Please enter prodcut name in Row
number: " + rowCount);
return;
}
object bread =
dataGridvViewl.Rows[count] .Cells{1].Value;
if (bread == null)
{
MessageBox.Show("Please enter prodcut price in row
number: " + rowCount);
return;
}
1177777777 777777077717777777777777

object BUTTER =

dataGridviewl.Rows[count] .Cells[2].Value;
if (BUTTER == null)

{
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MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

object HONEY =

dataGridViewl.Rows[count] .Cells[2].Value;

if (HONEY == null)

{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

object EGGS = dataGridViewl.Rows[countl.Cells([2].Value;
if (EGGS == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

object BISCUIT =
dataGridvViewl.Rows[count] .Cells[2] .Value;
if (BISCUIT == null)
{
MessageBoxz.Show("Please enter prodcut description in
Row number: " + rowCount):;
return;

}

object MILKCREAM =
dataGridvViewl.Rows {count] .Cells{2].Value;
if (MILKCREAM == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

object YOGURT =

dataGridvViewl.Rows[count] .Cells([2].Value;

if (YOGURT == null)

{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount):
return;

}

object COFFEE =
dataGridvViewl.Rows|[count].Cells[2].Value;
if (COFFEE == null)
{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;
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}

object TEA_BAGS =

dataGridviewl.Rows[count] .Cells[2].Value;

if (TEA_BAGS == null)

{
MessageBox.Show("Please enter prodcut description in
Row number: " + rowCount);
return;

}

II11777 0700000700777 777077700077707777777
string insertQry = "INSERT INTO data_fill2
(milk, bread, BUTTER, HONEY, EGGS, BISCUIT, MILKCREAM, YOGUR
T,COFFEE, TEA_BAGS) VALUES('" +

milk + "','" + bread + "','" + BUTTER + "','" + HONEY
+ "',' + EGGS + "','"™ + BISCUIT + "','" + MILKCREAM
+ "', '" + YOGURT + "','"™ + COFFEE + "','" + TEA BAGS
+ lll)ll;

try

//myOleDbConnection.Open();
OleDbCommand command = new OleDbCommand(insertQry,
myOleDbConnection); {
command.ExecuteNonQuery () ;
//MessageBox.Show ("Row: "+ rowCount+ " data saved in
db™);

}

catch (Exception ex)

{
MessageBox.Show (ex.Message) ;

}

MessageBox.Show("inserted successfully"):
myOleDbConnection.Close();
}

private void exitToolStripMenultem Click(object sender,
EventArgs e)
{
Application.Exit();
}

private void loadDataToolStripMenultem Click(object sender,
EventArgs e)

{
Load test = new Load():

test.Show();
}

private void createCombinationsToolStripMenulteml Click(object
sender, EventArgs e)
{
CreateCombination test = new CreateCombination();
test . Show();
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private void integrateMergeToolStripMenultem_Click(object
sender, EventArgs e)

{

Integrate test = new Integrate():
test.Show();

}

private void findFrequentItemsToolStripMenultem2 Click(object
sender, EventArgs e)

{

FindFrequentItems test = new FindFrequentItems():
test.Show():

}

private void buttond Click(object sender, EventArgs e)

{

FindFreguentItems test = new FindFreguentItems();
test.Show();

5.2, Integration / Merging

//Integration of combinations that are created in differents
partitions.

using
using
using
using
using
using
using
using
using

System

System.
System.
System.
System.
System.
System.
System.
System.

I10;
Collections.Generic;
ComponentModel;
Data;

Drawing;

Text;

Windows.Forms;
Data.OleDb;

namespace Mining

{

public partial class Integrate : Form

{

string

ID=sco
publ
publ
{

connectionString = "Provider=MSDAORA.1;User
tt;password=TIGER";

ic MDataSet my_dataset;

ic Integrate()

InitializeComponent ();
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//This is the function that can merge different different
partition{combiations).

private void buttonl_ Click(object sender, EventArgs e)
{
OleDbConnection myOleDbConnection = new
OleDbConnecticn(connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand () ;
myOleDbConnection.Open{) ;

String insertSQL = "merge into e a using e2 b
on{a.pkey=b.pkey) when matched then update set
a.total=(a.total+b.total) when not matched then insert
values
(b.MILK, b.BREAD,b.BUTTER, b.HONEY, b.EGGS,b.BISCUIT, b.MILKCRE
AM, b.YOGURT, b.COFFEE,b.TEA BAGS,b.total,b.pkey)}";
OleDbCommand cmd = new OleDbCommand(insertSQL,
myOleDbConnection);
cmd.ExecuteNonQuery () ;
myOleDbConnection.Close();
MessageBox.Show("Integration Created Successfully"):

}

//Display the resultant integration item sets

private void Showcomb3_Click(object sender, EventArgs e)
{
//string connectionString = "Provider=MSDAORA,1;User
ID=scott;password=TIGER";
OleDbConnection myOleDbConnection = new
OleDbConnection(connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
myOleDbConnection.Open{);
//8tring insertSQL = "insert into nasir (empno,ename)" + "
values ('" + textBoxl.Text.ToString() + "','" +
textBox2.Text.ToString() + "")";
//0leDbCommand cmd = new QleDbCommand(insertSQL,
myOleDbConnection) ;
//cmd.EzxecuteNonQuery() ;
L11777107777207070777777070777777777777
OleDbDataAdapter dAdapter;
//SqlDataAdapter dAdapter;
DataSet ds;
//SqlConnection con = new SqglConnection(conn);

String insertSQL2 = "select * from e order by total";
//where " + supplierdroplist.Text + ™ like'" +
suppliertxt.Text + "'";

//dAdapter = new SqlDataAdapter(insgertSQL,
myOleDbConnection);
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dAdapter = new CleDkDataAdapter (insertSQL2,

myOleDbConnection);

ds = new DataSet();

dAdapter.Fill (ds);

dataGridviewd .DataSource = ds.Tables[0]:
//dataGridview2.DataBind():

//Gridview2.DataSource = ds.Tables[0].DefaultView;
//Gridview2.DataBind () ;

//ds.Tables[0] .Clear():

L1117 7100 700077777777 7777777778777777777
//MessageBox.Show("Record Successfully Inserted");

myOleDbConnection.Close();

}
priv

EventArgs e)
{

}

ate void exitToolStripMenultem Click(object sender,

this.Close():

5.3. Finding Frequent ItemSets

//At the end
of that give

using System

using System.
using System.

using System

using System.
using System.
using System.
using System.
using System.

;user can specify minimum theshold value.And on the basis
n threshold frequent itemsets are displayed.

10;
Collections.Generic;
.ComponentModel;
Data;

Drawing;

Text:

Windows.Forms;
Data.OleDb;

namespace Mining

{

public partial class FindFregquentItems : Form

{
publ

{
}

ic FindFrequentItems()}
InitializeComponent ()

string connectionString =
"Provider=MSDAORA,.1;UserID=scott;password=TIGER";

public MDataSet my_dataset:;
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//We can find Frequent Item Sets using the below code.

private void findFrequent_Click(object sender, EventArgs e)
{
OleDbConnection myOleDbConnection = new
OleDbConnection (connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand() ;
myQleDbConnection.Open();
1117771171777777
String insertSQL = "drop table e3";
OleDbCommand cmd = new OleDbCcommand (insertSQL,
myOleDbConnection) ;
cmd.ExecuteNonQuery () ;
String insertSQL2 = "create table e3 as select * from e";
OleDbCommand cmd2 = new OleDhCommand (insertSQL2,
myOleDbConnection) ;
cmd? ,ExecuteNonQuery() ;
11110777777 7777
String insertSQL3 = "delete e3 where total < '" +
threshold.Text + "'";
OleDbCommand cmd3 = new QOleDbCommand{insertSQL3,
myOleDbConnection) ;
cmd3.ExecuteNonQuery () ;
[1/1777777777777777777777
//string connectionString = "Provider=MSDAQRA.1;User
ID=scott;password=TIGER";
//0leDbConnection myOleDbConnection = new
OleDbConnection (connectionString);
//0leDbCommand myQleDbCommand =
myQleDbConnection.CreateCommand() ;
//myOleDbConnection.Open();
//String insertSQL = "insert into nasir (empno,ename)” + "
values ('" + textBoxl.Text.ToString() + "', '™ +
textBox2.Text.ToString() + "')}";
//0leDbCommand cmd = new OleDbCommand (insertSQL,
myOleDbConnection) ;
//cmd. ExecuteNonQuery () ;
L1770 7077 707000000707 11007707771777
OleDbDataAdapter dAdapter0;
//SqlDataAdapter dhdapter:;
DataSet ds0;:
//8qlConnection con = new SglConnection(conn):;

String insertSQL20 = "select * from e3 order by total";
//where " + supplierdroplist.Text + " like'" +
suppliertxt.Text + "'";

//dAdapter = new SglDataAdapter(insertSQL,
myOleDbConnection) ;

dAdapter0 = new CleDbDataAdapter (insertSQL20,
myQOleDbConnection) ;

ds0 = new DataSet ():

dAdapter0.Fill (ds0) ;
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private void exitToolStripMenulItem Click(object sender,
EventArgs e)

{

this.Close();
}
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dataGridview5.DataSource = ds0.Tables[0]:
//dataGridView?2.DataBind();

//GridView2.DataSource = ds.Tables[0].DefaultView;
//GridvView2.DataBind();

//ds.Tables([0].Clear{);

L1000 000007770007777777777777777747777/

/ /MessageBox.Show ("Record Successfully Inserted");

/ /myOleDbConnection.Close () ;

1011100000707 70077770077777

myOleDbConnection.Close();

MesigggBox.Show("Freqent Item Sets Created Successfully"):;
} i B j i

//For displaying the frequent itemsets

private void showComb4_Click(cbject sender, EventArgs e)
{
//string connecticnString = "Provider=MSDACRA.1;User
ID=scott ;password=TIGER";
OleDblaonnection myOleDbConnection = new
OleDbConnection{connectionString);
OleDbCommand myOleDbCommand =
myOleDbConnection.CreateCommand/{) ;
myOleDbConnection.Open() ;

//8tring insertSQL = "insert into nasir (empno,ename)" + "
values ('" + textBoxl.,Text.ToString() + "','" +
textBox2.Text.ToString() + "")";

//0leDbCommand cmd = new OleDbCommand{insertSQL,
myOleDbConnection) ;

//cmd.ExecuteNonQuery () ;

117171171771 7777777/777777/7771777777777
OleDbDataAdapter dAdapter;

//3glDataAdapter dAdapter:;

DataSet ds;

//SqlConnection con = new SglConnection(conn);

String insertSQL2 = "select * from e3 order by total";
//where " + supplierdroplist.Text + " like'" ¢+

| txt,TﬁXUm; o
R s
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Chapter 6 Results And Conclusion

6. Results and Conclusion

Efficiency of this algorithm is dependent on the number of partition in which data comes
into the data warehouse. As well as number of partitions increases, the efficiency of this
algorithm will increase as compare to the other algorithms. E.g. we have a dataset that
contains 10 Lac transactions. And if it takes one second to resolve two transactions then
totally it takes 5 Lac seconds in the case of other algorithms. But in our algorithm if there
are 10 partitions then it takes only 50 thousand seconds with some integration/merging
time. And if same data comes in 20 partitions then efficiency of this algorithm also
increases. It takes only 25 thousand seconds with little bit integration/merging time. In
the case of 10 partitions we save 4 Lac and 50 thousand seconds. And in the case of 20
partitions we save 4 Lac and 75 thousand seconds. And also saves a little bit time of
privileges and syntax checking that is stored in shared pool buffer. So at the end as the
number of partitions increases the efficiency will increase. So the efficiency of this

algorithm is directly proportion to the number of partition.

Now we take a dataset that have 10 million transactions. If data comes in different

number of partitions then we check the efficiency of this algorithm with graph. W
Other

Y I Algorithms
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Fig 6.1 Comparison Graph
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Chapter 6 Results And Conclusion

An efficient algorithm for association rule mining is one that can provide solution to
some of the mentioned factors discussed in literature survey. As the algorithm should use
small candidate item sets and generates frequent item sets efficiently, execution time
should be minimized. Here, a new technique for finding frequent item sets is present.
This is incremental based technique. In this technique generation of item sets are done on
interval bases, and then integrate/merge the resultant item sets of different intervals. And
at the end globally check the frequent item sets on the basis of support count. An efficient
algorithm for association rule mining is one that can provide efficient solution and
generates frequent item sets efficiently, execution time should be minimized. The
incremental (interval) based technique is a new technique for finding frequent item sets.
This technique can generate frequent item sets efficiently and also reuse the combinations
of item sets that were created before. Ultimately, we got an efficient algorithm to find

frequent item sets.
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Screen Shots

This algorithm is implemented using Visual C#.Net as front end and Oracle as Backend.

Following are snapshots of the different phases of execution of project.

e Splash Screen

When the software is executed this screen appears.

FFIS-IT

Finding Frequent [temSets
Using
Incremental (Interval Based) Technique

Developed By
Abdul Nasir MS-CS
{2009) |

International Islamic University Islamabad

Fig A-1 Splash Screen
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Loading data into the database. Data may load from flat file, dump table or may be from

transactional database.

¥ Finding Frequent (temSets Using Incremental (Inferval) fased fechnique

Load Data Into the Database

1 0 1 0 1 1 1 1 0
0 0 0 1 0 1 1 0 1 0
1 0 1 1 0 1 1 0 0 0
0 0 1 1 1 0 1 0 1 0
1 0 0 0 0 0 1 1 1 1
1 0 1 1 1 0 1 0 0 0
1 0 1 1 0 0 1 1 1 1
0 1 0 1 1 1] 0 0 1 1
0 1 1 0 0 1 0 1 1 1
1 1 0 o] 0 1 1 0 0 1
] 0 0 0 1 1 1 1 1 4]
1 1 1 1 1 1] 1 0 1 0
1 0 0 0 0 1 1 0 1 1
1 0 1 1 0 Y 1 0 1 0
0 [ 1 1 1 [} 1 1 0 1
0 1 1 1 1 1 1 0 0 Q
0 0 1 0 1 1 1 1 0 0
1 1 1 [ ] 1] o 1 1 0

¢ \dala_load ct Laad Data Fram Flat File dinp 2 Load Data From *,dmp Fils

Fig A-2: Load Data into the Database
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Possible itemsets combinations are created of Table “A”.
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Fig A-3: Combinations of “Table A”
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Possible itemsets combinations are created of Table “A” and Table “B”.

Counting Frequency of the Possible itemSets

able A 22 :53:48 : 408 a e 22:53:58: 809

0 1 1 1 1 0 1 1 1 1
0 1 1 0 1 1 1 1 1 1 1
0 1 1 1 1 0 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1
0 1 1 1 1 1 1 1 1 [ 1
1 0 0 1 1 1 1 1 0 1 1
1 0 1 1 1 1 0 0 1 1 1
1 0 1 1 1 0 1 1 1 1 1

MATH S PP DATA_10_lact : Create Combinations Detalls of hemSets

0 1 1 1 1 1 1
] 1 1 0 1 1 1 1 1 1 1
0 1 1 1 1 0 1 1 1 1 1
0 1 1 1 1 1 1 0 1 1 1
0 1 1 1 1 1 1 1 1 0 1
1 0 0 1 1 1 1 1 0 1 1
1 0 1 1 1 1 0 0 1 1 1
1 0 1 1 1 Q 1 1 1 by 1

able Name D{7¥™ [ Deap And Create Create Combinations | Detaile of ltsmSets-

Fig A-4: Combinations of “Table A” and “Table B”
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Details of possible itemsets

 Finding, trequent itemSets Using incvemental {interval) Based fechnigue

Counting Frequency of the Possible IltemSets

TltomSet | 2 emSet] 3tamSat| 4 ltemSets 5ltomSet | 6 ltomSat] 7 ltomSet BliomSet{ 3 lemSotd 10 ltomSet]

4218
4202
4237
6139
4241
4236
4130
6182
6177
4309
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Fig A-5: Details of possible itemsets
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After merging /integration of previous combinations.

Merging itemSets

Fig A-6: Merging / Integration
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Appendix A

At the end user can find frequent item sets.

Frequent ItemSets
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Fig A-7: Frequent Itemsets
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