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MM Based On-Line URDU Character Recognition Abstract

ABSTRACT

With the advent of new input devices there is a need to provide the users with natural
way of input. Obviously the natural way of input text is using Pen and Paper. The new
devices such as PDAs, Writing Boards are also natural ways of input. There is another
device Digital Pen which writes on normal Paper. The paper is printed with predefined
pattern. Pen and Paper are the most natural way of entering the handwritten data. There
are number of online handwritting recognition engines available for languages such as
English, French, Spanish, Chinese and Arabic. Cursive languages espically, are still a
focus point for the researchers. The variation in writing style and cursive nature adds to
the complexity of Recognition.

We propose a technique for On-Line Handwritting Recognition using Hidden Markov
Model for Urdu with Digital Pen(Anoto technology). In this approach we separate the
legature on the basis of size and identify the secondary stroke. Once the Legatures are
separated we consider first stroke as primary stroke. The chain code and features are
computed for the primary stroke and passed on to Hidden Markov Model for
identification. Once the Primary Stroke and Secondary Stroke is identified grammer is
used to identify the exact legature. We have separate Grammar for each legature with
similary primary stroke.
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Chapter 1 Introduction

1.1 Project Introduction:

Our research is On-Line Handwriting Recognition using Hidden Markov Model for
Urdu script. The only purpose of our research is to extend the work of our senior
student to a level where we can implement it practically in devices like PDAs, and
Mobiles. We are sure that after couple of revision we will see Urdu recognition
available in devices.

Very limited work has to be done on online side and unfortunately there is no
recognition engine available in the market for both online and offline character
recognintion. Whole work done on Urdu recognition is based on Artifical Neural
Network and we focused on Statistical Modeling technique namely Hidden Markov
Model due to its success in similar application like character recognition and speech
recognition. As we have time information in online system thus it produce better
reuslt for online system than offline character recognition that have no time
information. Also we can compare the results of recognitions using statistical and
Artificial Neural network so that it can serve as reference to new researchers. Here is
a brief introduction on Online Handwritting recognition also termed as Online Optical

Character Recognition.

1.2 Optical Character Recognition

Optical Character Recognition is a field of research in Artificial Intelligence, Pattern
Recognition and Machine Vision. Optical Character Recognition (OCR) is the branch
of pattern recognition that studies methods of converting text in the form of images
into computer understandable text. This deals with extraction of Text from images or
any other signal and its conversion to Computer or Machine understandable text. The
main purpose of OCR is to add human reading power to our machines. The potential
of OCR systems is enormous because they enable users to harness the power of
computers to access printed documents. OCR is already being used widely in the legal
profession, where searches that once required hours or days can now be accomplished
in a few seconds.

While Optical Character Recognition has made huge advances in recent years, it still

does not perform well in recognizing handwriting or fonts that look similar to

HMM Based Online Urdu Character Recognition 2



Chapter 1 Introduction

handwriting due to large variation of writing. There are systems within the banking
industry that use OCR technology to try to read the amounts on hand written checks,
to go along with the computer's ability to read the routing and account numbers.On
the basis of input data to the Optical Character Recognition System we can classify
the OCRs into two categories. Which are as under.

1.2.1 Offline Character Recognition

Input data in the Offline Recognition is mostly in the form of image, bitmap or raw
document. The input data is mostly collected from scanner or image from digital
camera. The technique is referred to as offline as the recognition is done after the
document is complete. Means in these types of recognition systems the recognition is
not performed at the time of writing and there is some delay involved. The Urdu script
is very similar to the Arabic script. Arabic Text Recognition Systems generally have
following stages: image acquisition,pre-processing, segmentation, feature extraction,
classification and recognition[1] .

1.2.2 Online Character Recognition:

On-line handwriting recognition is a very important technique for convenient human
computer interface. Pen-based input gives a lot of advantages. First of all, it helps
users, such as computer novices and old people, to conveniently use a computer. It
also makes a small size portable computer (PDA, handheld PC, palm PC, etc.)
possible because there is no need for keyboard or keypad. The data is input through
some Digital Pen, Writing Board and Styles. The device transfer the coordinates of
the data to the system. For on-line recognition, a digitizer samples the handwriting to
time-sequenced pixels as it is being written. Hence, the on-line handwriting signal
contains additional time information, which is not presented in the off-line signal.

1.3 Classification of OCR

From the classifier perspective, the Arabic Text Recognition Systems are further

divided into Segmentation based and Segmentation-free systems [2].
1.3.1 Segmentation Free Systems:

In these systems, the word is recognized as a whole without trying to segment and

recognize characters or primitives [3]. There are many approaches to this method.

HMM Based Online Urdu Character Recognition 3



Chapter 1 Introduction

Keeping in mind the Urdu script especially the handwritten Urdu script is simply very
difficult to segment individual characters from a legature. In ligature based approach
every ligature is recognized based on some pre defined features of ligatures. This
approach does not need character segmentation algorithms, but efficient ligature
recognition algorithms. A few rules are needed and the ligatures from all possible
Urdu words are to be stored in the data set/dictionary.
1.3.2 Segmentation Based Systems:
In Segmentation based systems, each word is further divided into a number of
subparts. The segmentation-based systems are further subdivided into four categories:

e Isolated/Pre-segmented characters,

e Segmenting a word into characters,

e Segmenting a word into primitives,

* Integration of recognition and segmentation.
These systems are either impractical because they try to recognize digits and isolated

characters or they have low recognition rate because of segmentation errors [3].

Offline Gnling
Document
Character
e |:"> Recognition| ) Recognition
/ bl‘ (handwritten
N/ &
S printed)

Figure 1.1 Online and offline OCR

HMM Based Online Urdu Character Recognition 4



Chapter 1 Introduction

<2
. 1.4 Methods for Recognition:
' The Process of recognition starts with data acquisition, preprocessing, segmentation,
( Feature Extraction, Recognition and than post processing.
| 1.4.1 Data Acquisition:
( The data is collected from the device. The data we receive from the device contains a
‘ stream of {x,y} coordinates. The time information of the stroke. Means we can get the
. amount of delay involved in between the strokes. Moreover there are devices that
provides the level of force with which user has pressed the pen. Data is acquired once
, the pen is up or it can be acquired on the fly in realtime.
Input Data
{ |
Preprocessing
[ !
Segmentation
stroke/character/
ligaturefword
(- !
l‘ Feature
Extraction
{ v
Recognition

;' !

Recognition Result

Figure 1.2: Recognition Process

( 1.4.2 Pre-processing:
| Preprocessing invloves the removal of any redundant information and noise. This
process is a collection of different operation that are performed over a raw data. This
raw data can be image or stream of x and y. Following are different steps involved in
the Pre-processing.

¢ Skew Detection

¢ Noise Removal

¢ Filtering

HMM Based Online Urdu Character Recognition 5
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¢ Smoothing

e Thinning

e Resizing

¢ Normalization

e Slant Normalization

e Decomposition.

1.4.3 Segmentation:

The segmentation process takes all of the written data and attempts to segment
this data into words and characters. This process also incorporates global features
such as baseline, size, and other helpful statistical features above the shape-based
recognition. All of these features are combined together and use optimization
techniques, which output the most probable segmented recognition results in a short
time.

1.4.4 Feature extraction:

The raw data (X, y coordinates) is transformed into more suitable recognition
related features. These features model the underlying features of the written data, such
as the curve, direction, break points, height and more. These features are the
groundwork for the higher levels.

1.4.5 Shape Recognition/ Post-Processing:

The heart of online/ offline character recognition is the ability to compare a
written set of strokes (or sub strokes in cursive letters) to character templates. The
results are a set of characters along with their associated match probability. The
comparison is based on analyzing the shape features, with the more sophisticated
(high level) attributes assisting to provide a complete recognition system later.

1.4.6 Linguistics and Dictionary:

These are additional sources of information that help to resolve conflicts between
similar looking characters. The information is usually based on statistical modeling of
the language or as a language dictionary. The statistical representation optimizes the
written text as an adequate sequence of letters, as expected in the language — such as
referring to “ing” at the end of a word, versus “iny”. The dictionary searches the

written text for the most probable word in the dictionary.

HMM Based Online Urdu Character Recognition 6
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1.4.7 Training:

Training enables the user to teach the recognition system his/her individual
writing style. Preferably, the training is done in an "on the fly" manner — i.e. any
correction of erroneous text is also a training event.

1.5 Urdu Character Recognition

Urdu is a cursive language. For designing a recognition system for any language it is
necessary to understan the rules and characteristics of that language. So here is the
brief history of urdu

1.5.1 History Of Urdu:

The word “Urdu” is derived from Turkish language meaning 'foreign' or 'horde’. It
belongs to the Indo-European language family and has influences from Persian,
Arabic and Hindi. More than 160 million people use Urdu as its first and second
language across the globe [2]. Urdu is the national language of Pakistan and is the
mother language of about 10 million (8%) people in Pakistan and 50 million in India.
Urdu is also widely spoken in Afghanistan, Bahrain, Bangladesh, Botswana, Fiji,
Germany, Guyana, India, Iran, Malawi, Mauritius, Nepal, Norway, Oman, Qatar,
Saudi Arabia, South Africa, Thailand, UAE, United Kingdom and Zambia. Formal
vocabulary of Urdu is borrowed from Arabic and Persian while it embodies
morphological and phonological similarities with Hindi [3].

1.5.2 Urdu Characterestrics

Urdu contain 36 characters for which Urdu script uses different style. More than ten
fonts are used in Urdu namely Nastalig, Naskh , Noori Naskh, Noori Nastaliq , Koofi
ect Nastaleeq and Nasakh are the most popular.Some of the most important

characteristics of Urdu script , which distinguish it from other languages, are:

* Direction of Writing:

Unlike English, Urdu is written from right to left like Arabic.

* Cursive Nature:

Urdu text, both typewritten and handwritten is cursive in nature with all the
characters connected to each other within a word. Spaces in Urdu may occur between

ligatures and between words.

HMM Based Online Urdu Character Recognition 7
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* Presence of a Base Line:

Like other languages e.g. English, Urdu has a base line. The base line is a horizontal
line which runs through the text, cutting all the words at some point.

* Overlapping:

The characters in Urdu overlap vertically and do not touch each other.

* Diacritics: Urdu text has some diacritics. Diacritics though sparingly used, are very
important in the proper pronunciation of the word. The examples of some of the
diacritics are: Kasr-e-Izafat, jazm, hamza, khari zabar, and khari zer etc. [3].
Ligatures: Several characters of Urdu are combined vertically to form a ligature.

* Upper and Lower Cases:

There is no concept of upper case and lower case in Urdu language writing.

* Context Sensitive Shape

The shape of every character depends on the position in the word. In the Naskh way
of writing script, Urdu assumes four different shapes depending on whether the
character is isolated, in the beginning, at the end or connected from both the sides in a

word as shown in figure 1.

(3 (b} i} &)

Figure 1: Different shapes of Urdu character (a). beginning (b). middle.
(c) end.(d)Isolated [1]
* Strokes:
The basic rule is that any Urdu character has one main stroke and zero
or more secondary stroke as shown in figure 2. Each word of Urdu can be broken
into ligatures. The combination of these ligatures forms different words. Each

ligature comprises of more than one strokes.

| - Sa

2 2

(@) (b) (c)

HMM Based Online Urdu Character Recognition 8
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Figure 2. (a). zero secondary stroke,( b). One secondary stroke
(c). Two Secondary Stroke ie dot and digonal of lam
1.5.3 Applications of Online Urdu Character Recognition:

On-line handwriting recognition is a very important technique for
convenient human computer interface. Pen-based input has a number of advantages.
First of all, it helps users such as computer novices, old people and house wives to
conveniently use a computer. It also makes a small sized portable computer (PDA,
handheld PC, palm PC, etc.) possible because there is no need for keyboard or
keypad. The collected raw data is later used for the recognition process.

The specific applications of this new software for Urdu are expected in areas where
natural way of input i.e. pen-based input is preferred as the convenient input methods:
e Mobile phones giving the facility of Urdu messaging,
¢ Urdu digitizing notepads,
e Lecture to text conversion,
e User friendly Urdu handwriting recognition software such as Microsoft Office.
e Entering Urdu text in to PDA’s.

1.6 Organization of Thesis :
There are five chapters and one appendix in the thesis/research report. The first

chapter introduces Optical Character Recognition (OCR), its types and different
classification methods. A brief introduction on Urdu and its OCR is also given in this
chapter. The second chapter gives brief overview of some previous work done in the
field of OCR. The third chapter presents our proposed methodology. It describes the
working of each module of the system. The forth chapter describes the testing of
different samples. The fifth chapter gives brief discussion of the conclusion and

concludes the discussion with future recommendations.

HMM Based Online Urdu Character Recognition 9
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Chapter 2 Literature Review

This chapter discuss some of the previous works done in the field of Optical Character
Recongition. Following are the some research papers, which have been reviewed in

order to understand what has been done in the past.

2.1 Automatic Recognition of Handwritten Arabic Characters Using Their
Geometrical Features [4] _

This research aims to use geometrical features and neural networks to automatically
recognize (read) off-line handwritten Arabic words. It concentrates on the feature
extraction process, i.e. extraction of the main geometrical features of each of the
extracted handwritten Arabic characters. A complete system able to recognize Arabic-
handwritten characters of only a single writer is proposed and discussed. A review of
some of the previous trials in the field of off-line handwritten Arabic character
recognition is included. The system first attempts to remove some of the variations
found in the images that do not affect the identity of the handwritten word (slant
correction, slope correction, and baseline estimation). Next, the system codes the
skeleton of the word so that feature information about the lines in the skeleton is
extracted (segmentation and feature extraction). The features include locating
endpoints, junctions, turning points, loops, generating frames (segmentation step), and
detecting strokes. These features are then passed on to the recognition system for
recognition. The character classification is achieved in this research using a feed
forward error back propagation neural network. A 69.7 percent recognition rate has
been achieved for the character frames of data.

Preprocessing:

The preprocessing operation consists of image Loading, Slope Correction, Slant
Correction, and Thinning. The slope correction is achieved by application of the Shear
transform parallel to the y-axis.

Finding Handwriting Features:

A number of useful features have been found from the processing that has already
been performed on the writing: endpoints, junctions, complementary characters,
loops, and turning points. The methods for the detection of intersection points,

endpoints, and loops, are all operating on skeletonized bit maps.

HMM Based Online Urdu Character Recognition 11
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Character Classification:

The character classification is done in this research using feed forward error back
propagation neural network. The network has a single hidden layer of standard
perceptions with nonlinear activation functions. The mapping process is from input,
represented by features extracted for the Arabic character, to the output, that
represents an indication to that character.

The recognition process has known two trials. The neural network has three layers. In
both trials, the number of output neurons and the number of hidden neurons was
same. The achieved accuracy in first trial is 53%. In the second trial, the recognition

accuracy increases to 69.7%.

2.2 A Feature Extraction Technique for Online Handwriting Recognition [5]

The paper presents a feature extraction technique for online handwriting recognition.
The technique incorporates many characteristics of handwritten characters based on
structural, directional and zoning information and combines them to create a single
global feature vector. The technique is independent to character size and it can extract
features from the raw data without resizing.

Their proposed technique has been classified into eight modules such as dehooking,
extract feature points, stroke extracting, calculate PEN-UP, extract zones and
directions of start point and end point, extract changes in writing direction, calculate
height/width ratio and extract zone information which creates a global feature vector
and uses a back-propagation neural network based classifier. The models are
described below:

Dehooking:

Hooks can occur at the beginning and end of strokes due to inaccuracies in pen-down
detection and rapid or erratic motion in placing the stylus on, or lifting it off the tablet.
To remove hooks if the vector direction length is less than threshold, remove it from
the dataset, otherwise keep it.

Extract stroke:

Stroke is defined as continuous path of the pen from the moment it is placed on the

writing surface until the moment it is lifted up. In this case, stroke is the series of

HMM Based Online Urdu Character Recognition 12
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points from “PEN-DOWN” point to “PEN-UP” point. The feature calculated in this
research is the number of strokes for one character. Thus the method used to get the
strokes was simply by counting how many “PEN_DOWN” occurred in the dataset for
one character or digit.

Zones and directions of start and end point:

Using the lateral coordinates and the longitudinal coordinates of the first point and the
second point, start point direction (SD) and the end point direction (ED) has been
calculated. For the zone information, the whole region of character was separated into
six zones in this research.

Change of writing direction:

The change of writing direction is regarded as the changing from pen going up (down)
to down (up) or going left (right) to right (left). For one particular character or digit,
the order of strokes may be very different, but the change of writing direction will be
similar. Based on vector direction, we can get the jag point where the writing
direction changed. Using the coordinates of continuous two jag points they have
found how many times the direction is changed.

Global Feature Vector:

A global feature vector is based on a number of characteristics such as writing
direction going down, writing direction going up, writing direction going left, writing
direction going right, Z1, Z2, Z3, Z4, Z5 and Z6: 6 zones.

Back-Propagation Neural Network Classifier:

A back-propagation neural network with a single hidden layer is used as a
classifier.Using the proposed technique and a Neural Network based classifier; many
experiments were conducted on UNIPEN benchmark database. The recognition rates
are 98.2% for digits, 91.2% for uppercase and 91.4% for lowercase. The method and
techniques proposed in this paper have shown improvement when compared with
previously existing techniques.

2.3 Design of an OCR System for Online Urdu Input[6]

The recognition engine Online Urdu Character Recognizer (OLUCR) presented by
Hussain S.A.et.al recognizes 38 one character ligatures , 709 two character ligatures

e.g. W, «a etc and approximately 50 most commonly used three character ligatures

HMM Based Online Urdu Character Recognition 13
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e.g. W&, o, 55, U, W etc. The authors presented a method for recognition of online
Cursive Urdu hand written Nastaliq Script. The system is currently trained for 250
ligatures. By using multiple classes of features, they improved the number of ligatures
that can be identified and successfully recognized 250 base ligatures and 6 secondary
strokes. These when combined form more than 850 ligatures which can recognize
approx 18000 words of Urdu dictionary successfully. The Recognition rate of base
ligatures was 93% and of the secondary strokes was 98%. |

2.4 On-Line Recognition of Handwritten Text Based on Hidden Markov Model
[7].

New use of pen pressure as a feature was proposed for the improvement of basic
performance of the writer independent online handwritten character recognition
technique based on HMM technique.

He proposed two kind of feature rclated to pen pressure one is the pressure
representing the pen ups and downs in a continuous manner and other is the time
derivative of the pressure representing the temporal pattern of pen pressure. Through
experimentation evaluation using 1016 elementary Kanji characters compared with
the base line performance using the velocity vector only.

2.5 Recognition of Online Handwritten Formulas [8]

The paper presented by Kosmala A., Rigoll G. describes a system for the recognition
of online handwritten mathematical expressions. The system presented here is based
on Hidden Markov Models (HMMs) and offers thus the advantage of a simultaneous
segmentation and recognition, avoiding the complex and crucial handwriting
segmentation during pre-processing. The segmentation and recognition result is used
in a further step for the interpretation of the symbols and their spatial relationships
The results presented in this paper show, that with the introduction of appropriate
constraints a robust online handwritten formula recognition is feasible, even without
requiring an artificial style of handwriting. Furthermore it is very helpful to perform
segmentation and recognition in a single path in order to achieve a robust recognition,

instead of applying segmentation algorithms in a pre-processing step.

HMM Based Online Urdu Character Recognition 14
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2.6 On-Line Handwriting Recognition Using Hidden Markov Models [9]

In this thesis Han Sue presented a series of feature experiments aimed at showing that
the performance of the baseline system can be improved dramatically by augmenting
the six baseline features with new features, which would provide the HMM with
information about the handwriting which was not represented by the original features.
A new vertical height feature was used to characterize vertical height. A new space
feature was used to represent inter-word space. The hat stroke features were used to
overcome HMM'’s output independence assumption. The sub stroke features were
implemented to improve the characterization of global information. By training and
testing on the BBN on-line cursive handwriting data corpus, with the new features the
system obtained a word error rate of 9.1%, a 34% reduction in error from the baseline
error rate of 13.8%. The space feature and the sub stroke features each reduced the
word error rate approximately 15%. The new features improved the HMM’s modeling
of handwriting, thus, also improved the recognition performance of the overall system
significantly.

2.7 Online Handwriting Recognition Technology and Its Applications [10]

The study presented by Tanaka H, Iwayama N. describes Fujitsu’s online handwritten
character recognition (OLCR) technology and some application software that adopts
this technology. OLCR has the highest level of performance among Japanese OLCRs
and is based on two of unique character recognition technologies: hybrid character
recognition and bigram-based context processing. To realize more effective and
practical handwriting interfaces, additional OLCR techniques such as hybrid
adaptation, predictive handwriting recognition, and box-free handwritten string
recognition were developed. Several software products, including Japanist 2003 and
Japanist for Pocket PC, have adopted this technology. This technology is also used by
the standard handwriting recognition engine in FMV-STYLISTIC, which is one of
Fujitsu’s Tablet PCs. In one experiment, OLCR technology achieved a 94.6%
recognition accuracy for Japanese text compared to other software available on the

market, which achieved an accuracy of only 82 to 88%.

HMM Based Online Urdu Character Recognition 15
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Chapter 2 Literature Review

2.8 Sub Stroke Approach to HMM-based On-line Kanji Handwriting
Recognition [11]

A new method is proposed for on-line handwriting recognition of Kanji characters.
The method employs sub stroke HMMs as minimum units to constitute Japanese
Kanji characters and utilizes the direction of pen motion. The main motivation is to
fully utilize the continuous speech recognition algorithm by relating sentence speech
to Kanji character, phonemes to sub strokes, and grammar to Kanji structure. The
proposed system consists input feature analysis, sub stroke HMMs, a character
structure dictionary and a decoder. The present approach has the following advantages
over the conventional methods that employ whole character HMMs.

2.9 An Online Handwriting Recognition System For Turkish [12].

They presented an online handwriting recognition system for Turkish. The results are
quite good and show the promise of the features and the overall approach of the
system. Sample handwritings from the database are shown in Figure 6. Most words
were written discretely (noncursive), with occasional touching characters, which,
unlike offline handwriting, do not pose extra difficulty for the recognizer. However,
on close inspection of the errors made by the system, while writing a word, many
people have gone back and rewritten a bad character somewhere in the word. Since
word models are composed of concatenated letter models of its constituent letters, in

order, this writing behavior may account for a significant part of the error rate.

HMM Based Online Urdu Character Recognition 16
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Chapter 3 Proposed System

3.1 Problem Statement:

There are many online character recognition systems for different languages for
example English, Japanese, Chinese and Thai etc. Urdu has been unfortunate in this
respect. There is not a single online character recognition exist for Urdu. Urdu is a very
complex language when it comes to recognition by computer. It is difficult to recognize
because of having quite distinct and complex characteristics such as

e Variety of scripts and styles.

e Cursive script.

e Vast character set.

e Context Sensitive letter shape.

e Overlapping characters.

3.2 System Design:

The recognition engine makes use of various approaches in order to recognize the
strokes. This is due to the cursive nature of the Urdu handwriting. The characters are
recognized using the ligature based approach in which the whole ligature is recognized as
it without segmenting it into its constituent alphabets. The recognition systems are
generally divided in to two types. Segmentation based and segmentation free recognition
systems. We have used the segmentation free approach because many of the recognition
errors occur due to errors in segmentation. The segmentation free system extracts a
feature vector for each ligature which is then passed on to HMM for classification of the
ligature. We have used the Vitribi algorithms for classification. Using the strokes (X, y)
co-ordinates and the chain codes, unique features for every stroke are detected and a
feature vector is extracted. This feature vector is then fed in to the back propagation
neural network for the classification of every stroke in to its respective class.

We have successfully recognized 700 base ligatures and 8 secondary strokes. The

secondary strokes recognized are:

HMM Based Online Urdu Character Recognition. 18
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Figure 3.1: Secondary Strokes

Namely, (left-right order) hay, kaaf and gaaf long diagonal stroke, Madaa, Hamzaa,

f triple dots, double dots and the single dot. Altogether the recognizer can successfully

recognize  ligatures whose combinations results in the formation of ~ words.

display and further editing as per user requirement.

{ Inout (PGC File)
( Pre-Processing

| Stroke Segmentation

Primary Stroke

Feature Extraction

Pre-Processing on

Secondary Strokes

Features
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'] . . :
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Secondary Stoke
Feature Extraction

Figure 3.1 Structure of the System
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The valid ligatures form valid words. These words are then written to a text file for
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Chapter 3 Proposed System

3.3 System Modules:

Keeping the challenges of Urdu online character recognition in mind and
following the literature study, our proposed system consists of the modules which are
also the building blocks in many of the papers mentioned in the Literature Survey.
Methodology used for our system is online character recognition. As recognition can be
either word, ligature or character based. Our system uses ligature based recognizer, thus

this is the segmentation free approach. The modules include:

3.3.1 Acquisition:

In this system digital pen was used for ease of use. As pen have limiting
processing power and camera frame rate, therefore input was taken at a normal speed
from the trained user.

3.3.2 Preprocessing:

The data thus obtained often contains irregularity such as the different size, hooks

and erratic handwriting generated by inexperienced users. Hooks occur due to the

inaccuracies during pen up and pen down.

Figure 3.2: Jeem written by inexperienced writer and Lam Ray containing hooks in the
beginning and end
3.3.2.1 Interpolation:

Due to the limiting processing power of pen and low camera frame rate, it skips
some points; this depends upon the writing speed, to compute the missing point’s
interpolation is performed for correct classification. More over for better result the writer
should write with normal speed. Some important feature missed when high speed text

was written by user for training purpose.

HMM Based Online Urdu Character Recognition. 20
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Chapter 3 Proposed System

3.3.2.2 Scaling:
As the user writes text with different size, so it must be resized before feature

extraction so that variations are reduced.

3.3.2.3 Chain Codes:

Chain code describes an object by a sequence of line segments with a given orientation.
The method was introduced in 1961 by Freeman. In this approach, an arbitrary curve is
represented by a sequence of small vectors of unit length and a limited set of possible
directions, thus termed the unit-vector method. From a selected starting point, a chain
code can be generated by using 4-directional or 8-directional chain code. N-directional
(N =2k ) chain code is also possible, it is called general chain code. The codes associated

with eight possible directions, with x as the current contour pixel position, are defined as:

[ 7Y
b3

Chain codes = 4
5

R = R

X
6

We have used the 8-directional chain coding. The pre-processing steps were performed
on the chain codes.
In order to remove hooks and the erratic strokes the following approaches were carried:-
1. Dehooking.
2. Smoothing.
3.3.2.4 Dehooking:
Hooks are very common artifacts found at the beginning and end of the strokes.
As the pen is very sensitive thus they are generated during fast writing or writing by
inexperienced person, when pen-down and pen-up events are generated. These often
create problems in the detection of the original ligature. Therefore, it is very important to
remove them.
These usually occur at the beginning and the end of the stroke. The hooks

occurring at the beginning and the end of the stroke are removed with the help of the

HMM Based Online Urdu Character Recognition. 21
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Chapter 3 Proposed System

generated chain codes. If the length of the chain code at the beginning or end is less then
the specified threshold, then that part considered a hook and is removed by either
discarded it or replacing the respective co-ordinates with the neighboring ones.

Hooks are generated by users either he is experienced or inexperienced. As there
is a very small lines that is added at start and end but some problems exist in removing
these hooks, it may possible that small up of Jeem is removed as shown in below instead

of hooks.

Figure 3.3: Alif before and after Dehooking

3.3.2.5 Smoothing:

As the text contains the irregularity due to the hand shivering by nature.
Smoothing is one of simplest approaches for data filtering. As in many preprocessing
methods, it consists of substituting the coordinates of the original point by using the
neighboring points. In our project smoothing was done on the chain codes of the stroke.
Two to three pixel smoothing was done as per the variations in the chain codes of the
stroke for e.g. the Urdu letter Laam gave the following chain codes before and after
smoothing:

Before:
“6,6,5,5,5,5,5,56,55,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,

6,6,6,6,6,6,7,7,6,6,6,6,6,6,6,6,6,5,5,5,5,5,5,5,5,5,5,5,5,4,5,4,4,4,4, 4,
4,4,4,3,2,3,2,3,3,3,3,2,3,2,2,2,2,2,2,2,1,2,2,1,2,1,2,1,2,1,2,2,1,2”

HMM Based Online Urdu Character Recognition. 22
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Chapter 3 Proposed System

After:
“5,5,5,5,5,5,5,5,55,56,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,
6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,6,5,5,5,5,5,5,5,5,5,5,5,5,5,5,4,4,4, 4, 4,
4,4,4,4,4,4,4,3,3,3,3,3,3,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2”

To grasp the idea better the e.g. operation is shown in the figure below.

Figure 3.4: Laam before and after smoothing

3.3.3 Ligature Identification:

Once the ligature has undergone the two steps of pre-processing it is ready for
identification. For identification of the ligature a segmentation free approach is used. In
this approach the ligature is not broken up in to its constituent alphabets and recognized
by constructing a feature vector of every ligature that is input to the system. Although,
this process is somewhat difficult, as we had to find out unique features for every
ligature out of the hundreds of ligatures under our study. With The Grace of Allah
Almighty we managed to find out a unique feature set for each of the 500 ligatures

successfully.

3.3.4 Feature Extraction:

In this stage, we extracted features for the recognition of base ligatures and the
secondary strokes as well. For the base ligatures a feature vector consisting of twenty six
was prepared. The features extracted were syntactical i.e. they identified various shape
forms present in the Urdu ligatures such as loops, intersections, loops in the beginning or

end or the pen movement, direction/writing style of any ligature. These also included

HMM Based Online Urdu Character Recognition. 23
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Chapter 3 Proposed System

features that are selected on the presence of certain alphabets of Urdu language. For
example there is an Aein feature which is selected on the presence of Aein in any
ligature. These features were very helpful in uniquely distinguishing the ligatures. The

feature vector prepared includes the following features.

= Start-Eight Chain Code:
This feature depends upon the starting of the ligature either diagonal, left, up act
like <.

= Start Vertical Down:
This feature was selected when the ligature was a straight vertical downward in the
beginning. For e.g.dekac?,

= Start Vertical Up:
This feature was selected when the ligature was a straight vertical upward in the
beginning. As there is no word which starts from upward but this feature is used to
differentiate numerals like Y and | are written with same style. So for numerals we
write from downward.

* End Vertical Up:
This feature was selected when the ligature was a straight vertical upward in the
end. Fore.g s 1S L,

* End Vertical down:
This feature was selected when the ligature was a straight vertical downward in the
end. Fore.g. s ,p0.

= Horizontal RtoL:
This feature was selected if the during writing the ligature the pen movement is
from right to left horizontally For e.g. in b ¢,

* Diagonal RtoL:
This feature was selected if the during writing the ligature the pen movement is
from right to left diagonally like in <.

= Diagonal LtoR:
This feature was selected if the during writing the ligature the pen movement is

from left to right diagonally like in 3.

HMM Based Online Urdu Character Recognition. 24
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» Horizontal LtoR:
If the during writing the ligature the pen movement is from Left to right
horizontally then the Horizontal lefttoright is selected. For e.g. in ¢ .

= Hedge RtoL:

In Urdu characters like Noon, Seen, Qaf have we can say semi circle sort of shape

R

in them. For such characters we have selected a feature called the hedge. This
feature is selected when semi circle present from right to left like (& «C.

» Hedge LtoR:
In Urdu characters like Jeem, Ayen have we can say semi circle sort of shape
in them. For such characters we have selected a feature called the hedge. This
feature is selected when semi circle present from right to left like Z,¢ .

» Curve LtoR:

The direction of writing of these curves varies from right to left and also from right

to left. Therefore, Curve LtoR has been selected for characters those writing
direction is right to left liked ,u.
= Curve RtoL:

I

If the curve direction of the character from left to right then Curve RtoL is selected

like —, T, €.
Cusp:

I

A cusp is a sharp turning point in a stroke. This feature is selected for the ligature

which contains the cusps such as those present in Seen and Seen Ray like ou,om .

]

* Intersection:

When ever an intersection is encountered in a stroke this feature is selected for that
stroke. For e.g. these are present in Seen, Tuwn etc. like b 8.

Ray/Dal:

This feature is selected for the character ray of Urdu alphabet. If any ligature is a

combination of ray or dal then this feature is also selected for that particular

ligature like ¢, .

—
| - * Loop Up:

In order to differentiate the loop in fay, Qaf this feature was identified and selected.
r The writing direction of the loop in Qaf is clockwise so we selected Loop up

HMM Based Online Urdu Character Recognition. 25
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Feature like (3, .

{.
! f » Loop Down:
’—- In order to differentiate the loop in fay, Qaf and Meem, this feature was identified
and selected for Meem. The writing direction of the loop in Meem is anti clock
j" wise shown in figure below. Therefore, this loop down was selected for meem like
e pnep

~ = Loop Swad:
In order to differentiate the loop in fay, Qaf , Meem and Swad, this feature was
identified and selected for Swad. As the swad loop is like a egg so it is identified to

separate the Swad from other loop like wa,ua: .

8 = Hey:
In order to differentiate the loop in fay, Qaf and Meem and hey , this feature was
f identified and selected for Hey like ® -
~ = BayRay:
,( This feature was selected if character some character combine with ray like », » .
= Bayyee:

r This feature was selected if character some character combine with choti ye like (,
o
r = Aien Bit:
This feature was selected if character Aein is detected in any ligature like § .
r Hay middle Bit
This feature is selected in the presence of hay in the ligature like Jew ,Je> .
r Tuan Bit:
This feature is selected on the presence of tuan in any ligature like Jagaw Mas .
r * Madaa: '
All the Madaa ligatures have this feature selected for them. The shape of madaa and
r other madaa ligatures for example ~ ,~ .
- 3.3.5 Stroke Identification:

-
L S This stage can be further sub divide in to two identification phases.

1. The identification of the base stroke

HMM Based Online Urdu Character Recognition. 26
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Chapter 3 Proposed System

2. The identification of the secondary stroke.

In normal writing norms, the base ligature is written before the secondary stroke.
Therefore, the base stroke is recognized first. This also eliminates the chance of errors
such as putting a secondary stroke after a base ligature which does not expect it to be
there. If we expect a secondary stroke after the base stroke, a secondary flag is set for it.
Then the next stroke is treated as a secondary stroke. Another scenario is that if the user
did not place a secondary stroke as it was optional. In this case the software checks the
incoming stroke. If it fulfills the criteria for being the secondary stroke the processing for
the secondary stroke starts otherwise this new stroke is also taken as a base stroke. For
each stroke the feature vector is prepared. This feature vector is given as input to Hidden
Markov Models. HMM then processes the inputs and generates the output.

3.3.6 HMM Classifier:
A Hidden Markov Model is a stochastic process that generates an output

sequence, o. The output values are typically values of cepstrum parameters.

- /"‘\\\ e \ {f"fﬁx\l
; &/’\ &/ \/ :\{/:\‘) -~
N AN g

Figure 3.5: Scheme of a hidden Markov model, with circles representing states 1 to 5.

The arrows represent the transition probabilities, named after the states involved. The

bigger circles in the middle are the emitting states.

A difficult problem of HMM systems is to determine a method to adjust the
model parameters so to fit the statistical properties of the observed data o. There is no
known way to analytically find for the model a parameter set that maximizes the
probability of the observation sequence. One can, however, choose the model parameters
such that the likelihood, P(wlo), is locally maximized using an iterative procedure. P(wo)
is the probability of the input sequence, w, when the output sequence, o, is already

known. The method commonly used for doing this, is the Baum-Welch Method.The
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Chapter 3 Proposed System

procedure of optimizing parameters is generally called training. To train a set of models,
a set of speech data with corresponding transcriptions is used. This set, the training
material, is not used when testing the performance of the speech model. Repeated
training iterations is recommended to optimize performance.

The output generating process is modeled as a chain of N states, numbered 1 to N.
Generally each state, except the first and last, generates output values and are called
emitting states. These values are generated with certain probabilities, often modeled with
Gaussian distributions, depending on the state. Between each state there are transition
probabilities, i.e, the probabilities for the stochastic process to advance to the next state or
stay in the current one. Each time the process visits an emitting state, a vector of output
values is added to the output sequence and finally, as the process reaches the last state it
is terminated. The order of states visited during a process is called a state sequence or a
path. Each time a state is entered or re-entered, all transition and emitting probabilities
collected during the path are multiplied to form the likelihood of the output sequence that
has been created so far.

The task for an HMM-based character recognizer is to find the HMM that is most
likely to have generated an output sequence, o, equal to the incoming speech sequence.
The phone with the belonging HMM that has performed the best value of likelihood is

then the one chosen in the recognition process.

3.3.7 Ghost Character and Secondary Stroke:

As first the ghost character is recognized and then secondary stroke are
recognized then both output helps us to classify the ligature. If the primary stroke is valid
then grammar is used to combine secondary stroke with the ghost character to form the
ligature.

3.3.8 OQutput:

The output is the Urdu Text in the interface’s text area and in a word file. Only
the valid ligature are written in the word file. The Unicode of every ligature verified is
stored and once the word formed with the ligature is identified as valid it is written to a

text file.
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Chapter 4 ‘ Experimental Results

4.1 Introduction:

This is an opening step in the field of Online Urdu Character Recognition. This
work was initiated with the spirit of contributing to the national language development,
so that the nationa) language can be: modernized.

As Urdu is a cursive language so scgmentation frec approach was adopted
because it is near o impossible to segmentation handwriting Urdu text due to variety of
writing stylz. No particular script was chosen, scripts are only useful in Urdu typography
or offline recognition. The online Urdu handwriting is quite different from these scripts.
So we used the segmentation free approach and divided the system into two parts. First
segment the: primary and secondary stroke after separating them and then both output are
used as an input for grammar to form a correct ligature. For this purpose, the handwriting
of two writers was taken in to consideration. Along with this the most commonly used
writing direction and characteristics of all ligatures under our study were taken in to

account in order to generalize the system.

4.2 Selection of Ligatures:

The second important tas< was the selection of ligatures as Urdu has more than
20000 ligatures. As Urdu is cursive language. Being cursive implies that individual
characters are combined to form words/ligatures. Therefore, we decided to start with the
one, two three and four ligature words.

It is also a problem to find out the most frequent ligatures. The list of ligatures
was obtained from Ahmed Mirza Jamils computerized book for inpage of more than
20000 ligatures. To find the most frequent ligature help was taken from printed median a
source of Urdu language. The sources were Urdu newspapers and library of national
language authority. As a result approximately six hundred ligatures including those
ligatures that vary with different secondary strokes and their different positions were
chosen for recognition. These six hundred ligatures form more than 1500 words which
was quite an enough target for our preliminary research. A list of the ligatures is provided

in the Appendix 2.
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Chapter 4

4.3 Ligature Testing and Results:

Experimental Results

As in this system ligature base approach was used so we first recognized the ghost

character, secondary stroke respectively and then combine both outputs to form the

corrcet ligalure as an input to grammar.

No Ligature Total R}:::’f:‘i‘:.“
Samples samples in %
1. = 10 96.5
2. > 10 81.5
3. ue 10 81.5
4. b 10 74.
5. b 18 96.3
6. U 18 71.3
7. b 18 832
8. S 18 86.3
9. [ 16 71
10. = 16 82.5
11. A 16 97.35
12 s 16 93.5
13. Sd 16 87.5
14. Sa 16 87.5
15. - 16 75
16. b 16 87.5
17. $a 16 15
18. b 16 87.5
19. e 16 84
20. — 16 80
21. o 16 87.5

HMM Based Online Urdu Characier Kecognition.

31



o

———

e i o it s s

‘_.ﬁm-.ﬂ SO

e i e

Y e

[--.-—4'

| -

|

L

Chapter 4 Experimental Results

All the ligatures were tested for correct classification in future. If a ligature was
producing the bad result then it was re-sampled and train that ligature again so that proper
results can be achieved. These ligatures were tested by trained user. Some of the
problems encountered during this process were the difficulty of vriting. As pen skips a
many point and we perform inte-polation but it also fails if the user writes with high
speed so it may chance that some important feature will be missed. Varying speeds of
writing also produced unnecessary co-ordinates. Test results of some of the difficult

ligatures are given in the table below.

4.4 Secondary Strokes Identification Resuilts:
As secondary stroke are short stroke, therefore we first segment the

secondary stroke and then identify these strokes. The recognition rate of these ligatures

was very good.

No Ligatures Samples | Results %
1 . 10 100
2 - 10 96
3 b 10 84
4 $ 10 92
5 fi 10 81
6 ~ 10 97
7 ~ 10 86

4.5 Experimental Results: |,/

The following are the some example of testing and their results.
4.5.1 Recognition Process of Ligatures £z .

4.5.1.1 Inpat:

The input was taken from digital pen as shown in figure 4.1 of character £<C<&+€.

HMM Based Online Urdu Character Recoghition. 32
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Chapter 4 Experimental Results

Figure 4.1: Inpul character via pen

4.5.1.2 Preprocessing:

Several preprocessing operaticn are performed on the input text so that some
drawbacks can be removed, and correct ¢lata can be inputted for classification. The
following are the preprocessing pezformed on the ligatures &« <.
4.5.1.2.1 Interpolation and Resizing

Due to the low processing and camera frame rate pen ruissed some points to
interpolate these paint interpolation is performed. As this is handwritten system, therefore

written ligature have different size, to reduce variation resizing is pzrformed.

.-' T & D

Figure 4.2: Missing data before interpolation

L, U T

| . .
Figure 4.3: After interpolation and resizing of Figure 4.2

4.5.1.2.2 Segmentation of Ligature and strokes:
The primary and secondary ligatures segmented after interpolation, in the following each
primary stroke with its respective secondary strokes, then segmeated the primary and

secondary siroke.
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NO .‘;;;"}« | U | 7

Figure 4.4: Segmentation of Primary Stroke

No Ligature Secondary Stroke
1 | z One Secondary Stroke
2 d Two Secondary Strokes
3 z No Secondary Stroke
4 ¢ One Secondary Stroke

Table 4.3: Segmentation of Secondary Strokes

4.5.1.3 Feature Extraction:
Preprocessing is also performed on the feature matrix to remove some wrong selected
features. The following is the feature matrix selected for ligatures ¢#«z<g«z after

preprocessing on feature matrix.

No Ligature Features Matrix
1 d 2,1,22,28,2
2 z 3,1,22.28,2
3 T 3,1,22.28.2
2 : T 21,2282

"\,;} A

" Table 4.4: Feature Matrix
The first two features arc av wc dtallily Lallulaltu 1IULLL VILdUL VUUC, L4 1D scicvted when

jeem features present and 28 means right hedge while ending feature is same like first

two features.

HMM Based Online Urdu Character Recbgnition. 34
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Chapter 4 Experimental Results

4.5.1.4 Classification of Primary Stroke and Secondary Stroke.

The above feature matrix was fed to the HMM for classification. Input PGC file have

-

four ligature, all are recognized corrzctly. The secondary stroke for each ligature are

recognized separatzly.

4.5.1.5 Formation of Ligature by using Grammar:

Both output combined through grammar to from correct ligature. Grammar is given

One dot
at center

/

bellow,

Three do!s‘—______________,;
a
Jeem
T~ Nob
t
\0 0

8y

One dot
\1( Top &

[ A

L‘-—\i
-

€.

Figlh"é 4.6: Grammar of Ligature z

| S

r ]
- -

id
!
»
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Chapter 4 Expcerimental Results

4.5.1.6 Output Result:

s s

Figure 4.7: Final Result after classification

4.5.2 Recognition Process of Li/;gatures E T BT
4.5.2.1 Input:

The input was taken from digital pen as shown in figure 4.1 of character (A8 illaswa
< F L= ._A__._ L T S

Figure 4.8: Input character via pen
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Chapter 4 Experimental Results

4.5.2.2 Preprocessing:

Several preprocessing operation are performed on the input text so that some
drawbacks can b2 removed, and correct data can be inputted for classification. The
following are the preprocessing performed on the ligatures (/U cilliaa,
4.5.2.2.1 Interpolation and Resizing

Due to the low processing and camera frame rate pen missed some points to
interpolate these point interpolation is performed. As this is handwritten system, therefore

written ligature have different size, to reduce variation resizing is performed.

Sy =)

Figure 4.9: Missing data before interpolation

Ao 1548

Figure 4.10: After interpolation and resizing of Figure 4.9

4.5.2.2.2 Segmentation of Ligature and strokes:
The primary and secondary ligatures segmented after interpolation, in the following each
primary stroke with its respective secondary strokes, then segmented the primary and

secondary stroke.

| ) e o

Figure 4.11: Segmentation of Primary Stroke
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Chapter 4 Experimental Results

No Ligature Secondary Stroke
1 REWY Ono Secondary Stroke
2 3 No Secondary Strokes
3 | No Secondary Stroke
4 wal No Secondary Stroke
5 G Two Secondary Stroke
6 s One Secondary Stroke

Table 4.3: Segmentation of Secondary Strokes

4.5.2.3 Feature Extraction:
Preprocessing is also perforred on the feature matrix to remove some wrong selected
features. The following is the feature matrix selected for ligatures #«z«z«z after

preprocessing on feature matrix.

No Ligature Feature Matrix
1 Aaa 11,22,33,5
2 > 8,3.33,5
3 } 77,9
4 <l 7,7,5,10,35,3
5 & 7,7.14,3
6 o 7,7,25,27,2

Table 4.4: Feature Matrix

/s
i

4.5.2.5 Formation of Ligature by using Grammar: |

Both output combined through grammar to from correct ligature. Grammar is given
bellow. In this example 3>+ have only one secondary ligature at bottom center so it
forms > while +have no secondary Wstroke thus it forma.Similarly <&have no secondary
ligature but there is no such character exist therefore the system recognized this ligature

as <3, i.e one ligature on second character.
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4.5.2.4 Classification.

The above featurz matrix was fed to the HMM for classification. The output is shown

below.

B

R e TR, e GRS .

Figure 4.12: Final Result after classificatior.
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4.5.3 Recognition of 4a (i and 3.a;

gtootmlnbu}\i\pke
. 03 T R T

Figure 4.13;3= .32 and 3waRecognized Character

In the above testing 3 ¢aey and 3 were tested, all primary ligature were classified
correctly while secondary stroke ‘b’ is not detected during the segrnentation therefore the

ligature 3w is recognized as a ligature e,

{
i
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4.5.4 Recognition of abd &l e cily ygt culs

N : ~ L e 4>'

u.&j i

TS B I TR
Ly ol ) o wisl ol

Figure 4.14: Recognition of ald &) «d &by o

In the above testing ¢ ald @i, ol Slayg) @b ligature are tested, all primary ligature were
classified correctly expect ‘a’. Actually this is the problem in segmentation of ligatures,
not at the end of training.

The recognized result of above trained sample is lu l, o ©b, ol Gi.
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4.6 Invalid Input

4.6.1 Invalid Primary Stroke:

[f the primary stroke is not recognized then the system move to the next stoke, as the
primary stoke recognition depends upon the last and first feature state, upon the basis of
starting and ending of the ligature, class is identified, otherwise ligature will not be
recognized. If the correct class is identified then system give the ligature which is very
close.

4.6.2 Invalid Secondary Stroke:

If the primary stroke is correctly identified, then secondary strokes are identified, if
secondary strokes are not recognized, then system moves next to the grammar phase by
leaving. In the grammar phase both outputs are combined to form the correct ligature. If
secondary strokes are missing, then the system insert the secondary stroke own self

depending upon the ligature.

e of Imengess -

oL

Figure 4.15: Secondary Stroke Conflict
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In the above Y« Uy example user wrote while secondary stroke in the third ligature & was
not recognized, while the out put of this is Lel,
4.7 Constraints:,

As our system is more seusitive at start and end so starting and ending of the
ligature must write properly so that proper class can be identifizd. Speed should be
normal and features like loop, jeem, and ayea should write properly. Open loops greater
than the threshold are not entertained. Secondary Stroke should write carefully according

to their position and size, while timing of secondary stroke does not matter.

4.8 Contribution:
In the field of online Urdu charzcter recognition contributions are:
¢ The recognition of 500 two-three and four character ligatures.
o The development o the software that successfully recognizes these ligatures.
o The system is intelligent with respect to ligature formation using secondary

stroke, because it does not depends upon odder of secondlary stroke.

4.9 Future Directions:

As this is a research and implementation was an initial step. Therefore a large

work still has to be done to increase the ligatures and recognition result.
¢  Work on segmentation of primary ligature and secondary ligature and
preprocessing phase still require some work.
e Increase the ho of ligatures, up to all ligature of Urdu so that whole language can
be recognized.
e Recognitior. of additional secondary strokes such as the shad, zeer, zabar and
paish. |

¢ Recognition of Urdu numerals.

HMM Based Online Urdu Character Recognition. 43
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Table A1.1 List of Alphabets of Urdu

<3

a4 = EEEEEIEIEE
E IR BEREEEEEEIEE
EEEEIREBEIRBEEEEEEEE:
R E R EIEREEEEE EEE:
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Table A1.2 List of Ligatures combination of two characters
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Table A1.2 List of Ligatures combination of two characters
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F

I
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Table A1.3 List of Ligatures combination of three characters
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This project implemented in MATLAB 7 and Visual C#.Net, some of the important code

is given below.

A2.1 Implementaion of Ligature ‘<’

# region Beb

publ
{

29

<k

4 e TUTTLE

ic char[] grammar_29 (Legature legature)

int 4 = 0;

int oldlocation = 0;

int dobdot = 0;

int dund = 0;

char[] results = new char([2];

results = new char{] { 'o', 'u'.,' ' };

for (int i = 1; i < legature.StrokeCount; i++)
{
Stroke tempStroke = legature.GetStroke(i);
SecondaryStroke ss = new SecondaryStroke(tempStroke):;
int location = legature.getSecondaryStrokeLocation(i);
cont = cont + 1;
if (cont==2)
cont=0;
switch (ss.Recognize())
{
case SStroke.DoubleDot:
if (location == 6 && oldlocation == 0)

{ results[0] = "s'; }

else if (location == 3 && oldlocation == 0)
{ results{0] = 'o'; }

else if ((location == 1 || location == 2) &&
oldlocation == 0) { results[l] = 'o'; }

else if ((location == 6 && oldlocation == §))
{ resultsf{0] = 'u'; }

else if ((location == 4 || location == 5) &&

(oldlocation == 4 || oldlocation==5))

{ results([l] = 'o'; }

else if (location == && oldlocation == 3)

{ results[0] = '&'; }

else if ((location == Il location == 2) &
(oldlocation == || oldlocation == 2))
{ results([l] = '&'; }
oldlocation = location;
dobdot = 1;

break;

case SStroke.Tuein:

if (location == 1 || location == 2)
{ results[l] = '&'; )

if (location == 3) { results[0] = '&'; )

break;
case SStroke.SingleDot:
if ((location == || location == || location



)

T

1

}
}

== 4) && oldlocation==0 )

{ results[l] = 'L'; }
else if ((location == 3 )&& oldlocation==0)
{ results[0] = 'y'; 1}
else if ((location == && oldlocation == 6))
{ results[0] = 's'; }
else if (location == 3 && oldlocation==3)
{ results[0] = 'o'; }
else if ((location == 1 || location == 2) &&
(oldlocation == 1 || oldlocation == 2))

{ results[1] o'y )
// for double dot first and then sencond like

in pe
else if (location == 3 && oldlocation == 3 &&
dobdot==1)
{ results[0] = '&'; }
else if (location == 6 && oldlocation == 6 &&
dobdot == 1)
{ results[0] = 'o'; }
else if ((location == |l location == 5) &&
(oldlocation == 4 || oldlocation ==
5 )&& dobdot == 1)
{ results[l] = '¢'; }
else if ((location == || location == 2) &&
(oldlocation == || oldlocation == 2) &&
dobdot == 1) { results[l] = '&'; }
oldlocation = location;
dobdot = 0;
oldlocation = location;
break;
case SStroke.Dunda:
if (location == 3)
{ results[0] = '&'; }
else 1f (location == 2)
{ results[l] = 's'; }
if (location == 3 && dund == 1 &&
oldlocation == 3)
{ results[0] = '&'; dund = 1; }
else if (location == 2 && dund == 1 &&
oldlocation == 2)
{ results[l] = '&'; dund = 0; }
dund = 1;
oldlocation = location;
break;

return results;

#endregion
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A2.2 Chain Code Implementation

public int[] calculateChainCode (PGC_Parser.PenStroke ps)

{
Point[] pnts = ps.Points;
int[] chaincode = new int[pnts.Length - 1];
string str = "";
for (int i = 0; i1 < pnts.Length - 1; i++)
{
int diffx = pnts[i].X - pnts[i + 1]1.X;
int diffy = pnts[i].Y - pnts[i + 1].Y;
if (diffx == 1 && diffy == 1)
chaincode{i] = 4;
else if (diffx == 0 && diffy == 1)
chaincode[i] = 3;
else if (diffx == -1 && diffy == 1)
chaincodel{i] = 2;
else if (diffx == 1 && diffy == 0)
chaincode[i] = 5;
else if (diffx == -1 && diffy == 0)
chaincode(i] = 1;
else if (diffx == 1 && diffy == -1)
chaincode[i] = 6;
else if (diffx == 0 && diffy == -1)
chaincode[i] = 7;
else if (diffx == -1 && diffy == -1)
chaincode[i] = 8;
str += chaincode{i];
}
return chaincode;
}
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A2.3 Decoding Implementation

function[Ligname]=decoding(OChainCode,LigT,LigE,Tr,Lig)
NPath=LigE;

if Tr==
[Ox ,Oy]=size(OChainCode);
[ui uo]=size(LigT);
FinalPat=zeros(Ox,30);
EstimateO = multibandread(LigE,[50,40,1], 'double’,0,'bsq’, ieee-le"); %eRead
Probablities from HD
EstimateT = multibandread(LigT,[50,50,1], 'double',0,'bsq','ieee-le’);
for multi=1:1:0x
for jj=1:1:30
if OChainCode(multi,jj)>0
OCha(j)=OChainCode(multi,jj);
end
end
[FinalPath VetProb MaxProb] = viter HMM(OCha,EstimateT ,EstimateO); %
[sx sy]=size(FinalPath);
FinalPat(1,1:1:sy)=FinalPath(1,1:1:sy);
FinalPaths(multi,1:1:30)=FinalPat(1,1:1:30);
FinalPath=0;
FinalPat(1,1:1:sy)=0;

end
for j=1:1:u0
if NPath(j)=="";
NPath(j+2)="_";
break;
end
end
end
end
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User Manual

HMM Based Online Handwritting Recongition works with Anoto Digital Pen. The Anoto
technology Pens are available with most popular brand names of Nokia, Logitech and
Maxell. The software is compatible with the following Digital Pen hardwares

¢ Nokia Digital Pen SU-1B

e Nokia Digital Pen SU-27W

¢ Logitech io2 Digital Pen

e Maxell Digital Pen

¢ Hitachi Digital Pen
The pen should support pgc file format version 1.1. Anoto Pen works with especially
designed paper using Form Development ToolKit.
Digital Pen has a camera and Infrared device. When the writer preses the pen the camera
and IR device starts capturing the location on the paper. The 0.3mm dotted box on the
paper enables the pen to understand the location on which the Pens button is pressed.
Positioning Of Pen On Paper
The printed paper should be place on a smooth and hard surface. The Pen should be
placed straight on the Paper and can start writing.
Writing Style
The following are the guideness for writng the urdu text.

o First write primary stroke and then secondary strokes relevant to that primary

stroke.

o Start and end of the primary ligature must be written carefully.

* The direction must be from right to left except some ligature like z.

¢ Dot should be written on write position exact over that character.

e Writing speed must be normal.

e Writing text must be horizantly on the page.
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e Secondary stroke should be wrtten with respect to the occurance of the character
in the base ligature like in & , first seconday stroke signle dot of bey and then

secondary stroke double dot of tey should be written.

2

=)

& <
T~ ~

1

Figure A3.1 Writing direction of the strokes

Example

The figure A3.1 shows the writing direction and the timing of the strokes. The direction
of ligature bey is from write to left and secondary stokes are give after the primary stroke.
The secondary stroke must be the pen down and pen up, not to press the pen for a time at
the same position, because pen conineously get the points and this will lead to invalid

secondary stroke.

After writing the text send the written text to the computer via bluetooth after writing
the text. Open the software and clike on the button on the top right corner to open the pgc
file, locate that pgc file this will show the pgc file on the left side. Click on the button
‘aS sangle iy 2’ to see the seperation of ligatures, and click on the ‘<w % button to
recognized the input pgc file. The system writes the recognized file in the text area, it can
be copied or save this file press the button with tag ¢ U_s &sias’ as a document file.

Invalid character or missing character can be corrected by clicking the text area and then

write the ligature which is not recognized.
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HMM Based Online Urdu Character Recognition

Faculty of Basic & Applied Science
International Islamic University,
Islamabad.

Abstract: Urdu online handwriting recognition is a
very difficult task because it is naturally cursive. This
paper introduces a Hidden Markov Model based
technique that provides solution for the complicated
Urdu script online handwritten recognition. This
system makes use of ligature based approach. The
analysis of the Urdu is future difficult due to the
segmentation of primary and secondary stroke that
are compulsory for Urdu script. We used the feature
based approach and selected twenty six unique
Sfeature.We only used the Nasta'liq font because Urdu
is typically written in Nasta’liq style. This is the first
HMM based solution to the Urdu online handwritten
recognition.

Keywords: Urdu, HMM, Ligature based OCR, Online
Handwriting ICR, Urdu Handwriting Recognition

1. Introduction.

Online handwritten recognition has been an on-
going research problem for near on four decades. It
has been gaining more interest due to the increasing
popularity of hand-held computers, digital notebooks
and advanced cellular phones. Conventionally,
communications between man and machine have been
based on keyboard and electronic mice or pointing
device. These methods can be very inconvenient when
the machine is only slightly bigger or same size. More
and more efforts are being made on the software as
well as on the hardware side in order to make this
human computer interaction friendly. The pen
interfaces is a key element in providing an efficient
and natural way of input. Two such natural
alternatives to typing are handwriting and speech

recognition which are natural communication methods.

There are two strategies that are implemented
in cursive script recognition are Holistic strategies in
which the whole word is recognized i.e. ligature base
recognition and Analytic strategies in which
segmentation is performed. Holistic strategies

(Method based on probabilistic distance) implemented
in this proposed system. Automatic handwritten
recognition has been classified into two categories
based on the input data: online and offline. Offline
handwritten recognition does not require immediate
interaction with the user while online handwritten
recognition has completely interaction with the user.
The root of online handwriting recognition is real time
data collection by way of a digital sampling method.
The most common input devices are digitizing tablets
or digital pen, where the written data is digitized and
translated into a series of coordinates.

In this paper we introduce online handwriting
recognition for the Urdu script. More than 160 million
people can speak Urdu and also it is the national
language of Pakistan [2].

2. Charestrics of Urdu Script.

Urdu script consisted 36,37, 40, 53 or 58 basic
letters. Urdu script is written in cursive style from
right to left in both handwritten and machine printed.
Urdu is also the context sensitive language and written
in the form of ligature. Most letters have different
shapes depending on their position in the word e.g. the
letter appeared as isolated, middle, center, and end.
Urdu script uses the punctuation markers to separated
words. Characters overlap each other while writing
the Urdu text. Urdu words have primary and
secondary stroke. The primary stroke (ghost character)
is main ligature and secondary strokes are the
diacritical marks i.e. dots, zeer, zeber, hey act.

As handwritten is more complex than printed
text, because more variation in written text. Thus
recognition for handwritten Urdu is much more
complex than any other language like English. The
complexities of Urdu language as compared to other
languages are Context sensitive shape, Cursiveness,
Overlapping , Secondary stroke for each main stroke,
Baseline, Ligature , and space between the ligature.
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3. Previous Work.

There are many offline OCR systems available
for handling printed Arabic and Persian, Urdu
documents with reasonable levels of accuracy.
However, very negligible work done on Urdu online
handwritten recognition. This may be due to the
complexities involved in the online character
recognition with the added difficulties of Urdu script
handwriting. There are basically two techniques for
recognizing words. One is the segmentation based
which involves the division of a word in to its sub
parts i.e in to individual characters. Other is the
segmentation free or ligature based recognition, in
which the word is recognized as a whole without
trying to segment it in to characters.

S.Malik and S.A Khan, [8] have recognized
only individual characters (Urdu alphabets) and Urdu
numerals (0-9) in their research but ligatures have not
been addressed. Using the individual characters, only
200, two character words were recognized. For
example, <, J3, etc. The recognition rate for the
isolated characters and numerals is 93% and 78% for
two character words,

Al-Emami and Usher [m] devolved an online
Arabic handwriting recognition system based on
decision tree technique. This system was tested with
13 Arabic- letter shapes [5].

S. Asma, A.Fareeha S. A. Husain presented a
method for recognition of online Cursive Urdu hand
written Nasta,lig Script. The system was trained for
250 ligatures. By using multiple classes of features,
they have improved the number of ligatures that can
be identified. That system can successfully recognize
250 base ligatures and 6 secondary strokes. These
when combined form more than 864 ligatures which
can recognize approximately 50000 words of our
Urdu dictionary successfully[6].

The above methods are not sufficient for the
task of recognizing of Urdu script. The system
presented by Asma Sajjad, Fareecha Anwar S. A.
Husain can recognized only 864 ligature from which
three character ligature are only 53 and mostly
recognized ligature are not useable in the Urdu. Also
they did not work on the diacritical marks like zeber ,

zeer, ect. Their system could not recognize the
ligature up to four character ligature.

4. Proposed System.

OLUR (On-Line Urdu Recognizer) Proposed
system use of the various approaches in order to
recognize the strokes. This is due to the cursive nature
of the Urdu handwriting. We have used the
segmentation free i.e. ligature based approach in
which the input stroke is not broken in to characters as
many of the recognition errors occur due to errors in
segmentation and complexities of segmentation
especially for handwritten text. The segmentation free
system extracts features for each ligature which is
then passed on to the Hidden Markov Model for
classification of the ligature. Using the strokes (x, y)
co-ordinates and the chain codes, we extracted twenty
six unique features for primary strokes.

We build separate HMMs for ghost character
which have 50 states and 40 observation symbols and
separate HMMs for secondary stroke which have 5
states and 10 observation symbols. Ghost characters
are first recognized and then we recognized the
secondary stroke relevant to that primary stroke and
then combine both outputs to form the valid ligature.
Grammar is developed for each ligature because when
ghost ligature combined with secondary stroke forms
different ligature.

The special ligatures are identified from
the base ligatures. These special ligatures are
associated with the base ligature.

5. Preprocessing.

As there exist vast variety of writing styles
among user in writing the Urdu text. Moreover some
users have different speed of writing. To overcome
these drawbacks preprocessing is applied on the input.
In this section we describe our approach in term of
geometric  processing, smoothing, de-hooking,
segmentation of primary and secondary stroke.

Geometrical processing is performed to
normalize the written text like scaling and rotation so
that handwritten variation is minimized.

Unsmooth

Cusp /Loop Problem
Figure 3: Before Preprocessing problems (a) L= (b) Ua,
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Due to the low processing power and lcw camera
frame rate pen skips some points it depends upon the
writing speed, to compute these points interpolation
was performed. More over for better result the writer
should write with sormal speed, otherwise i1s a chance
that pen will miss some important features likz loop,
cusp.

" 3 Li- . ...._.,...-A_n.n_‘ 1 — ,.__L__"-:-"

Figure 4: Missing data before interpolation

QA el | s

Figure 5: After interpolation and resizing on
Figure 4.

Hence obtained data often contains irregularity such
as the hooks and erratic handwriting generated by
inexpericnced users, Hooks are very comunon artifacty
found at the beginning and ends of the strokes. Hooks
are generated during fast writing, when inaccuracies
during pen up and pen down while placing the pen on,
or lifting it off. These often create problems in the
detection of the original ligature. De-hooking also
created some probiem because small up at the starting
of the character jeem ‘z’ was removed if there was no
hook at the starting of this ligature.

As the written text have zigzag path due to
user hand shivering by nature. Smoothing is one of
simplest approaches for cata filtering. We performed
two to three pixels smoothing on the chain codes of
the stroke as' per (he variations in the chain codes of
the. )

Segmentation of Stoke,

The basic rule is that any Urdu characier has
one main stroke (ghost character)' and zero or
more secondary strokes or delayed strokes as
shown in figure 1. Segmentation of primary and
secondary strokes is esseritial to distinguishing among
various Urdu lettars. Segmentation of pnmary and
secondary stroke is very difficult task.

‘ .

-

Figure. 4. a. zero secondary stroke, b. One secondary

stroke.

In consequerce the handling the primary and
secondary stroke is crucial for proper recognition of
the Urdu script. In Urdu delayed stroked are written
below or above the main ligature and could appear
before, after or within the ligature. We developed
algorithms to segrnent this delayed stroke. This
algorithm first recogaized the stroke and then finds
their position respectively.

The detectior. of secondary stroke performed
is based on the location and timing information. We
divided the ligature into six blokes i.c. ligature Jength
is divided intc three parts beginning, enter and end
and also height is divided into three parts below , up
and mid and then {ind the position of the secondary
stroke.

Feature Extraction:

We extracted twenty unique features;
these were  extracted by using  the  time
information which occurs first as shown in {igurce
5. Feature matrix i+ build and preprocess is also
applied on this feature matrix so that unnccessary
feature was removed for better classification,
Start-Eight Chain Code:

This feature depends upon the starting cf the
ligature either diagonal, left, up act like <!,
Start Vertical Down:
This feature was selected when the ligature
was a straight vertical downward in the beginring.
For e.g.J«he .

I N
Figure 5: Fealure extraction with time

Start Vertical Up:

This feature was selected when the ligature was a
straight vertical upward in the beginning. As
there was no word which starts from upward but
this feature is used to differentiate numerals like
and ! are written with same style. So for numerals
we write from downward.

End Vertical Up:

This feature was selected when the ligature was a
straight vertical upward in the end. For e.g. \S <k
ks

End Vertical down:
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This feature was selected when the ligature was a
straight vertical downward in the end. Fore.g. m
A

Horizontal RtoL:

This feature was selected if the during writing the
ligature the pen movement is from right to left
horizontally For e.g. in vd «,

Diagonal RtoL:

This feature was selected if the during writing the
ligature the pen movement is from right to left
diagonally like in «X,

Diagonal LtoR:

This feature was selected if the during writing the
ligature the pen movement is from left to right
diagonally like in Y.

Horizontal LtoR:

If the during writing the ligature the pen
movement is from Left to right  horizontally
then the Horizontal lefttoright is selected. For e.g.
in e,

Hedge RtoL:

In Urdu characters like Noon, Seen, Qaf have we
can say semi circle sor: of shape in them. For
such characters we have selected a feature called
the hedge. This feature is selected wken semi
circle present from right to left like (3 <

Hedge LtoR:

In Urdu characters like Jeem, Ayen have we can
say semi circle sort of shape

in them. For such characters we have selected a
feature called the hedge. This feature is selected
when semi circle present from right to left like g
g. \\

Curve LtoR:

The direction of writing of these curves varies
from right to left and also from right to left.
Therefore, Curve LtoR has been selected for
characters those writing direction is right to left
likes o . ’

Curve RtoL:

If the curve direction of the character from left to
right then Curve RtoL is selected like £ % —w.

, Cusp:

A cusp is a sharp turning point in a strcke. This
feature is selected for the ligature which. contains

the cusps such as those present in Seen and een
Ray like s .

Intersection:

When ever an intersection is encountered in a
stroke this feature i« selected for that stroke. For
e.g. these are present in Seen, Tuwn etc. like b
Ray/Dal:

This feature is selected for the character ray of
Urdu alphabet. If any ligature is a combination of
ray or dal then this fzature is also selected for that
particular ligature like %, .

Loop Up: '
In order to differentiate the loop in fay, Qaf this
feature was identificd and selected. The writing
direction of the loop in Qaf is clockwise so we
selected Loop up feature like «b .

Loop Down:

In order to differentiate the loop in fay, Qaf and
Meem, this feature was identified and selected
for Meem. The writing direction of the loop in
Meem is anti clock wise shown in figure below.
Therefore, this loop down was selected for meem
like a3 aaepn,

Loop Swad:

In order to differentiate the loop in fay, Qaf ,
Meem and Swad, this feature was identified and
selected for Swad. As the swad loop is like an egg
shape so it is identifizd to separate the Swad from
other loop like was usa.

Hey:

In order to differentiate the loop in fay, Qaf and
Meem and hey , this feature was identified and

selected for Hey like 4 -

BayRay:

This feature was selected if character some
character combine with ray like » .

Bayyee:

This feature was selected if character soine
character combine with choti ye like (& (s>

Aien Bit:

This feature was selected if character Aein is
detected in any ligature like € .

Hay middle Bit

This feature is selected in the presence of hay in
the ligature like Je> co .
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Tuan Bit:

This feature is selected on the presence of tuan in
any ligature like s b ok

Madaa:

All the Madaa ligatures have this feature selected
for them. The shape of madaa and other madaa
ligatures for example ~ = .

6. Classification:

A HMM is doubly stochastic model and the
underlying stochastic process corresponds to state
transition that are hidden but the state changes are
observed through another set of stochastic
process that produces the out put symbols[12]. In
this experiment we used the discrete HMMs were
used for the classification of Handwritten Urdu
and left to right topology was used.

The training data is done by taking input
from Urdu literate trainer and testing this system
for online Urdu handwritten script on the selected
words. For training purpose input data is acquired

from 15 people so that more variations are trained.

. Recognition
No Ligature Rate
1 ~ 93 %
2 . 100 %
3 -~ 96 %
4 . 98 %
5 b 95 %
6 £ 95 %
7 ¢ 94 %

Chain codes are uscd to represent a boundary by a
connected sequence of line segments. In this
paper the chain codc: are taken for the features of
characters. We use the 8-connectivity is uscid to
minimize the loss ol points.}7].

Hidden Markov Models (HMMs) are finite state
machines and a powerful statistical models for
modeling sequential or time-series data, and have
been successfully used in many tasks such as
speech recognition, )CR, information extraction
and robotics.

There is no known approach to solve the model
parameter that maximizes probability of
observation. The Baum-Welch training algorithms is
used for parameter estimation A= (A B, m) for zach
ligature that best describe the data.

7. Conclusion and ¥'uture work:

In this paper, we introduce a HMM based
method for recognition of online Cursive handwritten
Urdu Nastaliq Script. The system is currently
trained for 800 ligatures. This system minimizes
the errors due {o segmentation free approach. By
using multiple classes based features, we have
improved recognition result. For testing purpose
input was taken from: 10 trained users and every
ligature is tested. The system provided accuracy
approximately 75%.

As this research and implementation was an
opening step in handwriting Urdu character
recognition. Therefore, there is a lot of scope for
future enhancement.

e Improvement in preprocessing technique so

that correct feature will be extracted.

¢ Increase the nc of ligature so that whole Urdu

can be recognized.

¢ Recognition of additional secondary strokes

such as the shad, zeer, zabar and paish.

¢ Dictionary for word classification.
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No Ligature g;t;l)les E:;::gnition
1. [!class 10 100

2. {<class |10 95

3. |¢gclass 10 83

4. | w class | 10 87.7

5. |uwea class | 10 88.3

6. |\ 10 95.8

7. |W 10 88.5

8. |la 10 84.3

7. Reference:

[11. (2005,November 10 - last updatz), Available:
http://www.nlauil. gov.pk (Accessed: 2007, Feb. 3).

[2]. (2006, September 8 - last updatz), Available:
http://en. wikipedia.org/wiki/Pakistan  (Accassed: 2006,
September 1 1).

[3]. (2006, September 8 - last updatz), Available:
http://en.wikipedia.org/w: ki/Pakistan

(Accessed: 2006, September 11).

[4]. Mohammad S. Khorshed, William F. Clocksin,
“Structural features of cursive Arabic script”, proc of 10th
British Vision, Conference, University of Nottingham, UK,
September-1999.

[5]1.Samir Al-Emmy and Mike Usher, “On-Line
Recognition of Handwiitten Arabic Characters”, IEEE
Transactions on Pattern Analysis and Machine Intelligence,
Vol. 12. No. 7. July 1990

(6]. Anwar F., Asma. Thesis , “Online Urdu Character
Recognition Engine.” IMVE 2007.

[7]. A. Onat, F. Yildiz, end M. Giindiiz, “ Ottoman Script
Recognition Using Hidden”, Transactions on Engineering,
Computing & Technology. VOL14 AUG. 2006.

(8]. Malik, S.; Khan, S.A., “Urdu online handwriting
recognition™, Emerging Technologices, 2005. Proceedings of
the IEEE Symposium on Volume, Issue, 17-18 Sept. 2005
Page(s): 27 - 31, Digital Object Identifier
10.1109/ICET.2605.1558849. v

[9]. Zahra A Shah and Farah Saleem. “Ligature Based
Optical Character Recognition of Urdu, Nastaleeq Font”,
INMIC 2002. '

[10]. A.Amin, “Machine Recognition of Handwritten
Arabic Word” by the IRAC 1I system, 6" Int.Conf on
Pattern Recognition, Mur.ich, 1982,34-36. '

[12]. Speech Technology Magazine, issue July 1999, As
with Speech, “Online Handwriting Recognition Enables
PCs to Understand Natwal Human Input” By Eran
Aharonson. '



