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Abstract
R

ABSTRACT

K-anonymity is an efficient approach that ensures the protection of sensitive data to be
published. In this technique data is generalized in such a way that a tuple in quasi identifier
group is indistinguishable from others in published table because there are at least k-1 same
other tuples. K-anonymity significantly protects identity disclosure while to some extent
compromising on attribute disclosure because of homogeneity and background knowledge
attacks. Different algorithms have been proposed so far to minimize attribute disclosure but
due to their limitations sensitive information regarding individuals could not be protected in
efficient manner. Our proposed model (p, f) sensitive k-anonymity reduces the deficiencies
of (p, a)-sensitive k-anonymity model by maintaining two separate tables for sensitive and
non sensitive tuples. First all sensitive and non sensitive tuples are separated from each other
and stored in corresponding tables. We introduced Discriminated union f of sensitive values
of entire Ql-group which ensures all sensitive values in QI-group are distinct. Union-fined
algorithm is used to calculate Discriminated union § which first determine disjoint values
from categories and then join them in single subset discriminated union or quasi group. We
implemented our technique on Adult Dataset using Java and compared our results with
existing techniques. Experimental results show that our pfoposed technique solve similarity
attack problem and is much efficient from the existing technique in term of distortion ratio

and accuracy of published data.
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Privacy preservation is the most wanted right of the individuals in data sharing glob. With
the advent of new technologies communication became very fast, likewise the research grew
faster than ever. Some organizations share their micro data for research purpose which may
contain confidential information regarding entities which need to be protected before it is
released. Organizations who publish non aggregated data usually come across challenges
regarding identity and attribute disclosure [1,2]. When a respondent is connected to a record
in published table is known as identity disclosure while if an individual is accessed by
combining published data to the information collected from other sources is called attribute
disclosure. K-anonymity is performing impressively well to reduce identity revelation but
fails to cope with attribute revelation. Intruders can recognize the individual if homogeneous
records are found against particular group, while background knowledge can also lead

towards privacy breach.

A US news agency concluded through telephonic poll that majority of the people demands
for privacy protection. They were very anxious about their medical information containing in
hospital database. People demanded that organizations must have prior approval of
individuals before disclosing their personal information and asked to legalize this in order to

force organizations protect sensitive data [3].

Medical statistics of individuals have been regulated in some countries; HIPAA is the
example in United States while PHIPA enforce privacy protection in Canada [4].
Organizations holding sensitive data mostly eliminate identifying attributes i.e. name, CNIC
number, and cell phone numbers to enhance privacy of the-entities but still they fail to
prevent privacy breach. Intruders may synchronize zip code etc with other fields to access the

individual again [5].

K-anonymity addresses the issue and provides solution to minimize privacy breach by
generalization of the data set in such a way that a tuple in QI-group is not left recognizable

amongst other tuples containing in the table.

Different methods were introduced to hide the identity of person like swapping, sampling and
adding noise to micro data so that confidentiality may be achieved. These methods were

inefficient and precision and accuracy of published data was also compromised [6, 7, 8].

S S———
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1.1 Motivation

Many organizations conduct research on different problems of the community and publish
their micro data for this purpose. Micro data published by these organizations consists of
confidential information regarding individuals and become a privacy leakage setback.

An American scientist L.Sweeney claimed that more than 87% of Americans can be
recognized through gender and zip code etc by linking it to publically available data
repositories like voter registration list motor vehicle driving database. She identified many
persons including Governor of Massachusetts by linking data available at voter registration

list with the one obtained from hospital [9].

If we examine data publish by a hospital, it can easily be seen that by eliminating directly
identifying attribute e.g. name, SSN number or passport number does not ensure privacy
exposure protection. Confidential information of the respondent can be obtained through

other sources

Tablel.1(a): Table containing micro data without modification

S.No | Name Age Zip code Gender | Nationality | Health Status
1 Rashid |23 34235 Male Pakistani | Cardiac disease
2 Chris 43 43067 Male UsS Cardiac disease
3 George 33 43053 Male Canadian Stomach ulcer
4 Huejo 34 85667 Female | Japanese Blood Cancer

The above table shows original data stored in hospital database while Table 1.2 is modified

by removing identifying attribute name for privacy reason.

Tablel.1 (b): Modified data table without Name attribute

S.No | Age Zip code Gender | Nationality | Health Status

1 [23 134235 Male Pakistani | Cardiac disease

2 43 | 43067 Male Us Cardiac disease

3 33 143053 Male Canadian Stomach ulcer

4 34 85667 Female | Japanese Blood Cancer
d SR B R

i
An Efficient Approach For Generalization Of Sensitive Attributes Using K-Anonymity Model 3



Chapter. 1 Introduction
= = e e ]

But these parameters are insufficient for privacy preservation because the attribute removed
by the data holder can obtained through other sources e.g. motor vehicle driving database or
voter’s database. If an attacker gets some information from hospital data and the rest from
voter’s database then the individuals can easily be identified which is not tolerable. Some

parameters of voter’s table can be seen in the following table available publically.

Tablel.1(c): data publically available in Motor vehicle driving and voter’s database

S.No | Name Age Zip code | Gender | Nationality
1 Rashid 23 34235 Male Pakistani

2 Chris 43 43067 Male us

3 George 33 43053 Male Canadian

4 Huejo 34 85667 Female | Japanese

The information available in publically available data repository can be linked to medical
data published by hospital. The data in table 1.1(b) encrypted by data holders in hospital can
be retrieved from table 1.1(c) clearly identifying the individuals. For example it can be found
that Chris is 43 years old American whose territory zip code is 43067 having some cardiac

disease.

1.2 Research Objective

The main objective of the study is to introduce an efficient approach for generalization of
sensitive attributes by introducing new privacy protection model (p, B) sensitive k-anonymity.
Our proposed technique eliminates the deficiencies of the (p, a)-sensitive k-anonymity. The

key features are as follows.

Discriminated Union of sensitive values is introduced which satisfy privacy measures in

much sophisticated manner.

Similarity attacks problem is addressed and the tuples having couples of identical records are
replaced by distinct values by the help of discriminated union. Thus greater privacy is
achieved. Those tuples in equivalence class having homogeneous values revealing
confidential information are organized in such a way that no two identical sensitive values

can occur in Ql-group. In this way homogeneity attack problem is fixed up.

A ———
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Quality of the data being publishéd is enhanced as only sensitive tuples are generalized and
non sensitive tuples are allowed to be published without any modification. Having accurate
data without modification may help researchers to address community problem more

efficiently.

1.3 Scope of study A

A new approach for generalization of sensitive tuples (p, B) sensitive k-anonymity has been
presented where discriminated union B is introduced which ensures distinct sensitive values
in QI-group. . Simulation software is developed using Java in Net beans 2007 environment.
Experiments were performed on real data set called as Adult Dataset [10] and results
comparison with previous techniques is also provided. Distortion ratio of the algorithm is also

calculated and presented with the help of graph.

1.4 Thesis Organization

Rest of the dissertation is organized as follows.

Chapter 2: in this chapter basic concepts of the key topics and preliminary fundamentals are

discussed which will be used in rest of the dissertation.

Chapter 3: In this chapter related work previously done by different scientists is discussed in
detail. Different models of k-anonymity and privacy preservation methods are evaluated and
their strengths and limitations are described. After critical analysis of the literature, problem

statement is formulated.

Chapter 4: This chapter describes proposed methodology and the way it is implemented.

Proposed method is implemented on real data set and explained through trivial example.

Chapter 5: In this chapter, critical analysis of the results obtained from experiment is
presented. Type of data used in experimentation, performance measure to validate the

technique and comparison with previous techniques is described.

Chapter 6: Finally, conclusion of the research and future directions are presented in this

chapter. Scope of our study and contribution is also mentioned.

e ]
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In this chapter basic definitions of the key terms are described which will be used in rest of

the study.

2.1 K-Anonymity
A table is said k-anonymous if every tuple it contains is indistinguishable from at least k-1

tuples in same QI-group [9].consider the following table containing raw data.

Table2.2: Raw data

Quasi-identifiers Sensitive information
S# | Zip code | Age | Nationality | Medical Condition
| 34235 23 uUs Cardiac disease
2 34067 43 us Cardiac disease
3 34053 33 Canadian Stomach ulcer
4 34667 34 | Japanese Blood Cancer N

The above table contains original information regarding individuals; if we apply k-anonymity

then it will be looking like this.

Table2.3: 4-anonymous view of table 2.1

- Quasi-identifiers Medical Condition
S# | Zip code | Age | Nationality | Health Status N
1 34k <50 * Cardiac disease ]
2 34%x% <50 * Cardiac disease
3 34%x% <50 * Stomach ulcer )
4 34%xx | <50 * Blood Cancer

Here all tuple in same quasi identifier groups i.e. zip code, age, nationality are same and

cannot be distinguished.

2.2 Quasi-Identifiers
Those attributes which can be coupled with set of information externally available to re-

identify an entity is known as quasi identifiers [11]. For example it can be gender, region,

date of birth, CNIC number and zip code etc. [12, 13].

23 Equivalence Class

Quasi Identifier group having identical values is called equivalence class.

e ]
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24 Disclosure
It is the inferable piece of information about an individual which was published without

intention.

24.1 Generalization
In generalization a value is encrypted in such a way that it becomes less specific but
consistent and difficult to recognized amongst the others [3]. In table 2.2 zip code and age are

generalized.

2.4.2 Suppression
Suppression is also anonymization technique in which a value is completely encrypted.
Suppression can be implemented on different levels e.g. cell level or tuple level. Generally a

(*) is replaced by the original value. In table 2.2 nationality attribute is suppressed.

243 Suppression limit
This defines the level a tuple can be suppressed to; during anonymization process is called

suppression limit.

2.44 Domain Generalization
During anonymization processes we deal with attribute belong to different domains. Values
are transformed to more general one by eliminating less significant figure. E.g. 43287, 43268

can be generalized to 432**, 432**,

245 Domain Generalization Hierarchy

Domain generalization is performed on categorical attributes, which consists of all available
groups for a particular attribute. DGH consist of only prefix of the values based on an ordered
relation among various domains which may connect to an attribute. Various domains values

can be represented in generalization hierarchy tree.

Edges and paths of the generalization tree denote direct generalization and indirect

generalization respectively.

Below are few examples of Domain Generalization Hierarchy (DGH) and Value

Generalization hierarchy (VGH).

R
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1
Married, Unarried}

WIDOW DIVORCED

L “ M={Widow, Divorced,

Wedded, Single}

VGH DGH

Figure2.1(a): DGH and corresponding VGH for individual’s Marital Status

INDIVIDUAL R,={Individual}

| 1 |
© NATIVE I |
- AMERICA

E R,={Assian, Black, Native American}

S1={Gneder}

EMALE . FEMAL S0={Male, Female}

ke o Y

Figure2.1 (d): DGH and correé;;ding VGH for Gender of individuals
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2.4.6 Generalization Lattice

When a data owner is supposed to generalize more than one atwribute, a generalization lattice
may be created to visualize maximum possible combinations for generalized domains. It
consists of distance vector and the way they are interconnected to each other showing up to
which level generalization can be performed and proves useful. For example consider table
2.1 and figure 2.1(d) a generalization lattice can be created to visualize attribute Sex and Zip

code {14]

[S1,21]

Figure2.2: Generalization Lattice for Zip Code and Sex attributes

2.4.7 Generalization Lattice Level

Vectors set with equal length in generalization lattice is called generalization lattice.
Generalization lattice level can grow from low level to high starting from level 0 to some
higher value upward in the lattice. In figure 2.2 generalization lattice has four levels. At level

0, there is vector [S0, Z0], at level 1 there is vector [S1, Z0] and so on.

S —————
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3 Related work

We have studied many research papers and articles to learn about privacy preservation and
potential threats to confidential information regarding individuals. Different privacy
protection models presented by researchers, their strengths and weaknesses were explored
and evaluated with respect to well known privacy measures i.e. similarity attack, background
knowledge attack, distortion ratio and running time etc. Amongst many, we have selected few
techniques of privacy disclosure prevention to study in detail and evaluate the enhancements

done so far.

We discussed t-closeness, p-sensitive k-anonymity, L-diversity and finally (p, a) sensitive k-

anonymity in remaining section of this chapter.

It is noticed that k-anonymity is working well against identity disclosure while attribute
disclosure is still a challenging problem need to be addressed. Previous work [6,7,8,9,12]
made various attempts to solve attribute disclosure problem but still left some limitation. We

proposed an optimum solution to afore mention problem presented at the end of this chapter.

3.1 K-anonymity

Whenever there is a debate on privacy protection in today’s information sharing society, k-
anonymity is definitely the only model that manifests assurance of confidentiality of sensitive
information regarding individuals. It has been the most popular tool widely used to prevent
privacy disclosure [5, 9, 14, 18, 20]. Our literature study shows that k-anonymity is working
efficiently against identity disclosure but it could not provide any satisfactory solution to
prevent attribute disclosure [1, 2]. Identity disclosure is the phenomenon when a respondent
is directly linked to certain record in published table while attribute disclosure is the dilemma
rise when some information from external source are disclosed and by synchronizing it with
the published data , confidential information of the entity can be obtained. This is the main
drawback of k-anonymity. The root cause of the failure of the k-anonymity is homogeneity
and background knowledge attack. It is quite helpless meeting these challenges. The

following examples clearly illustrate the problem. Consider table given below.

A —
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Table3.1 (a): Medical data

S.No | ZIP Code Age Nationality | Health position
L1 23021 30 Russian Cardiac problem
2 23023 31 us Cardiac problem
3 23065 23 Japanese Stomach Ulcer
4 23059 25 usS Stomach Ulcer
5 54824 52 Indian Blood Cancer
6 54827 57 Russian Cardiac problem
7 54828 49 us Stomach Ulcer
8 54829 45 us Stomach Ulcer
9 33076 41 US Blood Cancer
10 | 33053 23 indian Blood Cancer
11 33068 40 Japanese Blood Cancer
12 33068 44 US | Blood Cancer

Table 3.1(a) shows a fictitious table belong to some hospital, published after removal of
identifying attributes to ensure privacy measures. This table comprises of three non sensitive
attributes namely zip code, nationality and age while one sensitive attribute medical position.
These attributes are called quasi identifiers. The data holder manipulated the table before
release hence it is slightly de-identified by eliminating the name attribute. If k-anonymity is
applied on the above table, it can be transformed as following.

Consider table 3.1(b) which is a 4-anonymous view of table above table.

In above table data is generalized by applying 4-anonymity. ‘*’ represents a suppressed digit,
hence zip code 5484* depicts that it lies between 54820 to 54830 and 4* denotes the age
range between 40 to 50 years, while attribute nationality is completely suppressed. Table is
partitioned in group of four tuples indistinguishable from each other within the same QI

group.

3.1.1 Homogeneity problem

Suppose an intruder acquires SSN number of a person and enter it in voter registration to
search data against it. By doing this all non sensitive data about an individual can be obtained
including name, age, zip code and nationality. This data may be synchronized with micro
data published by hospitals to identify a targeted individual. If an intruder comes to know that
Chris is 43 years old US national living in zip code 33068. The intruder can easily know that

An Efficient Approach For Generalization Of Sensitive Attributes Using K-Anonymity Model 13
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the confidential record of Mr. Chris lies in Serial No. 9 to 12. As all patients have similar
health position as Blood Cancer so it can firmly be assumed that Mr. Chris is suffering from

blood cancer.

Likewise other confidential information like monthly income, savings etc can also be
retrieved. This is a huge privacy breach and must be taken into account in order to preserve

confidentiality of individual.

From this example it is quite clear that k-anonymity is working efficiently against identity

revelation and does not deal with sensitive attributes disclosure.

Table3.1 (b): 4-anonymous view of table 3.1(a)

S.No | ZIP Code Age Nationality | Medical Condition
1 230%** <=35 * Cardiac problem
2 230%** <=35 * Cardiac problem
P3 230%** <=35 * Stomach Ulcer
F4 230%* <=35 * Stomach Ulcer
5 5482* >=45 * Blood Cancer
6 5482* >=45 * Cardiac problem
7 5482* >=45 * Stomach Ulcer
8 5482* >=45 * Stomach Ulcer
9 33076 4* * Blood Cancer
10 33053 4* * Blood Cancer
11 33068 4* * Blood Cancer
12 33068 4* * Blood Cancer

3.1.2 Background Knowledge based attack

Sometimes background knowledge of different people helps extra ordinary information
retrieval. Culture, ethnicity, traditions and mores reveal worthwhile knowledge which may be
used to infer particular entity. Suppose an entity named Umiko had been to hospital some day
because of some disease. If an intruder wants to know what kind of disease Umiko is
suffering from is not a difficult task to do. If he obtains the zip code, age and name of the
Umiko, then he can get rest of the records from micro data published by hospital. From the
above table it easily be identified that Umiko is 23 years old Japanese lady living in zip code

L ]
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23065. Umiko record lies in first four of the table. If intruder does not know about
background information, he may not be able to distinguish whether Umiko has stomach
disease or cardiac issue. The one having background knowledge can easily conclude that
Umiko may have stomach ulcer because it is obvious that Japanese has very low tendency

towards heart disease.

The above example proves that k-anonymity cannot resolve background knowledge attack
issue. So some stronger methodologies should be brought forward to cope with these

problems.

Table3.1 (c¢): Background knowledge attack

S.No | ZIP Code Age Nationality | Medical Condition
1 1485* >=40 | * Cancer
2 1485* >=40 |* Heart Disease
3 | 1485* >=40 | * Viral Infection
4 J 1485* >=40 |* Viral Infection
[‘ 5 J 130** 3* * Cancer
(6 j 130%* 1 3* * Cancer
% 7 z 130%* 3* * Cancer
K J 130*+ 3% * 1 Cancer
| 9 130** ] <30 * THeart Disease
10 [ 130%x ' <30 | * Heart Disease
%1 1| 130%* 1 <30 |+ Viral Infection
B- 130%* l <30 * Viral Infection

To solve above mentioned problems of k-anonymity, Machanavajjhala et al. [6] proposed a

model called as L- diversity.

3.2 L-diversity principle

A quasi identifier group satisfies /-diversity if it consist of at least / well represented values
against sensitive attribute [6]. Here well represented means the arrangement of sensitive
tuples in such a way that it is guaranteed that there are at least / distinct values of sensitive
attributes in equivalence class or quasi identifier group. The main objective of this principle

was to develop a balance amongst sensitive value in a quasi identifier group such that

S ———
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different sensitive values appear against particular records. Parameter / represents distinct

sensitive values in equivalence class.

3.2.1 Probabilistic l-diversity

Probabilistic /-diversity describe that the density of sensitive values in an equivalence
class/QI group must be 1//, such table is said to have probabilistic /-diversity. This definition
ensures that an attacker cannot identify particular tuple regarding individual with probability

greater than 1//.

3.2.2 Recursive (c, I)-diversity

The concept of Recursive (¢, I)-diversity enforces even distribution of sensitive attribute
values in equivalence class/QI group i.e. the values appear most commonly should be
restricted to be shown less frequently while the values appear less frequently should not
appear too rarely in order to maintain equivalence. In Recursive (c, /)-diversity, c is a float

and / is an integer number.

Despite of above mentioned measures, it is noted that /—diversity principle has some
limitations due to which privacy preservation of respondents cannot be achieved in an

efficient manner.
In following sections a few drawbacks of /-diversity are discussed with examples.

3.2.3 Drawbacks of I-diversity
While preventing sensitive attributes from unauthorized access, [-diversity enhanced k-
anonymity model in an efficient manner. Many core issues are resolved to some extent but

still rest of the problems regarding privacy need to be fixed.

3.2.4 Skewness Attack

The equivalence class having uneven distribution of sensitive attributes may lead towards
skewness problem. If a data set consists of equal number of sensitive attribute values for
example, students of a certain college having their result as either pass or fail. If pass/fail
tuples are equal, then it may satisfy 2-diversity but still it reveal sensitive information with
50% accuracy as the probability to have an unwanted result i.e failed outcome is 50% while

fail students are almost 1% of the entire students data set.

Suppose, we have an equivalence class having 400 students, there results are published with

392 students passed and 8 students stood failed. To anonymize this result by applying 2-

S —
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diversity, 98% student will consider themselves as failed. So it can be concluded that both

groups proves different level of privacy leakage threats having similar level of diversity.

So the above examples show that /-diversity is not sufficiently capable to deal with skewed

data.

3.2.5 Probabilistic Inference threat

When sensitive attributes distribution in quasi identifier group is unbalanced, probabilistic

inference attack will took place, consequently the secret information of individuals will be

compromised. L-diversity is not capable enough to cope with this problem.
The following 3-diversed table is manifestation of the phenomenon.

Table3.2: 10-anonymous data set with 3-diversity

Zip code Age C(;untry Medical Condition
220%* <35 * HIV ~
220%* | <35 * HIV N
220%* <35 * HIV >
220%* <35 * HIV

220%* <35 * HIV |
220%** <35 * Cancer - 1
220%** <35 * Hepatitis

220%* <35 * HIV

220%* | <35 * HIV

220%* <35 * HIV

Look at the table, equivalence class possess 10 records/tuples. The sensitive attribute values
are 3-diversed i.e. there are at least 3 different sensitive values in equivalence class. So out of
10 sensitive values there are 8 similar values, which means an intruder can identify a targeted

person disease as” HIV” with 80% accuracy. So this is a major drawback of the technique.

3.2.6 Similarity Attack
An equivalence class having different sensitive values but there meanings may be interpreted
semantically identical can also reveal confidential information regarding individual. The

phenomenon is illustrated in the following example by the help of given table

S ——
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Table3.3: Micro data

S.No | Zip code | Age | Salary | Health status
1 |66377 |42 4K Gastric ulcer
2 [66302 [43 |4K Gastritis

3 | 66378 45 6K Stomach cancer

4 67205 |27 [3K | Gastritis

5 67209 23 14K [Flu

6 67206 29 11K Bronchitis

7 [87605 [54 |10K | Bronchitis

8 87673 51 5K Pneumonia

9 87607 57 17K Stomach cancer

The above table is anonymized with 3-diversity (distinct and entropy) and transformed to the

following.

Table3.4: 3-anonymous data set with 3-diversity

S.No | Zip code | Age | Salary | Health status
1 | 663** 4* 4K Gastric ulcer |
2 663** 4% 4K Gastritis

3 663** 4% 6K Stomach cancer
4 672%* >20 | 3K Gastritis

5 672%* >20 | 14K | Flu

6 672%% >20 | 11K Bronchitis

7 876%* 5* 10K Bronchitis

8 4%8‘76** 5* 5K Pneunionia

9 | 876** 5 | 17K | Stomach cancer |

The table given above possesses two sensitive attributes namely Health status and Salary.

Both attributes need to be kept confidential in order to preserve the secrets of individuals. But

still it gives way to the intruders to access private information. For example if a person comes

to know that Mr. Chris is 43 years old American and his house is located in zip code 66302,

then it can easily be concluded that Mr. Chris is collecting salary between range of {4000 to

An Efficient Approach For Generalization Of Sensitive Attributes Using K-Anonymity Model
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6000}. Furthermore it can also be identified that Mr. Chris is suffering from stomach

problem.

3.4 t-closeness

The concept of t-closeness [7] defines a distance amongst sensitive attributes to protect
against sensitive attributes revelation. In other words it represents the distribution of sensitive
attribute values in any equivalence class/quasi-identifier group is close to the distribution of
attributes in the whole table, i.e. the distance must be a threshold value ¢ amongst the

distribution of the attributes in the QI-group and between the rest of the tables.

To calculate the distance between two distinct distributions, t-closeness technique uses EMD

(Earth Mover Distance) [31] as distance metric.

3.4.2 Limitation of t-closeness

To implement t-closeness, there must be some computational procedure which is not offered
by this property, even the correlation would be destabilized between sensitive attributes and
other quasi identifiers by the implementation of t-closeness property. To generalize each
attribute individually will reduce their dependence on each other. Furthermore, small value of

t may destabilize the utility and result an increase in computational cost.

3.5 P-sensitive k-anonymity model
This property describes a table as p-sensitive k-anonymous, if equivalence class contain at

least p distinct sensitive attribute values while satisfying k-anonymity [8].

Sensitive attributes of data set is partitioned into four categories according to its level of
confidentiality. We can see sensitive attribute health status is partitioned in to four categories

shown in following table.

Table3.5: Categories

Category No. | Health status Level of Confidentiality
1 HIV ,Cancer Most Confidential
2 Phthisis ,Hepatitis Confidential
- 3 o Obesity ,Asthma Less Confidential
4 | Flu Indigestion Non Confidential

T —
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P-sensitive k-anonymity model is a remarkable enhancement in k-anonymity but still there

are few drawbacks of this model which are illustrated in the following section.

3.5.1 Similarity Attack
As we noticed in /-diversity, sensitive attributes were maintained distinct in an equivalence
class but still has some semantically identical values. P-sensitive k-anonymity property also

fails to provide acceptable solution to address similarity attack problem.

Table3.6: Micro data

Zip code Age | Country | Health Status
23021 30 | Denmark | Flu 7
23023 31 | France Asthma
23065 23 | Germany | Flu

23059 25 | France Indigestion
54824 52 | Japan Hepatitis
54827 57 | China Obesity
54828 49 | Pakistan Flu

54829 45 | Pakistan | Phthisis
33076 41 | Canada HIV

33053 43 | USA Cancer
33068 40 | Canada Cancer
33068 44 | Canada HIV

The above table consists of micro data a hospital gathered from individuals. The sensitive
attribute of the data set can be viewed as partitioned into four categories. The purpose the this
effort is to enhance the privacy of respondent but you can see in table 3.7 secret information

can be disclosed.

00000000 O
o o ]
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Table3.7: 2-sensitive 4-anonymous data
Zp code Age | Country | Health status
230** | <=35 | Europe Flu
230** | <=35 | Europe Indigestion
230%* <=35 | Europe Flu

~ 230%* | <=35 | Europe Indigestion

5482 >=45 | Asia Hepatitis

| 5482* >=45 | Asia Obesity |
5482* | >=45 | Asia Flu
5482* >=45 | Asia Flu

33076 4* | America HIV

33053 4* | America Cancer
33068 | 4* | America | Cancer |
| 33068 | 4* | America | HIV

From the above table it can be seen that the last four tuple of the table having sensitive
attribute values belong to same most confidential category and reveal most sensitive secrets
regarding individuals. This is a huge privacy breach and need to be resolved. It is proved
from the above example that p-sensitive k-anonymity fails to address disclosure prevention of
confidential attribute values.

To solve these problems an enhanced technique (p, o) sensitive k-anonymity {9] model was

introduced.

3.6 (p, o)-sensitive k-anonymity
This property describes, a table is said to be (p, o) sensitive k-anonymous if it satisfies k-
anonymity and every equivalence class must have minimum p sensitive values having total

weight of the equivalence at least a [9].

This is an efficient and most enhanced version of k-anonymity but still having some

limitations.
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Table3.8: Raw data in hospital

Zip code | Age | Country Health condition
75359 | 26 | Canada HIV
- 75308 25 | USA Hepatitis
75305 27 | USA | Obesity |
75308 24 Canada Cancer
67264 | 42 USA Asthma
L”’"é?zés 45 China Phthisis
67275 48 Pakistan HIV
67273 41 Pakistan Flu
25306 32 Canada Asthma
25305 35 Canada Phthisis
25306 36 Canada Flu

(p, o) sensitive k-anonymity is applied to the following table

Table3.9: (3, 1)-sensitive 4-anonymous table

Zipcode AE;@ Country | Health condition | Weight Total |
Tr¥E* | <30 * ) HIV ~ 0 1 N
TrEXX | <30 * Cancer 0
THRREx <30 * HIV q 0
TrExX <30 * Flu -~ 1
672%* | >40 UsS Hepatitis 173 2
672%* | >40 uUsS Phthisis 1/3
672** |1 >40 uUsS Asthma 2/3
672%* | >40 UsS Obesity 2/3

- - - o - 3
_____ L. B

From the above table it can be seen that then necessary condition of (p, o) sensitive k-

anonymity property are satisfied i.e. p=3, weight of equivalence class is at least a, even then

the first equivalence class/quasi identifier group contains sensitive attribute values distributed

unevenly. Three out of four sensitive values are part of same category which helps an attacker

to reach a targeted person confidential information easily with accuracy of 75%. Hence

privacy of the respondents compromised.

An Efficient Approach For Generalization Of Sensitive Attributes Using K-Anonymity Model
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3.7 Problem Statement

We have discussed improved versions of k-anonymity such as L-diversity, p-sensitive k-
anonymity, t-closeness and (p, a)-sensitive k-anonymity. It can be noticed from the literature
that these enhanced models still have many limitations which may cause privacy breach.
Amongst all, (p, a)-sensitive k-anonymity offers relatively better solution as compared to the
previous models. Our study identified few weaknesses of (p, a)-sensitive k-anonymity
mentioned below.

a). (p, a)-sensitive k-anonymity model generalizes entire data set without any distinction
which results in loss of the valuable information and needless overhead of computational
cost. For small portion of sensitive attributes, all data set is passed on through anonymization
process where each tuple of the data set is generalized. Thus data set is destabilized as noise
is incorporated to every record of micro data while computational complexity is increased on
the other hand.

b). (p, a)-sensitive k-anonymity mainly focus on sensitive values and assigns weight to
each sensitive element to enhance privacy but the distribution of sensitive attribute values in
quasi identifier group is uneven. Some values appear more frequently while other less. This
phenomenon leads towards probabilistic attack and allow the intruder recognize particular
record easily. For example:

Consider table 3.8 where first four tuples may suffer from potential threat of probabilistic
attack. It can be seen that three tuples out of four i.e. (HIV, Cancer, HIV) belong to top secret

category. So an individual can be identified with 75% accuracy.

e o]
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To improve efficiency, and maximize the volume of published data and minimize the similarity
attack to an optimum level, an efficient algorithm (p, B) sensitive k-anonymity is proposed. In
proposed technique Discriminated union f of sensitive attribute values is introduced which
ensures distinct sensitive values in each equivalence class.

A table satisfy (p, B) sensitive k-anonymity, if it satisfy k-anonymity and for each QI group

there are at least p=k distinct sensitive attribute values with Discriminated union f over p.

4.1 Proposed technique (p, B) sensitive k-anonymity
A table satisfy (p, B) sensitive k-anonymity, if it satisfy k-anonymity and for each QI group
there are at least p=k distinct sensitive attribute values with discriminated union § over p.
Before the implementation of (p, f) sensitive k-anonymity property we perform data reduction
process on data set containing micro data.
Pre-processing step: First the whole data set is scanned for sensitive tuples. Then sensitive
tuples are separated from non sensitive tuples and moved to another table called ST. Now there
are two tables containing homogeneous non aggregated data i.e. table NST consists of non
sensitive tuples while table ST contains only sensitive tuples. To ensure privacy some distortion
is added to table ST and a portion of non sensitive tuples from table NST is imported to
sensitive tuples table ST.
Table NST will be published directly without any modification because it contains non sensitive
tuples and does not reveal any confidential information regarding individuals, while table
containing sensitive tuples ST is processed for further privacy measures as below.
Generalization step: To ensure privacy protection and prevent confidential information
disclosure, (p, B) sensitive k-anonymity is used, where sensitive attributes are partitioned into
different categories or sets so that similarity and background knowledge probabilistic attack can
be prevented.
Suppose C is an attribute set containing eight distinct sensitive values. Attribute C is further
partitioned into four categories or sets (Cy, Cy, ...,C4). The categories manifests the degree of
sensitivity of value belongtoit. € = CZL,C;, ;NG =@ for (i # ).
As mentioned earlier medical condition is a sensitive attribute consist of eight diseases i.e.

= {HIV, Hepatitis, Asthma, Indigestion, Cancer, Phthisis, Obesity, Fiu} so it is partitioned
into four different categories with respect to their level of confidentiality. From the table given
below it is quite clear that category A is most confidential while category D is least. As we

move downhill in category table from category A through D, the level of sensitivity decreases.

S —————
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Table4.1 (a): Sensitive attribute partition into categories
Category | Category values C; C;
A |HIV, Cancer HIV Cancer
B | Hepatitis, Phthisis | Hepatitis | Phthisis
c Asthma, Obésity Asthma Obesity
D Indigestion, Flu Indigestion | Flu )
Table 4.1 (b): Raw data
'S.No | ZIP Code “Age Nationality | Medical Condition Categories
1 23021 | 30 Russian |  HIV | A
2 23023 31 us HIV A
3 23065 23 Japanese Flue D
4 23059 25 us Indigestion D
5 54824 52 Indian " Hepatitis C B
6 54827 57 Russian ~ Phthisis B
7 | 4828 | 49 S ~ Asthma - C
8 54829 45 us Obesity C
9 33076 41 us HIV A
10 33053 | 43 Indian Cancer A
11 33068 40 Japanese Flu D
12 33068 44 us Indigestion D

The above table contains raw data consists of original information about different patients.
Some values in the table are confidential and need to be protected. After applying proposed
technique, the above table can be transformed into more general but secure one as shown in
table 4.2.

To minimized similarity attack a Discriminated union P of sensitive attribute values is proposed.
We illustrate here how to calculate Discriminated union in section 4.2(a) and 4.2(b) while data

reduction and generalization are presented in section 4.5.

Discriminated union can be defined and calculated as below. Note that the word “category” and

“set” are used interchangeably having similar meaning as a set of sensitive attribute values.
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4.1.1 Discriminated Union of Sensitive values
Two categories A and B are said to be discriminated if they possess no elements in common,

e, ANB=0
For example:

A= {HIV, Cancer} B= {Hepatitis, Phthisis}

Figure 4.1(a): Discriminated set

4.1.2 Discriminated or Disjoint Union of sensitive values
Discriminated union of sensitive values can be defined as set of values belong to different
categories such that each value in the discriminated union is distinct and none overlapping

within the set.

AU B

Figure 4.1(b): Discriminated union

To calculate Discriminated union of sensitive values Union-fined algorithm is use which
performs the following two useful operations.

1. Find

2. Union
Find function: this function search the categories and determine which particular value belongs
to it. It can also identify if two values belong to same category so it can prevent repetition.
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Union function: this function joins two elements from different categories into single subset.

The methodology is illustrated in the following example where k=p=4 and Discriminated union

over p is calculated using Union-fined algorithm.

Table 4.2: data set with Discriminated union of sensitive values p=k=4

S.No | ZIP Code | Age Nationality | Medical Condition | Categories
1 230%* | <=35 * HIV A
2 230%** <=35 * Hepatitis B
3 230%* | <=35 * Asthma C
4 230** <=35 * Indigestion D
5 5482% | >=45 * Cancer A |
T Sds =25 T T T hbisis “B“'—"J
7 5482% | >=45 * ' Obesity T C
"3 5482% | >=45 * "~ Flue | D |
9 330%* | 4% * HIV A
10 330%* | 4% * Hepatitis B
1 330%% | 4% * Asthma C
12 330%% | 4% * Indigestion D

From the above table it can easily be seen that how successfully similarity attack problem is
addressed. The table shows that all the sensitive elements are disjoint and no one is repeated
with in particular equivalence class.

Cardinality of the Discriminated union dependent on p and k. if p=4, then k is also equal to 4,
consequently cardinality of Discriminated union is 4.

For p=4, initially disjoint/discriminated union is empty i.e. B = {O}.

D is the universal set contains all the disease i.e. D= {Cancer, HIV, Hepatitis, Phthisis, Asthma,
Obesity, Indigestion, Flu} which is further partitioned into four categories listed in table 4.1(a).
Name of the category is called root or representative of the category i.e. A, B, C and D are the
roots/ representatives of the categories.

B is the set contains discriminated union of distinct values of different categories. Initially B is
empty i.e.

B ={}.Our algorithm takes the first sensitive value frorﬁ universal set D containing diseases,

and compares it with the values already stored in discriminated union set B. First roots of the
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values are compared with each other, if match is found then its Childs are compared if no match

is found then the value is added to discriminated union set §, otherwise the value is ignored and
next value from universal set D is processed and the process is repeated until cardinality of

Discriminated union set become equal to p.

4.1.3 Solved Example

For example if p =k=4 then Discriminated union for table 4.2 is determined as follows.

Initially the first element of universal data set D is taken which is ith element of category A i.e.
(A[i] =HIV) and stored in discriminated union set f. Now = {HIV}

On the next iteration Second element of universal set D is processed which is the first ith
clement of category B (ith element B[i]=Hepatitis). Root of B[i] is then compared with the root
of the element previously stored in f i.e. HIV. The fined () function match the elements with
each other, if match is found, the element is discarded otherwise stored in the discriminated
union set f. Now Discriminated union contains two elements i.e. p = {HIV, Hepatitis}.

In the next iteration of the loop third element of universal set D which is Asthma is processed
which is the first element (ith element C[ij=Asthma) of category C. root of C[{] is then
compared with the root of the elements previously stored in'ﬁ i.e. HIV and Hepatitis. If no
match is found , the element is added to Discriminated union set which now contains three
elements i.e. p= {HIV, Hepatitis, Asthma}.

Similarly the loop will execute its last iteration and processed fourth element in data set D
which is the first element (ith element D[/[=Indigestion) of category D. Root of Dfi] is then
compared with the roots of previously stored three distinct values in Discriminated union set. If
no match is found; the element is added to the Discriminated union set otherwise discarded.
Loop for Discriminated union terminates after completing fourth iteration. Discriminated union
of QI group in table 4.2 now contain four distinct sensitive values i.e. p = {HIV, Hepatitis,
Asthma, Indigestion}.

Here now first equivalence class is completed for p=k=4. For the rest of QI groups jt elements
of the categories are taken and processed in the above mentioned manner.

The process continues until all data set is processed.

For k=4, initially every first element of each category is taken and placed in equivalence class
while for the second equivalence class every second element of each category is taken and
placed in equivalence class.

The first disjoint union of sensitive values with respect to correéponding equivalence class

consists of A; ,B;,C; and D; which are HIV, Hepatitis, Asthma and Indigestion respectively.
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The second disjoint union consists of values 4; , B;,(; and D, where the corresponding values
are Cancer, Phthisis, Obesity and Flue. The algorithm uses values C; andC; on alternative

iterations as can be observed in table 4.4.

4.2 Anonymization Algorithms
To anonymize a given data set, many algorithms have been proposed so far with their own
efficiency and limitations. However fewer got much popularity because of efficiency, running

time, precision and accuracy which are given below.

4.2.1 Global Recoding Incognito Algorithm
Global recoding is one of the consistent methods that generalize a table at domain level. Most

anonymization methods are based on global recording incognito model. Incognito generates k-
anonymous full-domain generalized set of aftributes. It provides another option to put a
threshold on suppression to ensure specified level of tuple suppression. Using subset pro;;erty, it
evaluates single attribute subsets contained in QI group and in rest of the iterations it checks k-
anonymity for progressively large subsets. During iterations, two important tasks are performed
as illustrated below.

First iteration: Graph of candidate nodes (Ci) generated from subset of QI having size i
is considered and processed accordingly and using rollup property and generalization, bottom
up-breath first scarch is performed represented by Si.

Second iteration: In second iteration on obtaining S the algorithm develops set of
candidate nodes Ci+1for Q1 having size i+1 and use subset property to avoid the nodes which
cannot be helpful while size of the set of the attribute is large.

When bottom up breath first algorithm runs, in every iteration it is searching for QI attribute
and determine whether it is k-anonymous or not according to candidate generalization(Ci).

For example, in iteration 1the algorithm check k-anonymity for every single attribute contained
candidate generalization; if a node does not prove k-anonymity, it is eliminated in second
iteration. 1f a node satisfies k-anonymity than all of its direct generalizations are marked true
and not checked in subsequent iterations using generalization property. All generalizations that
fulfill k-anonymity property are paired.

Consider the following table with quasi identifiers Zip code, Gender and Age where k=2 and the

maximum suppression threshold is 2.
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Table 4.3: Micro data for generalization hierarchy

Zip code | Gender Age Medical Condition
53715 Male 76 ' Hypertension
53715 Female 86 Hypertension
53703 Male 76 Obesity

53703 Male 76 HIV

53706 Female 86 . | Obesity

53706 Female 76 Flu

In the below figures 4.1(c)(d) and (e) value generalization hierarchies of given quasi-identifiers
of the all of the subsets are presented on the left side and the corresponding sub-hierarchies
computed by incognito algorithm during execution of every iteration are shown towards the
right side with respect to above table in the following figure.

In the figures, Age, Gender and Zip code are represented by A, G and Z respectively

Z72=(537*%)
Al=(*) G1=(Gender) Z1=(5371*,5370%)
A0=(76,86,76,76,86,76) JO=(Female, Male) J0=(5371 5,53710,53706,53703)
Figured.1(c) Figure4.1 (d) Figured.1 (e)

Here are the domain generalization hierarchies shown in above figures (¢) (d) (e).

Attribute Age can be gencralized to two levels i.e. level AO= (76, 86, 76, 76, 86, 76) and level
Al=(*), and it cannot be generalized further. Likewise attribute Gender can be generalized to
level GO=(Female, Male) and level G1=(Gender) and attribute Zip code can be generalized up
to three levels i.e. level Z0=(53715,53710,53706,53703) , level Z1=(5371%,5370*) and level
Z2=(537**). Maximum suppression threshold is 3.

First iteration:

In the first iteration Incognito determines that table T is k-anonymous with respect to un-
generalized quasi identifiers Age, Gender, Zip code (Ao0),(Go) and (Zo) respectively at initial
slage.

Second iteration:

In second iteration three bottom up breath first searches are performed to find table T is 2-

anonymous with respect to Quasi identifiers (Age, Gender), (Age, Zip code) and (Gender, Zip
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code). In first search the algorithm analyzes the nodes and generates the frequency set of table T
with respect to (Go, Zo) and determines that it does not satisfy 2-anonymity. This frequency set
is rolted up and generate another frequency according to (G1,Zo) and (Go,Z1). The table is 2-
anonymous with respect to (G1,Z0), so all of its direct generalizations(G1,Z1 and G1,Z2) are
marked and considered 2-anonymous according to generaiization property . Table T does not
fulfill 2-anonymity conditions with respect to (Go,Z1) so this edge is removed from graph while
frequency set (Go,Z2) satisfy 2-anonymity and the breath first search is completed for multi-

attribute generalization with respect to (Gender, Zip code).

(G1.22) (G1,22) (G1,22)
/
GLZY (GO.22) (GlL.Zh) (GO,22; (G1,21) (GO,22)
(GI.ZO)\(GO,ZI) (G1,Z0) (GO,Z1) (G1,20) (GO.Z1)
/
(GO,Z0)

Figure 4.2(a): First Search
In second search the algorithm evaluates the nodes and generates the frequency set of table T

with respect to (Ao, Zo) and determines that it does not satisfy 2-anonymity. This frequency set
is rolled up and generate another frequency according to (A1,Zo) and (Ao,Z1). The table is 2-
anonymous with respect to (A1,Zo), so all of its direct generalizations(A1,Z1 and A1,Z2) are
marked and considered 2-anonymous according to generalization property . table T does not
tulfill 2-anonymity conditions with respect to (Ao,Z1) so this edge is removed from graph while
frequency set (Ao,Z2) satisfy 2-anonymity and the breath first search is completed for multi-

attribute generalization with respect to (Gender, Zip code).
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(A1.Z2) (A1.Z2) 1.22)
(Al.Z) (A0,72) (ALLZD) (A0,Z2) (ALZY) (A0,Z2)
(A1.Z0) (A0,Z1) (ALZ0) (AO.Z1) (A1,Z0) (A0,Z1)

/

(A0,Z0) Figure 4.2 (b): Second Search

In the third and final search our algorithm generates frequency set of the above table T with
respect to (Ao, Go) and found that it does not satisfy 2-anonymity so this frequency is rolled up
and another frequency set (A1,Go) and (Ao,G1)of the is processed. Table T is 2-anonymous
with respect to (A1,Go) so using generalization property its direct generalization (A1,G1) is
also 2-anonymous and marked as generalized.

On the other hand (Ao, G1) does not satisfy 2-anonymity so it is discarded from

Sub hierarchy graph and the search are finished.
(A1,G1)

(A1,G0) (AQ,G1) (A1,Gl)

(A0.G0) (A1,G0) (A0,GI1)
Figure 4.2 (c): Third Search
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4.3 Algorithm

Step 1: Generalize all tuples such that all tuples become equal.

Step 2: G is the set consist of generalized tuples and

U« {G};0«< 9

Step 3: Repeat

Stepd: U< @

Step5: Forall Ge U do

Step 6: specialize all tuples contained in G and push them one level down in generalization
hierarchy constructing a child node while satisfying conditions of (p, B) sensitive k-
anonymity

Step 7: if a node does not satisfy (p, B) sensitive k-anonymity, move it back to the parent node
G and unspecialize it

Step 8: if parent node G does not satisfy the condition, then unspecialized some child node

and move upward in hierarchy to parent so that parent node fulfill (p, p) sensitive k-anonymity

Step9:  End of if structure

Step 10: For all non-empty branches Rof G,do U '« U’ U {R}
Step 11: UeU
Step 12: If G is non-empty then 0 « 0U {G}

Step 13:  End of for loop
Step 14:UntilU = @
Step 15: Return 0.

S —
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Hlustration:

The above algorithm runs in two phases i.e. data reduction phase and generalization phase.

In the data reduction phase the algorithm determines tuples which are mandatory for
generalization and for this purpose entire data set D as in table 4.4 (a) is traversed to find
sensitive tuples. When all the data set is scanned and sensitive tuples are found then these
sensitive tuples are separated from the data set and moved to another table called T as in Table
4.4 (b). This process continues until all tuples are moved to table T and data set D has no more
sensitive tuples. To ensure privacy of the individuals a portion of sensitive tuples is imported
from data set D and added to table T containing only sensitive tuples in such a way that in table
T density of non sensitive tuples is 2/3 of the whole Table 4.4 (c), i.e. In table T if there are 10
sensitive tuples then there must be 20 non sensitive tuples as distortion.

In generalization phase table T is processed by Top down local recording algorithm and
generalized in such a way that all tuples are indistinguishable from each other.

From step 6 specialization processes begins and all tuples are specialized one by one and moved
one level down in generalization hierarchy. On specialization of every node (p, B) sensitive k-
anonymity is necessarily satisfied. If a child node does not satisfy (p, p) sensitive k-anonymity,
it is moved upward to parent node. If parent node does not satisfy (p, f§) sensitive k-anonymity,
some other child nodes are moved to the parent node to satisfy the condition. This process
continues until all nodes are specialized. Table 4.4(d) consists of the data set containing micro
data before anonymization. It can be seen that the data set contain contains sensitive and non
sensitive tuples and the density of sensitive tuples in the entire data set is about 10%. So the

sensitive tuples are separated and stored in table T as in table4.4 (b).

Table 4.4 (a): data set D

S.No | ZIP Code | Age Nationality | Health position
1 23021 30 Russian HIV

2 23023 31 Us Indigestion

3 23065 23 Japanese rlu

4 23059 25 Us Indigestion

5 54824 52 Indian Flue

6 54827 57 Russian Phthisis

7 54828 49 UsS Asthma

8 54829 45 Us Flue
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9 33076 41 US Cancer

10 33053 43 Indian Indigestion
11 33068 40 Japanese Flue

12 54829 45 uUs Flue

13 33076 41 uUs Indigestion
14 33053 43 Indian Cancer

15 33068 40 Japanese Flue

16 |33068 44 US Indigestion

Sensitive tuples are separated from above data set and stored in following table.

Table 4.4 (b): Table T with only sensitive tuples

S.No | ZIP Code | Age Nationality | Health position
1 23021 30 Russian HIV

9 33076 41 uUS Cancer

6 54827 57 Russian Phthisis

14 33053 43 Indian Cancer

In the following table only non sensitive tuples are left after separating sensitive tuples from it.

This table is supposed to be published without any major modification because it does not

contain any confidential information regarding individuals.

Table 4.4 (c): data set containing only non sensitive tuples

S.No | ZIP Code | Age Nationality | Health position
2 23023 31 Us Indigestion
3 23065 23 Japanese Flu
4 23059 25 US Indigestion
5 54824 52 Indian Flue
7 54828 49 Us Flu

54829 45 uUs Flue
10 33053 43 Indian Indigestion
11 33068 40 Japanese Flue
12 54829 45 US Flue
13 33076 41 UsS Indigestion
15 33068 40 Japanese Flue
16 33068 44 US Indigestion
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Table 4.4(d) is modified by adding non sensitive tuples to it. And the ratio of the non sensitive

tuples imported to it is 2/3" of the whole data set G as we can see in following table.

Table 4.4 (d): after adding 2/3™ distortion

S.No | ZIP Code | Age Nationality | Health position
1 23021 30 Russian HIV

9 33076 41 us Cancer

6 54827 57 Russian Phthisis

14 33053 43 Indian Cancer

5 54824 52 Indian Flue

6 54827 57 Russian Indigestion
7 54828 49 UsS Flu

8 54829 45 uUs Flue

10 33053 43 Indian Indigestion
11 33068 40 Japanese Flue

12 54829 45 us Flue

The remaining part of the algorithm can be illustrated by the help of the following example.

Step 4 and onward, working mechanism of the algorithm is illustrated by the following tables

and diagram.

Let us process only one quasi identifier i.e. Zip code in the table 4.5(a) containing micro data

with four tuple where two of them are sensitive i.e. HIV and Cancer. For the data set threshold

values are set to k£ =2, p= 2. First all tuples are generalized as shown in figure 4.3(a) where we

take only quasi identifier Zip code and converted to more general value *****

After generalization, specialization process begins; this is reversal of the generalization. A

tuples is specialized if it satisfy (p, B) sensitive k-anonymity and moved down in generalization

hierarchy forming a child node i.e.5**** as shown in figure 4.3(b).
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Table 4.5(a): Raw data Table 4.5(b): Generalized Table
FZip code | Gender | Health condition [s# nZi'i)—EoA&e—' Medical condition
54824 | Male CHIV ‘ 1 | 54824 HIV
54824 Male Hepatitis 2 ] 54824 Hepatitis
54824 Female Asthma 3 5482* Asthma
54823 Female “Indigestion 4 5482 Indigestion

Further more in the next iteration, this process is continue obtaining branches with Zip codes
54%** 548%% 5482* shown in figures 4.3(c), 4.3(d) and 4.3(e) respectively. Tuples are further
specialized into two branches as we see in figure 4.3(f). Specialization process will be
successful if all tuples in generalization hierarchy are specializéd, however there are exists some
problematic leaves which does not satisfy (p, B) sensitive k-anonymity and need to be pushed
upward in the hierarchy. In figure 4.3(g) it is quite clear that Zip code 54824 is alone and do
not satisfy (p, B) sensitive k-anonymity , so it is pushed back to the parent node 5482*,

If parent node does not satisfy (p, ) sensitive k-anonymity, then push some of the child nodes
upward in generalization hierarchy so that parent node satisfy the condition and specialized. In
figure 4.3(g) , it is cleared that parent node54824* we moved tuple 54824 upward which satisfy
(p, B) sensitive k-anonymity. In figure h we determined the data set with Zip code 3and 4 are
generalized to 5482* and 5482* respectively while Zip code 1,2 are generalized to 54824,
54824 at the end table 4.5(b) is obtained which satisfy (p, B) sensitive k-anonymity.
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@ Zip code: *¥*** (8) | Zip code: *****
Tuple: Tuple:

Specialization

Specialization

Zip code: S**** Zip code: 5¥***
(b Tuple: Tuple:

Specialization

v 4

Zip code: 54%** Zip code: 54***
(¢) Tuple: Tuple:

Specialization

Specialization
Specialization

v v
Zip code: 548** Zip code: 548**
(d) Tuple: Tuple:
Specialization .
Specialization
v A 4
Zip code: 5482* Zip code: 5482*
() Tuple: Tuple: 4
Aahzati\ Specialization
() Zip code: 54824 Zip code: 54823 Zip code: 54824 Zip code: 54823
Tuple: 1,2,3 Tuple: 4 Tuple: 1.2 Tuple: 3.4

Figure4.3: Anonymization process for Zip code [9]

In this way all tuples in a data set are generalized. If there are some tuples which fulfill (p, )
sensitive k-anonymity and still un-specialized, then the specialization process is repeated again
and again until all tuples satisfying the necessary condition are specialized. In this process

information loss is minimized and maximum accurate data is published.

4.4 Successful specialization
During specialization, some tuples usually left un-specialized which is not acceptable and cause

lose of useful information. Thus the specialization in which maximum data is specialized is the
best specialization. For this purpose attributes of data set are analyzed and optimal quasi
identifier attributes are selected so that information loss is reduced and the published data is

precise.
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In this chapter results are calculated and compared with previous models. Data set which is known as
Adult data set was obtained from UCI machine Learning Repository which is publically available. We
determined running time, similarity attack and distortion ration of our technique and the results were

compared with previous models.

Apart from the fact that the proposed model (p, B) sensitive k-anonymity provided optimum solution
for similarity attack by using Discriminated union of sensitive attribute values but also working
efficiently with respect to distortion ratio. Accuracy of the published data is more than 50% greater
than other models. More than 60% non sensitive data is published without any modification so

distortion ratio of the mention portion of the data set is reduced.

5 Dataset

UCI Machine Learning Warehouse [10] contains standard data repositories like adult data set mostly
used in majority of experiments [6, 12]. We have also used the said real world data set in our
implementation to prove its efficiency and usefulness. The data set is available publically, initially
there were more than 45000 records in the data set; we have removed missing values and the tuples
with unknown values. The data set after eliminating needless values left with 30000 records. Data set
is versatile in nature, having numerical and categorical attributes which provide greater support in
anonymization process. We summarize adult data base attributes in the following table. Table 5.1
shows all attributes of the data set including name of the attributes, types of the attributes,

corresponding distinct values and heights.

Table5.1: Attributes description of Adult Data base [10]

“Name of attribute Type of attribute Distinct values | Height |
Gender o Categorical 2 2 ]
Work class Categorical 14 3
Education Categorical 16 4 B
Marital Status Categorical 7 3 N
Race Categorical 5 3
Health _condition Sensitive 8 1
Age o Numeric 78 4 O

m - Categorical 41 N 3]

Attribute values of the above table are shown in the following table. All distinct values are taken from

real world data set.
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Table5.2: Attributes with corresponding distinct values

“Attribute name

Total

Distinct values

Nationality

‘Marital status

36

United-States, Peru, Scotland, South, Taiwan, “Philippines, Poland,
Columbia, Cuba, Cambodia, Canada,
El-Salvador,

Portugal, Puerto-Rico, China,

Dominican-Republic, Ecuador, England, France,
Germany, Greece, Netherlands, Honduras, Guatemala, Haiti, Holland,
Hong, Italy, Jamaica, Japan Hungary, India, Iran, lreland, , Laos,

Vietnam, Yugoslavia, Mexicd, Nicaragua, Thailand ,

I — -
Married-AF-spouse, Never-married, Divorced, Married-civ-spouse,

Separated, Widowed, Married-spouse-absent

Medical condition | 9 HIV, Obesity, Flu, Cancer, Phthisis, Indigestion, Hepatitis, Asthma
,Chest infection
Age 78 | 97,11,12,13,14,15,16,17 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30,
31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49,
50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68,
69,70,71,72,73,74,75,76,77, 78,79, 80, 81, 96
Work class 15 Priv-house-serv, Craft-repair, Farming-fishing ,Adm-clerical, Exec-
managerial, Tech-support, Transport-moving, Prof-specialty, Handlers-
cleaners ,Protective-serv, Sales, Machine-op-inspct, Other-service,
Armed-Forces, Doctor
Lﬁace 5 White, Asian-Pac-Islander ,Black ,American, Other
‘Education [ 16 | Doctorate , Masters,Preschool, Prof-school,1%-4", 57-6", 7%-8%, 9% 10%
11" 12% Assoc-acdm, Assoc-voc, Some-college, HS-grad, Bachelors,
;Gender 2 | Female Male

In our experiment six attributes were obtained from adult database while health condition with distinct

values was added to the data set implicitly.
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In following figure a snap shot of adult data set is shown.

Age ~ foucation -« Maridal_status - Waorkclass + Race - Gender - Couniry . - Health_conc ~
bS Bachelors Never-married Adm-clerical . White  Male United-States HIV
3G Bachelors MWarried-civ-spouse . Exec-managerial white tdaie Unitad-States Phthisis
3 Divarced Handlers-cleaners  White  Male Linited-Siates - Obasity
3 Married-civ-spouse - Handlers-cleanars | Black Male Unitad-States  HIV
& ed-civ-spouse  Prof-specialty Black Female s Phthisis
37 hiarried-civ-spouse . Exec-managerial white Female United-States Phihisis
43 darried-spouse-abse Other-service Black Famaie lamaica 2hthisis
32 Married-civ-spouse . Exec-managerial Wwhite - Male United-States  HIV
31 Never-married Prof-specdialty White  Female Urited-States - Astiima
42 Married-Civ-spouse - Exec-managerial White - Male United-States Fiu
37 darried-ofv-spouse © Exec-managerial Black rale Unifed-States Obesity
30 Married-tiv-spouse | Prof-speciaity Asian-Po Male india Cancer
23 Never-married Adm-clerical White ' Female Urnited-States  Phthisis
32 Never-married Sales Black Male united-States  indigestion
BN rarried-civ-spouse  Transpori-movin Amer-ir Maie Mexico Qlesity
25 Never-married Farming-fishing White Male United-5States : Obasity
Nave arrigd Machina-op-insney dale United-States HIV
38 adarried-civ-spouse  Sales Male Hiv
B Drvormed Zxec-managerial Famale Cancer
40 Marrted-civ-spouse | Prof-speciaity Wwhite  Wale indigestion
S8 Separaisd Other-service Biack Famala United-States Phthisis
33 tarried-civ-spouse  Farming-fishing Biack . Maie United-States Cancer
a3 iv-sgouse - Transport-moving - ‘White  Male United-States  Hepatitis
39 Tech-support White | Female linited-States Phthisis
55 BAG -piv-spouse  Tech-support White - Male Urited-States Fiu

....... 3.4 EN B W P Suer Addimd 4nt PIRTRE T o Y Lhin

Record: 4 LR 1iSearch

Figure 5.1: Snap shot of the adult data set

Anonymization algorithm was applied on data set shown in above snap shot and the resultant

anonymized data obtained is shown following figure. Where K and P=4.
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}230.66321243523316:48. 6275067787054, Adm~cYerical ,white,0.0:1. 0, United-5tates ,HIV o
<30.73770491803279127. 9967 75060467634 ;Exec-managerial,white,0.0:1.0,united-states, Hepatitis
<30, . 6275067787054 ,Handlers-cleaners ,white,0.0:1.0,united-states  Asthna .
+40 . 59677 5060467634 ,Handlers-cleaners,Black,0.0:1. 0, united-states,Indigestion
=4 . 0603035467 9008, Prof-specialty,black,1.0:0.0, cuba,Cancer .

240 .D6020354679008, Exec-managerial,white,1.0:0.0,un{ted-States , phthisis

=30, 47.06030354679008 ,0ther -service,Black,1.0:0.0,Jamaica,obesity

2%, 4 127.996775060467634 , Exec-managerial,white,0.0:1.0,united-States,Flu

4 7 7 :4?.05030354679008.Prof—specia]t¥.white,1.D:0.0,Unjted-States,HIv o

66321243523316:48. 6275067787054, Exec-manageria), white,0.0:1.0,united-5tates, Hepatitis

36.66321243523316:48. 6275067787054, Exec-managerial,slack,0.0:1.0,united-States, Asthma .

56371243523316:48, 6275067787054, Prof~-specially,asian-Pac-IsTander ,0,0:1.0,1India,Indigestion

30,034, 769230769230769 , adm-clerical,white,1.0:0.0,united-states,cancer

310, 66321243523316:48, 6275067787054, 5a%es ,Black,0.0:1,.0,United-5tates,Pthisis . .

=30, 66321243523316:48, 6275067787054, Transport-moving, Amer -Indian-skimo,0.0:1.0,Mexico,0besity

<30, 66321 243523316:48, 6275067787054, Farming-fishing,white,0.0:1.0,united-States,Flue

<30, 66321243523316:48, 6275067787054 ,Machine-op-inspct,white,0.0:1.0,united-states,RIv
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Figure5.1: Anonymized data
Proposed model (p, B) sensitive k-anonymity implemented on data set acquired from UC lIrvine

Machine Learning Repository with more than 30000 tuples. Initially it was containing nine quasi
identifier attributes but we selected only seven attributes which were considered most significant to
analyze the performance of the algorithm. The result obtained are compared with the previous
anonymization technique namely (p, a)-sensitive k-anonymity [12] to evaluate our technique with
respect to efficiency, distortion ratio and effectiveness. We introduced new technique called
Discriminated union to calculate distinct sensitive value in each quasi identifier group. From
experimental results it is proved that the proposed methodology is much efficient than the previous
technique and the quality of the published data is much better. Probabilistic attack is reduced to an
acceptable level while unnecessary computational cost is reduced and needless generalization and
suppression of information is avoided. Quasi identifier attribute Medical condition with sensitive

tupies were assigned 8 sensitive numbered values e.g. (HIV=1, Cancer=2, Obesity=3, and so on).
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The experiment was performed on hardware similar to incognito [12] with Dual Core CPU, 2 GB

RAM and 1.7 processor. Java SE was used in Net beans 2007 environment.

5.1 Performance Measures
Our technique evaluates performance of the algorithm in term of similarity attack and distortion ratio.
We described performance measures along with result obtained with particular scenario in the

following section.

Scenario 1: Similarity attack

When more sensitive values of quasi identifier group fall in one category then similarity attack occurs
and an individual can be easily identified. Sensitive information can be retrieved by inferring quasi
identifier attributes to the attribute having similar values against particular record. (p, o) sensitive k-
anonymity generate 30 minimal (2, 2) sensitive 4-anonymous tables where p =2, k =4, a = 2. 23
tables were satisfactory while 7 tables were suffering from similarity attack and supposed to be
vulnerable with 23% of the total. Proposed technique (p, B) sensitive k-anonymity generates 26 tables
and all were satisfactory no table came across similarity attack. So the similarity attack is reduced to
0% by our proposed technique. For second and third set of experiment, parameters and its

corresponding output with percentage is given in the following table.

Table5.2: Results comparison

Technique Parameters Total tables Similarity Percentage
generated attack
| (p, @)-sensitive k-anonymity | k=4, p=2,a=2 | 30tables | 7tables | 7/30 = 23%
k=8,p=4,a=4 |27 tables 8 tables 8/27=29%
k=16, p=8 ,a =4 | 21 tables 7 tables 7121 =33%
(p, P) sensitive k-anonymity | k=4, p=4 26 tables 0 tables 0/26= 0%
k=4,p=4 22 tables 0 tables 0/22= 0%
k=4,p=4 18 tables 3 tables 3/18=16%

Scenario 2: Distortion Ratio

Distortion ratio measures the amount of information lost during generalization process. It determines
the difference between the original data and the data obtained after generalization. It is the most

important utility measure of the techniques used for anonymization. An algorithm with less distortion

T ——
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ratio is more efficient as it preserve more information, maximum déata is published and information
loss is reduced. During anonymization an attribute value is replaced by more general value to hide
confidential information regarding entity. It is defined in term of height i.e. the height of the value is 0
if it is not generalized and therc will be no distortion at all. If height of the generalized value is turned
to one, it is supposed to move one level up in generalization hierarchy. It moves upward in the

hierarchy as the height of the generalized value is increased leve! by level.

In the proposed technique distortion ratio is minimized significantly up to 60% of the whole data set
as compared to the previous methodology(p, a)-sensitive k-anonymity. First all sensitive tuples are
separated from data set and then a portion of non sensitive tuples is incorporated to the table
containing only sensitive tuples separated from data set. The tuples left behind this process are non
sensitive and up to 70% of the whole micro data so it is published directly without adding any

distortion to it.

To determine height of the generalized value of an attribute, suppose attribute A; , tuple t;; and their
corresponding heighth; ; . The distortion ratio of the entire data set the sum of all individual

distortions of the tuples in generalized dataset D = };; h; ;
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Figure5.2: proposed methodology and previous model
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Distortion ratio can be calculated by

Distortion ratio of the data set = (Distortion of the generalized dataset) / (Distortion of the fully

generalized dataset)

0.5
o
2
€ G4E
=
(=]
-; -
‘5 a0 2
E g (p, o)- seDSItIv e
<)

—be—proposed technique

size of Quasik-identificrs

Figure5.3: comparison based on different values of Quasi Identifiers

In taxonomy tree if all values are generalized to root is called fully generalized data set while
generalized data set is the one which is generalized to some lower level in the hierarchy with
minimum height. Distortion ratio is dependent on the size of quasi identifier. If quasi identifier has
more attributes then the distortion ratio will be high and vice versa. More attributes means more

distinct values so more chances to generalize the tuples.

As we apply generalization on some specific portion of the data set, which is less than 40% of the

entire data set so our technique performs less generalization as compared to the previous models.
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Chapter.6 Conclusion and Future directions

6.1 Conclusion and Future directions

(p. a)-sensitive k-anonymity is a mandatory property for non aggregated data to satisfy before it is
published. However our research shows that this technique has some limitations which results in loss
of the valuable information and needless overhead of computational cost by generalization entire data
set without any distinction. For small portion of sensitive attributes, all data set is passed on through
anonymization process where each tuple of the data set is generalized. Thus data set is destabilized as
noise is incorporated to every record of micro data and computational complexity is increased on the
other hand. Secondly, this technique mainly focused on sensitive values but with uneven distribution

resulting probabilistic attack which lead to privacy breach.

Proposed methodology (p, B) sensitive k-anonymity, introduces new technique “Discriminated union”
of the sensitive attribute values which ensure that every tuple in equivalence class have distinct
sensitive values. This property guarantees the privacy of the respondent to be protected and intruders
can never be able to disclose confidential information. The technique works in two phases. In first
phase, size of data set is reduced by separating sensitive tuples from non sensitive tuples. As we know
from the literature sensitive tuples are always less than 15% of the whole data set so it is isolated and
dealt separately. To minimize similarity attack and improve privacy of the individual, a portion of non
sensitive tuples is added to sensitive tuples. In second phase of the algorithm, (p, B) sensitive k-

anonymity is applied on reduced dataset and results are obtained.

Experimental results show that our technique is efficient in term of distortion ration and similarity
attack. Privacy of the individual is ensured as well as quality of the published data is improved.
Computational cost is reduced significantly up to 60% by publishing non sensitive data directly

without any modification; on the other hand data loss is also minimized.

Our proposed technique is performing well for size of equivalence class equal to total number to
diseases. Its performance degrades if size of equivalence class i.e. ’k’ is significantly greater than total

number of diseases.

In future the proposed technique can further be extended for large size of equivalence class.
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