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ABSTRACT

Direct Global Navigation Satellite System (GNSS) signals are mainly used for navigation and
positioning purposes by a diverse set of users. However, this research employs a method for
utilizing reflected GNSS signals to form an image of targets within a region of interest. The
principle is based upon a type of bistatic synthetic aperture radar (SAR) in which a matched
filter technique is utilized to perform the image reconstruction. The most promising non-
cooperative transmitter, among the existing GNSS, for the practical SAR applications is:
Global Positioning System (GPS) specially its newly introduced LS signal. The method
presented in this thesis relies upon the fact that each component of the received signal
resulting from a reflection of an individual target is subjected to a unique chirp. A major
challenge is the appalling signal to noise ratio associated with the received reflected GPS
signals. Another difficulty was the masking of the reflected signals by power in the tails of
the autocorrelation function of the direct signals which cannot be totally suppressed.
Moreover, the reconstruction method resulted in an undesirable point spread function (PSF)

which degraded the reconstructed image.

The entire GPS signal generation and image reconstruction process has been simulated as
faithfully as possible within the limitations of the available computational resources. The
smeared image obtained due to poor quality PSF was improved by means of a Wiener filter

and Particle Swarm Optimization based deconvolution method.

There can be three different types of imaging scenarios based on the location of GPS receiver
and the source that generates the requisite change in geometry. The imaging hardware can be
kept airborne, placed on a ground vehicle or simply remain static. Whereas, all three
scenarios have been simulated, an imaging system based on a static receiver has practically
demonstrated with the successful identification of 0.5 m? spherical target. The necessary
change in synthetic aperture is provided by the orbiting GPS satellite by integrating the signal

over a longer period of time.
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Chapter 1

Introduction

1.1 Background

The GPS is United States (US) space based global navigation satellite system maintained by
Defense department. GPS is mainly used for positioning and navigation purposes. A
constellation of GPS satellites transmit signals which are received and processed by GPS
receivers before displaying the position of the user. These satellites broadcast signals to the
surface of earth which strike different objects and bounce back to receiver in multi-path fashion.
GPS receivers positional capability is highly degraded by these reflected signals, hence termed as
unwanted signals [1] . However, potential information’s about the reflecting objects/surfaces are
carried by these reflected signals [2]. This characteristic of the reflected signals makes it the best

choice for remote sensing and imaging purpose [3], [4].

Due to potential military and civilian applications, analysis of GPS reflected signals has recently
gained a lot of attention. Sea ice thickness, land soil moisture, wind speed and direction of sea
surface, ocean significant wave height etc. are some of the parameters which can be measured
with help of reflected signals [5]. In fact, based on Synthetic Aperture Radar principle in
combination with digital signal processing of the direct and reflected GPS signals image of the

target area can be processed with recognizable features resolution.



1.2 Objective and Research Contributions

This research endeavor focuses on SAR based imaging system with GPS as transmitter of

opportunity. The main purpose of the dissertation is to investigate in detail manner the feasibility

of the imaging system and verify its performance/ability to resolve a target in the area of interest.

The ultimate aim is to develop suitable and efficient image reconstruction techniques, along with

design and assembly of required data acquisition card (hardware).

Following is the summary of contributions made during the research phase.

1.

Recently added new L5 GPS signal (by the US) has been proposed in order to confirm
the remote sensing capability of the imaging system. After thorough performance
evaluation during the simulation, it is concluded that L5 has superior detection
characteristics i-e greater bandwidth, high correlationlpea.ks, better SNR as compared to
other GPS signals.

For acquisition of low power reflected GPS signals Left Hand Circularly polarized
(LHCP) antenna was designed. For further better results and higher antenna gain LHCP

helix antenna array has been proposed with compact design.

. Finally, in the deconvolution phase of reconstruction of the target image we applied

Wiener filter and Particle Swarm Optimization (PSO) heuristic technique by using our
proposed fitness function. The effectiveness of the algorithm is checked by considering
different imaging scenarios. Simulations show that the proposed method performs well

when compared with existing techniques.

1.3 Thesis Organization

The dissertation report consists of seven chapters. Following few paragraphs gives glimpse of the

contents covered in the chapters.



Chapter 2 highlights the basic concept of radar & synthetic aperture radar. It also presents in

brief some important concepts like matched filters, ambiguity functions, FM chirp signals etc.

For understanding of GPS based SAR imaging it is imperative to have knowledge about GPS
basics components: types of signals and its structure, auto and cross correlation, navigation

message etc. All these concepts are covered in chapter 3.

Chapter 4 is reserved for: in order to broaden the academic perspective and obtain knowledge of
the contemporary research activities in GNSS based remote sensing and imaging, some aspects

that are pertinent to the research topic have been reviewed, discussed and analyzed.

Chapter 5 is dedicated for furnishing some details regarding the hardware, which has been

assembled for the practical realization of the imaging system.

Chapter 6 presents the detailed simulation which was carried out for confirmation of the idea,
presented in thesis i-e by utilizing SAR concept in combination with reflected & direct GPS
signals correlation characteristic it is feasible to image target area. Next it presents the results
obtained during the course of Matlab® simulations and experiments performed to acquire actual
GPS data. The chapter ends with results comparison, findings discussion and highlighted

shortcomings.

The final chapter 7 summarizes the conclusion, highlights further system improvement steps like
system resolution, image quality, computational efficiency etc which can be taken in future

research.



/

Chapter 2

Basic Theory of SAR (Synthetic Aperture Radar)

This chapter provides the technical basis for understanding the working principle of SAR
operation. Brief historical look and evolution of SAR is presented at the beginning of the
chapter. Next idea of aperture synthesis and working theory of SAR is discussed. At the end

formation of SAR image, along with its basic properties are elaborated.

2.1 Brief History of SAR

Before investigation of SAR imaging reconstruction, it is imperative to have a look about SAR
evolution. The origin of the SAR concept was introduced and demonstrated by Carl Wiley in-
1951. Since then, SAR has undergone several significant technology phases to meet various
industrial and military applications.

The use of the wavefront reconstruction theory in SAR imaging was recognized during the late
1950s and early 1960s, which is now known as Doppler Beam Sharpening (DBS) algorithm.
However, due to the lack of advanced computing machines and digital signal processing

techniques at that time, the reconstruction theory could not achieve its intended purpose.

In 1970s, the first digital processing method for SAR image formation was developed which
significantly improved the image resolution. The first SAR satellite SEASAT, which was
introduced by NASA started its transmission in 1978. SEASAT began the development of space
based SAR. Different countries like Russia, Canada and Japan etc. have launched their SAR
satellites in space which still continues to this day. By utilizing the various collection modes
characteristic of SAR, in future SAR systems will provide enhanced capabilities [6].
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2.2 Concept of SAR

Synthetic aperture radar works on the concept of generating an effective long antenna by signal
processing means rather than by the actual use of a long physical antenna. Only a single element
of the antenna is utilized along with platform motion (Aircraft/Satellite) to move that element
through successive element position. At each position signal is broadcast, which travel to target
area where the antenna beam illuminates targets and bounced back signals (echoes) are placed in
storage after collection through the same antenna. This process is suggested in Figure 2.1. The
SAR system preserves both the amplitude and phase history of echoes at each place. It then
constructs an image through signal processing by adding responses of all the reflected signals

from targets.

Image Formation

Sl gnal Processor

Future transmit/receive position Echo Store Echo Store
X X -—
Synthetzc Aperture Length, ISA R >

Figure 2. 1The concept of synthetic aperture operation

2.3 Types of SAR

The SAR system components (transmitter and receiver) can be placed in different ways. This
topological configuration is defined by the manner in which the transmitter and receiver of the

system reacts as shown in Figures 2.2-2.4.



2.3.1 Mono-static SAR

In this configuration the transmitter (T,) and receiver (R,) are arranged in same location,
so that the same antenna can be used for transimission as well as reception of the signal,

as depicted in Figure 2.2.

Transmitter {Tx) )))““’*%:H
Receiver (Rx) e e

Figure 2. 2 Mono-static SAR Configuration

2.3.2 Bistatic SAR (B-SAR)

In this kind of SAR configuration, the transmitter and receiver are placed at different
location separated by some distance, as shown in Figure 2.3. Any of the three
components i-¢ (transmitter, receiver and target) may be moving or static and placed in
space, on the earth surface or kept airborne. This leads to different imaging scenarios

which are elaborated in detail in section (2.4.1).

Transmitter ))) - , .
(Tx) . A

e
=

(( ( Receiver

(Rx)

TARGET

Figure 2. 3 Bistatic SAR configuration
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2.3.3 Multistatic SAR

The multistatic radar depicted in Figure. 2.4 normally have multiple cooperative elements
at the receiver end and a single transmitter. Multi-static radars in some cases uses more

than one transmitter.

Receiver

Transmitter \) ) /[
(Tx) /B e (Rx4)

Receiver
(Rx2)

Receiver
(Rx3)

Figure 2. 4 Multistatic SAR configuration

2.4 SAR Imaging and allied concepts

A SAR system normally produces two dimensional images of target area. The image
must provide adequate information so that the underlying targets which are being imaged
by the system may be resolved in the area of interest. Measuring distance (line of sight)
between target and transmitter is termed as range (cross-track) dimension. Perpendicular
to the range, dimension of the SAR image is known as azimuth (along-track) depicted in
Figure 2.5. In radar literature the ability of the radar to detect and distinguish closely
situated targets is called its resolution. Range or cross track resolution of typical radar can

be mathematically expressed as [7]:



Range Resolution (R ) = L

2

2.1)

Here 1 represents width of the employed pulse and c is lighf speed. Sufficient range-resolution

for radar is relatively easy to achieve by using pulse frequency modulated (FM) chirp signal

discussed in section 2.4.2. It is worth mentioning that both SAR and common radar achieve their

range resolution as given by equation (2.1). Now we move to check how radar achieves the

azimuth resolution. Figure 2.5 illustrates the cross-range (azimuth) resolution for real-beam

radar. The antenna of the transmitter scans in azimuth angle. It has an azimuth beam-width of 6,

radians; thus at a range R,, the azimuth resolution can be approximated by following equation:

Azimuth Resolution (R, ) = R.6,, (2.2)
QT
S
3
< E
<
Range
T2
- R, >
Figure 2. 5 Resolution of target
From antenna theory, the beamwidth of a conventional antenna is given by:
A
gaz = l—— (23)
az
where [,, = antenna width in azimuth direction. Combining equations 2.2 and 2.3 gives

general radar azimuth resolution as:



-

(2.4)

Equation (2.4) suggests that in order to get better azimuth (g, resolution value of the following

three options can be opted:
» Using higher frequency signals or short wavelength pulse (1)
» Increasing length of the antenna in azimuth direction (/,,)

» Decreasing the target range (R,)

But none of these options are very effective and seem impractical in case of space or airborne

system. So the resolution indicated by equation (2.4) is not acceptable for imaging purposes.

Hence, to achieve reasonable azimuth resolution relatively efficient alternate method is required.
The adopted technique/solution is based on SAR concept, which is explained previously in
section 2.1 of this chapter. The maximum possible along-track (azimuth) resolution which can be

obtained by utilizing SAR principle is given by the following expression [7]:

ISar

5 (2.5)

Rgyp =

Where [g4p = synthetic aperture length, produced as result of translating the single antenna

element along the flight path as can be seen from Figure. 2.1. Equation (2.5) gives remarkable
results and show that R,z (azimuth resolution) is not effected by: platform altitude, operating
wavelength and range (R,) as compared to R,, of equation (2.4). Consequently, this makes SAR a
best choice for imaging and remote sensing operations. The relationship between azimuth and

range resolution is shown in Table 2.1.



Table 2. 1 Resolution Functional Relationships

Platform Range Parameter Azimuth Parameter
SAR ( < Along Track Antenna Length
28 2
Radar
( c ) Along Track Antenna Length
2 A*Ro

2.4.1 BSAR Imaging Scenarios

By changing the topological arrangement of the employed receiver, the BSAR configuration

leads to three different imaging scenarios.
Case 1. Spaceborne transmitter and airborne receiver

This kind of geometry can be understood with help of Figure. 2.6. Where the imaging receiver is
mounted on aerial platform. This option is best suited in case of remote sensing of forest change
detection, presence of ships etc. Shading, synchronization and Doppler effect due to fast change

in geometry and associated possible restriction in airspace are some of the problems of this

configuration.
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Transmitter

{GPS Satellice )

Target

Reflected Signal
Target

Reflected Signal

Airborne Reciver

Figure 2, 6 Airborne receiver-Scenario

Case I1. Spaceborne transmitter and low speed ground vehicle receiver

In order to eliminate the requirement of airtbome receiver and simplify the geometry further, the

~ imaging system can be mounted on a ground vehicle moving with slow speed near to the target.

The arangement is depicted in Figure 2.7.

Transmitter
{GPS Satcliie)

Figure 2. 7 Ground vehicle based receiver-Scenario
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However due to the associated logistics issues related to the arrangement of an aerial or

terrestrial platform makes these two options unattractive or even unpractical,

Case II1. Spaceborne transmitter and Stationery receiver

In this configuration, the receiver works in static mode, on or near the surface of earth. By
increasing the integration time for data collection, it is possible to generate an image of the target
area using stationery receiver at least theoretically, simplifying more the experimental set up.
The synthetic aperture synthesis is provided by the motion of satellite, as shown in Figure. 2.8.
This option is best suited for wind speed, sea surface height, landslides and other similar

applications.

o

Figure 2. 8 Stationery receiver-Scenario
During the course of current research effort all these different configurations and imaging
scenarios have been analyzed and simulated, in a detailed manner with GPS as transmitter of

opportunity. After thorough deliberation, based on simulation results and practical constraints, it

12



was finally decided to perform the experiment for data acquisition with the hardware positioned

at a fixed geographical location.

2.4.2 FM Chirp Signal

As mentioned earlier in section (2.4) that sufficient range resolution for radar is relatively easy to
achieve by using pulse with short duration. A waveform having effective small duration (greater
bandwidth) can be designed using frequency modulation (FM) in combination with matched
filtering technique discussed in section (2.4.3), this signal processing technique is called pulse
compression. Frequency of the pulse is changed linearly with time. This frequency modulated
pulse is known as chirp signal, which can be expressed mathematically as [8]: -

2
Aw
s(t) = Arect(——)cos[a)ot +— +¢0 (2.6)
Here A, w,, T are positive constants, Aw represents frequency sweep and Po is an arbitrary

phase angle.

Using the operation of correlation when the chirp signal is received, it is compared with its
locally generated replica which results in compressed waveform. The clear centre location in
time can be viewed as shown in Figure (2.9), which is unique beneficial property of chirp

signals.

2.4.3 Matched Filter

The matched filter derives its name from the fact that its transfer function represented by
Equation. (2.8) is proportional to the transmitted signal's spectrum (conjugated). The filter must

adjust itself accordingly, if the signal being used/received changes.
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Figure 2. 9 Received chirp signal compression,

Let signal s¢#} is transmitted signal then the received pulse S, () can be represented as:

5, (t)=as(t—13) > S, (0) = aS(w)e /7 x Q2.7
The matched filter output can be computed with fotlowing impulse response as:

2Ca 2Ca
hopl‘(f) :_N;_S(to —Tp-) ¢ Hopt(m) = N

[

S (@) (29)

For a transmitted signal matched filter should be designed in such way so that at its output

maximum signal to noise ratio (SNR) can be achieved [9].

2.4.4 Doppler Frequency

The Doppler effect is central to synthetic aperture radar, in which relative motion of the
transmitter (GPS satellite in our case) and receiver of the signal has profound affect on
transmitted signal frequency. It means the frequency of received signal is different from
transmitted signal. This change of frequency is noted as Doppler offset/shift [1]. The values of

Doppler shift increases as the transmitter come closer to the receiver and start to decrease as

14



d

transmitter goes far away. Generally the Doppler frequency shift can be mathematically

expressed as [7]:

)

2.9
I 2.9)
2m(t
g(t) = ® (2.10)
A
Putting Equation (2.10) in Equation (2.9) we shall get final formula for Doppler shift as:
27 dx(t)
Wy =— 2.11)
1T adr (

Where x(¢) is the distance b/w transmitter and receiver at time t.

Both the C/A code and carrier frequency of GPS signal are affected by Doppler frequency shift.
However, it is observed that update rate of the tracking program for the satellites motion is much
more frequent as compared to the low rate of change of the Doppler frequency introduced by

GPS satellite motion. So the Doppler shift can be compensated to greater extent [10].

As indicted by equation 2.5 and the relationship given in Table 2.1 the cross range (azimuth)
resolution of SAR depends upon the aperture produced by the translating antenna element. As in
our case the aperture is created by the movement of GPS satellite which also causes Doppler

frequency shift. So these frequency shifts have considerable effect on the azimuth resolution of

SAR image.
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Chapter 3

GPS Signals for SAR Application

The GNSS (Global Navigation Satellite System) is a unique, interesting and revolutionary
development of current times and novel applications for it art;, constantly being discovered. This
chapter starts with some insight about GNSS. Next, with SAR application perspective GPS
signals are analyzed along with its constituent elements. Concepts like power spectrum,
reception and generation of GPS signal are elaborated in detail. In order to understand the
simulation and generation of images and support the developed algorithms during the current
research study it is imperative to investigate the important correlation property of GPS signals.

This critical investigation is given at end of this chapter.

3.1 GNSS Signal Frequency Bands

Frequency bands for three major GNSS systems (GPS, Galileo and GLONASS) are highlighted
in Figure 3.1. Both GNSS signals which will be available in future and being used currently are
shown. It can be observed from the depicted diagram that spectrum of adjacent signals may
overlap because each satellite system have numerous signals due to which bands are occupied or
highly crowded. Although the positioning and navigation services of GNSS is not much affected
by the signal overlap problem, due to the employed modulation scheme. However, in case of

radar applications the system SNR and in-band interference will be affected to greater extent.

[t is evident from Figure 3.1, the highest code rate of 10.23 MHz (in all GNSS signals) is being

used by only three navigation signals namely: Galileo E5Sa/b, GPS L35 (recently introduced), both

16



L1 and L2 (P-code only). Due to the maturity of GPS system and easily available receiver

components for SAR application, the option of GPS is opted in this research study.

GPS signals carrying P code are encrypted and reserved only for military purposes. Therefore,
focus will be on newly introduced L5 signal along with L1. The recently introduced L5 GPS
signal have some characteristics which makes it best choice for SAR applications. These
characteristics include improved signal structure for better performance with parameters like:
longer spreading codes, wider bandwidth (24 MHz), data-free code and high power (-154.9

dBW). All these parameters are discussed in detail in Section 3.7.

Currently GPS broadcast its signals on three carrier frequencies namely: L, (157542 MHz). L»
(1227.60 MHz) and Ls (1176.45 MHz) as shown in the Figure. 3.1 by the red lines. L, and L.

uses UHF (Ultra High Frequency) band while Ls works in the Aviation band.

L1
E5 N g B 3 U
S N ™
N \ i
15 12 (
) g I ——
AN A U
LY & 88 p o 8
NINICE Y N,

—(GP§  —Gililso  ——GLONASS

Figure 3. 1 GNSS Satellites Frequency Bands
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3.2 General Description of GPS

The GPS is United States (US) space based global navigation satellite system maintained by
Defense Department. Its older name is NAVSTAR. The program was initially conceived and
researched in the 1960. In the start of 1978, the first satellite was placed in orbit. The full

operational capability (with constellation of 24 satellites) of GPS was completed at the end of

1993.

The initial objective of GPS development was to assist the U.S. military in their missions.
However, later on it was opened for public use. This technology is now a dual use system, that is,
it can be utilized both by civilians and military. The civilian use of GPS is not limited to
navigation and position calculation but, it can be used for remote sensing. It is not an
exaggeration to claim that the GPS has revolutionized the field of navigation & positioning since

last tow decades with its inception in 1995 [1] .

3.3 Elements of GPS

The three basic structural elements of GPS are: Space, Control and User segment which are

outlined below.

3.3.1 Space Segment

This structural part contains a constellation of 32 satellites. Out of this total constellation 24
satellites are currently operational. The rest of 8 satellites are being placed spare for emergency
use. In case, any of the satellite becomes non-functional it is replaced by one of the spare
satellites. These satellites have been arranged in six nearly circular orbits (55° inclination angle).

In order to ensure non stop world wide coverage service, the separation angle of 60° is

18



maintained among orbits to cover the complete 360°. The GPS satellites works at height of
20,000 kilo meters, with the orbital period of about 12 hours. With clear view of sky one can be

locked to minimum five satellites.

3.3.2 Control Segment

For regular maintenance purpose of the space segment, a Master Control Station (MCS) is
situated in USA (Colorado Springs). Besides this eleven more monitoring stations are situated at
different sites around the world (Ascension islands, Kwajalein, Hawaii, Diego Garcia etc.). Some
of the primary functions of these monitoring stations includes: monitoring of satellites clocks,
almanac data and overall system integrity. The correction made by the MCS is applied to the

satellite constellation through the S-band link, as depicted in Figure. 3.1.

3.3.3 User Segment

In the chain of GPS system components, the ultimate part is User Segment. Basically it consists
of GPS receiver having front end antenna for acquisition of signals, tracking circuitry,
microprocessor and user interface. Any one having GPS receiver can use its services without any
subscription. Satellites transmit data to the GPS user using L-band frequency. Detail discussion
about the GPS receiver is given in Chapter 5.

All the three segments are shown in Figure. 3.2.
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Space Segment

Control Segment User Segment

Figure 3. 2 Functional Elements of GPS

3.4 Structure of GPS Signals

The signals transmitted by GPS satellites have the three structural components: Carrier,

spreading sequences and navigation data as shown in Figure. 3.3.

3.4.1 Carrier

For carrying information from GPS satellite to user mainly three carrier wave with frequencies

ML, iz and fisare used.
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Figure 3. 3 Satellites signal Generation process

3.4.2 Spreading codes

Normmally two unique spreading sequences/codes are generated for each GPS satellite. That is
coarse acquisition (C/A) code and precision code (P/Y). The C/A code sometimes called PRN
{Pseudo Random Noise) sequence with a bit length of 1023 chips. (One chip is equal to a bit.
These chips do not hold any information’s.) The PRN sequence is repeated every millisecond,
that is, chipping rate of 1.023 MHz. On other hand with chipping rate of 10.23 MHz and code
length of 267, the P(Y) code, which is repeated at midnight of every Saturday/Sunday of GPS
week is used for security purposes and only authorized user can access it. Therefore it will not be
discussed further. Ouly the L1 carrier is used for the modulation of C/A code while both carriers
(L and Ly) modulate the P(Y) code. L, uses two shift register namely: G, (1 + X+x}+x8+x38
+ X+ X% and Gy (1 +X* + X'*) and. Figure 3.4 represents the generation of C/A code for L,

while Figure. 3.5 depict procedure for generation of Ls signal ppy code respectively.
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Figure 3. 5 Generation of Ls C/A Codes
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3.4.3 Navigation data

The control information’s about satellite orbits are placed in navigation data, which is being
uploaded with 50 bits per second (bps) by the monitoring stations of GPS. For optimization of
satellite signals acquisition and accurate user’s position calculation, the GPS receivers utilized

the vast amount of information contained in the navigation-message [11].

Each navigation message consists of five sub-frames with individual length of 300 bits and total
length of 1500 bits. Single sub-frame is made up of 10 words with 30 bits length. First three (1,
2, and 3) sub-frames are included in every frame. The remaining two sub-frames {4, 5), contains
different data with the same structure which give rise to 25 versions marked as page 1 to 25,

Figure 3.6 shows the pattern of the navigation message highlighting the frames and sub-frames.
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Figure 3. 6 Navigation Data Format
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3.5 GPS Signals Modulation

The block diagram of Figure 3.7 explains GPS signal modulation structure [1]. The L1 carrier
frequency is generated by multiplying base/nominal reference frequency (f, = 10.23 Mhz) with
154, followed by modulation with navigation data along with P(Y) and C/A codes in order to
obtain the L1 signal. On contrary the L2 frequency (120 x f,} is generated by multiplying
base/nominal reference frequency (f;, = 10.23 Mhz) with 120 and then navigation data along with

only P(Y) code takes part in the modulation as result L2 signal is generated.
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Figure 3. 7 Block Diagram describing L, and L; Signal Generation

Similarly the block diagram of Figure 3.8 represents the signal generation process of newly
introduced Ls signal. Tt is designed to overcome deficiencies experienced by L, signal. The Ls

signal consist of two channels: I5 also termed is in phase data channel for carrying navigation
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data, while Qs or pilot channel is responsible for enhancement of tracking function and does not

carry navigation data.

100 sps r=% 50bps |  Add GPS L5 Data
' k=7 CRC  [eumd Message
FEC
10 symbo
Neuman-
Hoffman code
10.23 MHz
1 |
GPSLSPN 15
code o] LSQPSK 15 Signal
1 ms Generator | Modulaiion f——>
epoch _@T T
» 20 symbol 1176.45 MHz
— | Neuman-Hoffiman
50 Hz Data CLK cade

Figure 3. 8 L Signal Generation

Block diagram of Figure 3.8 should be read from right to left. At the right top side, the main
data with speed of 50 bps is supplied to the remaining blocks of signal generation. In next step
CRC (cyclic redundancy check) bits are introduced for enhancing the error detection capabilities.
This is followed by FEC (forward error correction convolution) code with a rate of 1/2. The
obtained code at hand is passed to Neuman-Hoffiman (NH) modulation block with data rate of
100 sps (symbols per second). The output is forwarded to next stage modulation with pseudo

noise (PN) sequence. Consequently Is part of the Ls signal is generated.
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Similarly, for generation of the pilot channel (Q part) containing only tracking data, in first step
it is directly passed through NH code with 20 bits length. Aftef mixing with PN code for bi phase
modulation, the ultimate result in form of Qs channel is obtained. In final step both [s and Qs are
combined for modulation using Ls carrier frequency with QPSK (Quadrature Phase Shift

Keying) technique to get the final Ls signal.

Finally, after going through modulation process the L1 signal carrying C/A and P(Y) codes

transmitted from ith satellite can be represented mathematically as:
S'(1) =2 4c4 (C'(£)® D' (£) cos2af 1) ++24py (P' (1) ® D' (1))sin27f yt) ~ (3.1)

Where Ay and Apy represent power of the L1, C' shows i satellite C/A code, P’ refers to i™

satellite P(Y) code, while D' contains navigation message.

Equation (3.1) can be easily modified for L5 signal as follows:

S'(£) =24, (C'(£)® D' (1)) NH g cos(2af st + 0 1 5)

. _ (3.2)
++24py (P'(£)® D' (£))NH 5 sin(27f 510 5)

Here NHjp and NH;y represent Neuman-Hoffman bits, 0 15 1s carrier phase of LS signal.

3.6 GPS Error sources

Due to the tremendous accuracy potential of this system, and the latest improvements in receiver
technology, the GPS has revolutionized navigation and position location for more than a decade.
However GPS signal suffers from inherent imprecision due to a variety of error sources. The
combined effects of these errors during signal propagation result in the degradation of

positioning accuracy as calculated by the GPS receiver. The commonly held belief is that GPS is
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accurate to + X meters, where X is often viewed as acceptable for the purpose of the system
under consideration [12].

For estimating user position coordinates a term, called pseudorange is frequently used. It is
basically the distance measurement between satellite and receiver, including combined effect of
all error sources [13]. By measuring the time of arrival (TOA) of the signal, the user’s distance
(range) from each of the satellite is calculated. By combining the range from a minimum of three
satellites, the user position can be calculated in three dimensions. The basic pseudorange

measurement equation can be given as [14]:
p=r+rg+c(dpy —dar)+iony +tropy + p, (3.3)

Here in Equation (3.3), p represents pseudo range expressed in meters, r refers to
geometric_range, 14 an orbital_error, ¢ shows speed_of light, ds, and d,r represent clock_error

of satellite and receiver respectively, iony ionospheric_error, tropy tropospheric_error, and p,

multipath_error.

As shown in Equation (3.3), there are a number of possible sources of errors which can degrade
the accuracy of position computed and hence adversely affect the performance of a GPS

receiver. These error sources are discussed below one by one.

3.6.1 Orbital error

When the position of satellite as reported by the ephemeris data, mismatch with the actual
position of that satellite the resultant error is known as orbital or ephemeris error. The main
causes of the inaccuracies in the satellites position are gravitational forces and solar winds. This

induces drift in the planned trajectories of GPS satellites. Without correction of this error, it will
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ultimately leads to wrong positioning calculation of satellite as well as inaccurate user location.
The ephemeris data is utilized to calculate satellite positions during image reconstruction. These
errors may have some effect on location of the target, which needs to investigated, possibly

during later research efforts.
3.6.2 Satellite clock error

Although GPS satellites are equipped with high accurate and stable clocks (rubidium or cesium),
but still, there is chance of errors. The behavior of satellite clocks are constantly monitored by
the GPS ground control stations and correction for this kind of error is being uploaded from time
to time. This helps the user receivers to remove/compensate for satellite clock error [15].

For finding satellite clock error using ephemeris data the following mathematical expression can

be used:
ES=af2(t—te)+aﬁ(t—te)+af°+drel—tgd (3.4)
Where E is satellite clock error, af; af; af, are second, first and zero order coefficient (s)

respectively. fosshows group delay, d.; is used for relativity correction.
3.6.3 Ionospheric errors

The upper part of atmosphere which ranges from 50 to 1500 km is called ionosphere. It is full of
both positive particles and negatively charged electron [16]. The GPS signals transmission is
retarded up to 300 ns (the worst case) by these layers of free electrons, which results in 100

meters range errors [17].

Both carrier and code phase calculations are adversely affected by the ionospheric error, which

sometime leads to lose the locked satellite. The normal range of this error is 5-30 meters. The
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receiver geographic location, solar cycle, Earth’s magnetic field, local time of the day and season
are some of the contributing factors which can increase this error.

The ionospheric error is dispersive in nature, meaning that the delay is dependent upon the
frequency of the signal. In order to provide the ionospheric error free result dual frequency GPS

receivers employ correction to such effect [18].

3.6.4 Troposphere error

Troposphere is the initial part of atmosphere and ranges up to 16 km in altitude from the surface
of the earth, although the neutral atmosphere extends up to 60 km [19]. The Troposphere affects
the GPS signals which are in fact electromagnetic waves, to a significant level. As a result the
GPS signals are both delayed and refracted. The main factors which cause troposphere delay
include temperature, pressure and humidity. The delay also varies with the height of the user
position as the type of terrain below the signal path can affect the delay. According to Hopfield
[20], there are two components of troposphere delay, namely wet delay and dry delay. The dry
component which comprises of about 80 to 90% of the total delay is easier to determine as
( ~&ompared to the wet component. Table 3.1 depicts the average numerical values of both

omponents of the troposphere delay related to different elevation angles.

oS

Table 3. 1 Tropospheric Delay on Measured Range

S.No Elevation angle | Dry component | Wet Component Total Delay
' (in degree) (in meters) (in meters) (in meters)
1, 90° 2.3 0.2 2.5
2. 20 6.7 0.6 7.3
3. 15° 8.8 0.8 9.6
4, 10° 12.9 1.1 14.0
5. 50 23.6 2.2 25.8
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The dry delay is mainly caused by the O, and N, gases present in the atmosphere and it can be
modeled only up t01% or better. On the other hand the wet delay which causes up to 10-20% of
the total delay is difficult to model. The wet delay is due to the presence of water vapors in the

atmosphere. Mathematically the tropospheric delay T can be represented as

T= [(n-Dds+A,g (3.5)
path

Where n is the refractive index of the atmospheric gases and g is the difference between the
curved and free-space paths.

During the last several decades, number of models (Hopfield model, Saastamoinen model, etc)
have been developed and reported in scientific literature by researchers for estimation andj
correction of the delay induced by the troposphere in the GPS signal. However, much researcH
has gone into the creation and testing of tropospheric refraction models to compute the

refractivity N along the path of signal travel. Among these models the Hopfield model is most

commonly used.

3.6.5 Receiver clock error

Receiver clock error occurs when there is time mismatch b/w GPS system and receiver clock.
This kind of error mainly depends upon type of oscillator used in the receiver. Carrier phase and
pseudorange calculation are normally affected by the drift in receiver clock. The receiver clock

error can be compensated to greater extent by employing differential GPS principals.
3.6.6 Multipath error

Entrance of different versions of the same signal at the front end of the receiver, is the basic

reason behind the multipath error. This affects mask correlation peak of the original signal. It
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will not be discussed in detail as we are exploiting this property of the GPS signals to locate the

target in the region of interest.

Besides these major error sources, receiver noise, calculation and rounding off error and

relativistic effect are also the contributing factors (error up to 1-2 m) which degrade receiver

accuracy. Table 3.2 gives summary of the GPS error sources discussed along with approximate

values.
Table 3. 2 Summary of GPS errors
Type of error Description Approxu.nate Error
value in meter
Ephemeris_Error | Biasness in satellite location +2.5m
Satellite/Receiver | Time difference b/w the satellite/ receiver +1.5m
clock Error clocks
Yonosphere Error Error in the pseudo-range induced by +25m
ionosphere effect
Error in the pseudo-range induced by + 25 meters
Troposphere_Error Troposphere effect
Multipath_Error Error due to the multiple copies of the same +lm
signal
Biasness in measurement of range due to +10m

Receiver Error

interchanneland inaccuracy of softwares at
receiver end

3.7 Analysis of GPS Signals

In order to analyze the suitability of L1 and L5 signal for BSAR application the performance

evaluation parameters considered during the research study by the thesis author are:

autocorrelation, power budget analysis, and power Level. Detail analysis is documented in [21].
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3.7.1 Autocorrelation

In satellite navigation applications, autocorrelation function has great importance. It basically
refers to the integration & multiplication of a signal with its delayed copy. The general formula

for the auto correlation function as given in  [9] can be written as: -

R@) =iy o == [T O£t - (.6)

Where f; (t) represents signal with time t for i satellite, T is time period and T is delay in time.

The autocorrelation properties are utilized to detect a GPS signal in a noisy environment. The
C/A codes of GPS signals exhibit greater auto correlation peak and low cross correlation[22]}—
[24]. For better detection of a weak signal, it is necessary that auto- correlation peak of the weak,
signal should be greater as compared to cross-correlation peak of the strong signal. As C/A codes
are near to orthogonal therefore cross-correlation value will approach to a smaller value. The
auto-correlation function of a maximum length C/A code consists of an infinite sequence of
triangular function, as shown in Figure. 3.9 (a,b) for both L1 and L5 respectively [25]. The peaks
in the figures, shows high correlation value, which can be defined mathematically for L1 and L5

as follow: -

1 £=1023
R(7)= M'LO [0 f @t =1)dt (3.7
1 1=10230
Rs(1)=—— Nf,(t~1)dt 3.8
5= om0t oo fOf0-1) (33)
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Where f,(t) is C/A code with time t for z satellite, Tc, is single C/A chipping period (L1=

977.5 nSec and L5=97.75 nSec) and 7 is delay in time.

Simulation is carried out in Matlab environment, for the autocorrelation of one set of C/A code
for a satellite broadcasting L1 signal and the result is plotted in Figure. 3.10. The amplitude peak
value around 1500 in the diagram represents autocorrelation éf C/A code. Similarly Figure. 3.11
depict the autocorrelation of the simulated L5 signal with autocorrelation value more than 4000.
It is evident from the diagram that LS autocorrelation value is greater than L1. Hence L5
provides better detection capability as compared to L1 signal. The secondary peaks in Figure.
3.10 of the auto correlation are significantly less than higher peak. Both Figure 3.10 and Figure
3.11 clearly show that the cross correlation values are low; which enables the satellites to'
transmit signals simultaneously with same frequency using different C/A codes. From both
figures it is evident that the secondary peaks in the auto-correlation diagrams are significantly
lower than the higher peak. This higher peak value helps the receiver in acquisition/tracking of

GPS signal.
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Figure 3.9 (a) L1 Autocorrelation Function (b) LS Autocorrelation Function
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Figure 3. 11 The Autocorrelation of LS signal
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3.7.2 Power Budget Analysis

To check suitability of reflected L1 & L5 GPS signal with the aim of its utilization in remote
sensing, power budget analysis is needed. Power budget analysis of reflected GPS signals has
been elaborated in [25]-[27] where the reflected signals are used for passive imaging and target

detection. The analysis is first accomplished for L.1 and then for LS signal.

Let Pt represents the power of transmitter (GPS satellite), Gt gain of transmitter, ¢ cross-section
of target, R; shows distance (range) from satellites to target, R, is distance from receiver to

target, then the received power can be calculated as [8]:

P _ PI‘Gt

= LTt xgy (3.9)
T 4mRPanR? ¢

Where Ags represents receiving antenna effective area calculated by following mathematical

formula when GPS signal wavelength and receiver gain is known:

B*G
A = 4 3.10
S =0 (3.10)
The receiver antenna SNR (Signal to Noise ratio) can be computed as:
PG,G,A?
SNR = —-120 ”120 (3.11)
(47)°" R/“R,"KTB,

Where KT B, represent noise of receiver while A is wavelength of GPS signal.
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Due to wide bandwidth, addition of Neuman-Hoffman codes in modulation and comparatively
longer spreading codes, the L5 signal as expected, given a high processing gain which is evident

from Figure. 3.13. SNR comparison plots for L1 and L5 are shown in Figure 3.12 & Figure 3.13.

Simulation result of Range (0 to 1000 m) versus SNR, without using processing gain and target
cross section of 10 m? was recorded for both L1 & L5 reﬂected GPS signals and plotted in
Figure 3.12. SNR is calculated for different values of the range. At a range of 100 m SNR values
of L1 and L5 signals are respectively -50 dB and -30 dB, which are very low and detection of
target is almost impossible in both cases. It is evident from Figure 3.12 that the SNR is very poor

even at short distances; hence tracking of the GPS signals is almost impossible.

For further SNR improvement the GPS signals were correlated for a longer period of time
consequently better processing gain was achieved. The simulation results of SNR with
processing gain of 43dB for GPS L1 and around 50 dB for L5 are shown in Figure. 3.13. It i$

worth mentioning that the L5 reflected GPS has 7 dB more processing gain when compared with

L1 signal.

On the basis of higher correlation levels depicted in Figures 3.10 & 3.11 it can infer that L5
signal as compared to L1 is more reliable and presents greater resistance to wrong acquisition
problem. Moreover from the results it can be observed that, for same acquisition time noise floor
of L5 signal is lower than L1 and therefore acquisition peaks are more prominent. This low noise

floor of L5 signal has advantages of: better accuracy, low distortion and high processing gain.
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3.7.3 Power Level

The L1 signal has minimum signal strength of -158.5 dBW while L5 has -154.9 dBW (1]. It
means that L3 is 3.6 dB better level as compared to L1. Beside this, bandwidth of LS signal is 10
times larger than L1. This increase in bandwidth ensures accuracy in neisy and multipath

environment, Figure 3.5 shows the power spectral densities of L1 and L5 signals.
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Figure 3. 14 Power spectral densities of L1 and LS

Some other important difference parameters between L1 and L5 are summarized in Table 3.2.
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Table 3. 3 L1 and L5 Comparison Parameters

Parameter

L1

L5

Remarks

Bandwidth

2 MHZ

24 MHZ

The higher bandwidth of L5

can provides better accuracy in

noisy environment

Center Frequency

157542 MHz

1176.45 MHz

Secondary Codes

N/A

Neuman-Hoffman (NH) codes

The addition of NH codes in

L5 signal

1. Improved spectral line
component spacing

2. Reduced affect of narrow
band interference

3. Result in Low cross

correlation

4. Provides better
synchronization at bit level

1

Chip Rate

1.023 MHz

10.23 MHz

Increases chipping rate of LS
1. Provides greater bandwidth
performance 2. Low signal
distortion 3. Provides greater
accuracy

Data Encoding

No

Improved data encoding
with Parity & Cyclic
Redundancy Check

Greater signal and data
integrity can be achieved with
advanced methods of encoding
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Chapter 4

Literature Review

It is always prudent to keep abreast with the recent developments in relevant research area. In
order to broaden the academic perspective and obtain knowledge of the contemporary research
activities in GNSS based remote sensing and imaging, some aspects that are pertinent to the

research topic have been reviewed, discussed and analyzed in this chapter.

4.1 Different types of GNSS Remote Sensing

Although GNSS reflected signals have numerous remote sensing capabilities, but still expert of
the GNSS community consider them as a nuisance factor. The credit goes to the European Space
Agency who envisaged the idea in 1993 for the first time that reflected GPS signals have remote-
sensing capabilities [28]. Subsequently, the idea has been further elaborated in different scientific
documents by numerous researchers. The most relevant research has been carefully selected and

reviewed.

4.1.1 Ocean Remote Sensing

Ocean remote sensing based on GNSS reflected signals includes: measurement of ocean surface
roughness and height, direction/ speed of sea wind, target detection near sea surface etc. For the

mentioned applications minimum one example has been discussed in following paragraphs.

A research performed by C. Zuffada et al. studied remote sensing of sea surface wind and

topography based on reflected GPS signal. They investigated the change in signal statistical
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characteristics along with coherence time [29]. The authors state that after striking off the sea
surface the GPS signal spreads in omini-direction and carries maximum power in the forward
scatter direction. They also highlighted that by observing at given instant of time, the combine
effect of the reflected signals on the power at receiver input depends on the geometry, system
parameters and current state of sea surface. The researcher concluded that from the analyzed
waveform, parameters of the ocean like wind speed/direction and surface height can be deduced

by utilizing the waveform upper and lower edge respectively [29].

The research initiated by S. Katzberg and his other fellows in 1996 at NASA research centre
regarding the use of reflected GPS signals for remote sensing applications result in a series of
publications. Using the concept of forward scattered GPS signals they successfully measured sea

wind speed [30].

In similar research a specialized receiver with two antennas one in zenith direction for direcﬂ
signal tracking and another nadir-oriented antenna for reflected signal was utilized by J. L.
Garrison. For estimation of wind speed using correlation values, the author employed inversion
of bistatic scattering models technique. During this research analytical models were utilized to
compare the shape of signal power distribution. Basically two methods were selected for the
purpose of matching the power distribution patterns. The first highlighted that the leading edge
of GPS reflected signal carries important information’s. Nonlinear least squares estimates were

obtained in the second approach for matching the complete shape of the signal [31].

Based on reflected GNSS signals Wang Xin et al. studied the sea wave height, speed and
direction by performing an experiment in the coastal area of southeast China [32], [33]. In their

research experiment they used modified Soulat method and derived adaptive semi empirical
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expression in order to study the sea wave height in near and far field of the static sea. The
research findings were then compared with off the shelf ultrasonic gauge device for accuracy
purpose. The authors concluded that the sea wave height and coherence time depends upon on
the topographic conditions of the area being investigated. For wave speed and direction a method

is also presented which is based on reflected GPS data and three observational sites.

Sarab Tay et al. proposed the idea based on Extended Kalman filtering for near ocean surface
target tracking [34]. In order to detect and track the mobile target lying near sea surface, the
researchers used coastal receiver along with reflected GPS signals. The problem of receiving

weak reflected signals in non-stationary medium has been tackled through matched filtering.

Apart from positioning the data collection device on light aircrafts, some experiments have been

performed in which such hardware was installed on low earth observing satellites termed as

LEO.

In October 2003, United Kingdom (UK) launched a satellite as part of Disaster Monitoring
Constellation (DMC) mission, which made it easy to monitor the reflected GNSS signals from
LEO. The basic aim of this low cost satellite was global disaster monitoring along with providing
daily images to be used in numerous applications. Quit promising results regarding remote

sensing of the sea surface roughness, land and ice detection haven achieved through this satellite

[35].

A similar effort made by university students as a scientific mission named, SuRGE (Student
Reflected GPS Experiment), was carried out to measure reflected GPS signals [36]. It was
explored during the experiment that ocean surface height can be measured through computation
of signal delay. Similarly it was argued by the researchers of the mission that signal power
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distribution provides information about the sea roughness, resulting basically from wind driven
waveforms. The experiment also highlighted that reflected GPS signals from earth surface have
the potential to be used for measurement of soil moisture. The instrumentation used to capture
both direct and reflected GPS signal i-e for data recording purpose at selected ground stations
consisted of GPS receiver with signal translator (S-Band). The GPS reflection data was down-
converted and re-broadcasted for post-processing and refrieval of earth and sea surface

characteristics.

After the success of (SuRGE) it was proposed to carry out practical experiment based on
bistatically scattered GPS signals received in the LEO satellite orbit to demonstrate the collection
of altimetry data including sea surface wind speed, direction etc. The SURGE mission provided a
new avenue in remote sensing research based on GPS reflected signals and opened attractive

ways for collaboration among aerospace industries, universities and NASA centres.

4.1.2 Hydrology and Vegetation Remote Sensing

GNSS based reflectometry is one of the emerging and promising tool for measuring hydrology.
One of the key land parameter in hydrology is soil moisture content. ESA and NASA are
launching missions for retrieval of global soil moisture measurement. So far they have launched
two successful missions namely: SMAP (Soil Moisture Active and Passive mission) and SMOS

(Soil moisture and ocean salinity) [37], [38].

Y. Jia et al. investigated soil moisture remote sensing based on GNSS reflectometry concept
[39]. In their study the researchers performed an experiment for soil moisture data collection. A
small UAV based GNSS receiver was utilized during the several flights for capturing both direct
and reflected signals. Open loop approach was selected by the researchers for post processing of
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the collected signals. The authors claimed that without taking into account surface roughness and
incoherent component the soil moisture content can be retrieved from the power ratio of RHCP
direct SNR over LHCP reflected SNR. For the estimation accuracy improvement an over water

calibration method is suggested.

Another similar study was conducted by Y. Jia and Patrizia Savi by applying polari-metric
GNSS-R technique. This time along with soil moisture content research findings for vegetation
biomass were also analyzed and documented [40]. For investigation of the soil moisture and
vegetation fluctuation three polari-metric observables were considered. The authors conclude

that reflectivity value for the grass and forest was higher as compared to lakes.

R. Alvarez et al. practically demonstrated vegetation remote sensing through field experiments
[41], [42]. In their research experiments they have utilized Interference Pattern Technique (IPT)
for the measurement of vegetation height and other land geophysical parameters. According to

the authors of the paper the vegetation biomass height retrieval results were quit promising.

For monitoring of forest biomass based on reflected GNSS signal P. Ferrazzoli et al. performed
useful simulation based study. The already developed electromagnetic model by the same author
was used and different vegetation land site were tested accordingly. It was point out that the
magnitude of reflected signal power decreases as the biomass increases. However the simulated
results supported the idea of GNSS-R for biomass monitoring. It is concluded that reflected
signals with low observation angles carries reasonable SNR, hence are best suited for forest

biomass application [43].
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4.1.3 Cryospheric Remote Sensing

Investigation of polar sea ice states based on surface reflected GPS signals analysis is another
interesting direction of remote sensing [23]. Due to the harsﬂ environmental conditions of these
areas the application is more attractive and useful. Appalling visibility due to persistent cloudy
weather and hostile environment are some of the factors, which posed unique difficulties for
conventional instrumentation in aerial or situ mapping of polar ice states. On the contrary GNSS
signals can be accessed and recorded any where in all weather conditions for the purpose of off-
line signal processing. Hardware setup utilized by the researchers included a dual channels
modified GPS receiver, two compact antennas, relevant cables and data storage device. The
modified GPS receiver measured correlation power at offset values of Doppler and delay with a
LHCP antenna in nadir-direction. The basic computation was the power received from a

reflected signal for different Doppler and delays values.

In December 2009 at Dome Concordia, Antarctica, a GNSS-R based experiment for snow
monitoring was conducted. Continuous data was collected for 12 days by employing two
antennas: RHCP and dual polarized (LHCP+RHCP). These antennas were then joined to a
special purpose GNSS-R receiver, which was mounted on tower having height around 45 meters.
The research findings of the experiment states that GNSS signals (L band), when bounce back
from snow surface have long coherence time. It is also point 'out that these reflected signals can
determine ice layer upto 200-300 meters in depth. Detail of the experimental set up is

documented in [44]-[46].
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4.1.4 Atmospheric Remote Sensing

As mentioned in section (3.6.3) of the thesis that the major part of atmosphere is made of
ionosphere and troposphere. Both have a significant effect on the propagation of GPS signals,
For remote sensing of different atmosphere parameters which includes: ionosphere electron
density, humidity, pressure, temperature etc both space borne and ground based GNSS-R
monitoring is commonly practiced. Promising results have been achieved through this approach
in the field of: weather forecasting, space weather and atmospheric science, climatology and

numerical weather model [47]-[49].

For investigating atmospheric conditions another emerging énd interesting technique of Radio
Occultation (RO) can be utilized in GNSS-R. This technique is more successful so far and
achieved remarkable results in terms of vertical resolution and atmospheric measurements
globally [50]. Several special purpose satellite constellations working on RO principal have been
launched including the recently added US and Taiwan combined FORMOSAT-7/COSMIC-II
mission. This observing system have the capability of investigating more than 8000 radio
occultation profiles everyday. Using the nine years GPS based radio occultation data from (2001-
2009) Schmidt and his fellow researcher point out for the first time, that initial part of

troposphere has low temperature as compared to the warm upper part [49].

In the last few years although, satisfactory progress is made in terms of sensing atmosphere,
based on GPS radio occultation principle. However there is still need of making ground based
GNSS observations which can provide high temporal spatial resolution in short period of time
[51]-53]. For example, due to the unavailability of GPS satellites, for line of sight observation

for longer period of time, it is difficult to measure ionosphere and troposphere profile
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information directly from GPS tomographic data. The dream of improved and high temporal
spatial resolution, with more detail profile contents of the atmosphere will soon change into
reality as sophisticated GNSS radio occultation missions and more GNSS satellites are getting

ready for launch in near future [54].

4.2 Initial Research regarding GPS Imaging

Y. Li and Co-authors performed foundation research study and envisaged the idea of GPS
imaging based on reflected signals [55]. For movement detection of the imaged object the
researcher conceived the technique of Bi-static radar. In order to improve spatial resolution of
detection the idea of matched filter was utilized. Keeping in view the visible satellite, receiver

and the imaged target, several scenarios were considered and simulated.

Generalizing the concept of bi-static radar, the authors in [55] presented a multi static SAR
system. The constituent elements of the system included: GPS satellite transmitter’s
constellation, multiple frequency GPS receiver and several targets/objects in the area of interest.
A 3D multi-static SAR system for terrain imaging purpose was arranged by placing the

transmitter and receiver at different locations and moved by varying speed.

According to the authors observation the received reflected signal Sg, (#) exhibits characteristics
like linear FM signal. For obtaining reasonable resolution, Sg, (#) should be compressed. Using
the auto correlation function narrow pulse property of the linearly frequency modulated signal;
the researcher argued that after passing through a matched filter, the final signal output will
becomes more narrow. For improvement of the system resolution match filtering method was

employed in the signal processing at the receiver end.
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From the simulation results and observations presented in [55] it can be concluded that receiver
and target velocities have profound effect on the system resolution. This has been proved during
simulations performed by the thesis author, in search of optimum geometry for the imaging
system and will be further explained in the coming chapters. Increased speed results in more
change in geometry, thus improved resolution. It was further proved that spatial resolution also
depends on the position of transmitter with respect to receiver and object. However, it seems that
the researchers have not carried out or documented further work in order to validate the

simulations with the construction of imaging hardware or improved reconstruction algorithms.

The secondary application of GPS signals has been further documented by Bijan Mojarrabi et al,
In this research communication, power budget analysis of reflected GPS signals is elaborated for
the purpose of passive target detection and imaging. They studied different configurations of the
receiver, in stationary format, moving on the ground or space borne. Their research focused on
the GPS signal low power levels, which normally comes out around -160 dBW, when the signal
strike off at the Earth’s surface. They indicated that some power will be absorbed, due to the
surface nature of the target or reflector; resulting in a further reduction of signal strength. An
interesting account in the research was related to the maximum detection range. However, the
range and other calculations given the paper were theoretical results and need to analyze
carefully prior to any inference regarding practical aspects. Again, no follow up research activity

in this area by same authors is available [26].

E.P.Glennon et al. examined the air target detection capability of GPS as bi-static radar [56]. The
research work was initiated with power budget analysis for single satellite, later on extended
with multiple satellites. Greater clutter power, low SNR of thé reflected GPS signal and near-far

constraint were the main problems of the system highlighted by the authors. In order to

48



overcome the difficulties, a few suggestions were proposed for real time deployment of GPS
based bi-static radar. The outlined suggestion includes: multipath mitigation techniques for near-
far problem, high gain antenna, non coherence integration for longer period of time and clear
visibility of the locked satellites. The researcher concluded that such workable system can be

developed by utilizing new GNSS signals along with the proposed suggestions.

The concept of air target detection was further extended by V. Behar and C. Kabakchiev by
utilizing GPS L5 signal. The principal of FSR (Forward Scattering Radar) was incorporated
while giving numerical and theoretical estimation for the air target detection using navigation
receiver based on L5 signal. In another paper by the same authors after performing power budget
analysis for the same setup, it is claimed on the basis of obtained results that FSR configuration

along with reflected L5 GPS signal is suitable for slowly moving air targets [25], [57].

It would be an injustice not to mention the work performed by Microwave Integrated Systems
Laboratory (MISL) research group at the University of Birmingham and especially Dr M
Cherniakov. The group has registered some impressive research regarding GNSS signals as
transmitters of opportunity and general bi-static radars (BR). Initially using the idea of BR the
researchers [27] checked the feasibility of air target detection and specified the relevant
encountered hurdles. Iridium LEO satellite signals were utilized by the researcher for air targets
detection and highlighted issues like direct satellite signal interference, background noise and
clutter. Tﬁe authors presented equations for the power density of reflected signals, total power at
the receiving antenna and maximum detected range. A calculated example specifies that
maximum possible range is 30 km which is unfeasible practically. In their experimental set-up
two types of antennas were used and a helicopter was used as the target. Interestingly, the

authors concluded that the alarming issue/problem for the proposed system design is the
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interference from direct signal. They mention numerous methods, for example, space and

frequency adaptive filtering, polarization and wave separation for mitigation of interference.

In order to detect reflected signal in the presence of direct signal background the thesis author
relied on the opposite polarization of direct and reflected GPS antennas and the main lobe of the
LHCP antenna was positioned away from the reference GPS satellite. A cone shaped base plate
has been used in the LHCP antenna that suppresses the side lobes, thus further preventing the
reception of direct signal that may cause undue interference during signal detection and later

image formation.

In the last part of chapter 3 of this thesis a power budget analysis of reflected GPS signals waE
summarized. Power budget analysis for GNSS signals in SAR context has been performed in a
separate research by the same research group at MISL [58]. The scenario similar to the one as
depicted in chapter two of this thesis is termed as SS-BSAR (Space Surface Bi-static Synthetié
Aperture Radar). According to the researchers the most important factor is the reduction of noise
rather than interference in the power budget of SS-BSAR. Finally, several methods are suggested
for the improvement of Signal to Interference Ratio (SIR). In essence, this research confirms and
reiterates the same problems and points of concerns that have been mentioned in the results and

analysis chapter of this thesis.

Two configurations suitable for practical applications have been proposed in [59]. For the
airborne receiver configuration the low power budget specifies SS-BSAR application for short
and medium range radar placed on autonomous small aircrafts. This kind of application is
recommended for the purpose of disaster management, rescue and search operation. Due to the

longer integration time in case of stationary receiver, more favorable power budget is obtained.
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Which makes it best choice to be utilized particularly in change detection and interferometric
observations [59]. During current research efforts the thesis author has utilized a stationary
receiver to collect GPS data, the orbiting satellites provided the requisite change in geometry,

hence the system can be used for above-mentioned applications.

Documenting further research [60], M Cherniakov and co-authors presented an experimental
configuration for the study of SS-BSAR with GNSS as Non-Cooperative Transmitters (NCT).
The set up comprised of three channels radar receiver, namely, navigation, radar and heterodyne
channel. Radar antennas and a custom-made track carriage system functioning as flight imitator
were also part of the arrangement. The area used for the experiment was part of land surrounded
by trees and two corner reflectors with different radar cross-sections used as targets. A signaﬂ
acquisition algorithm based on the GLONASS satellite C/A signal was developed to verify the1i
functionality of developed hardware. The authors were pleased to confirm that the results

verified the proper functioning of the hardware and readiness of the set-up for further

experimentation.

In [61] the authors further elaborated the set up. However, .the main emphasis was the signal
processing algorithms. The received signal is modeled as a function of two variables. One
variable is the fast time t, which describes the ranging waveform and its propagation. The second
variable u is the slow time, which specifies the position of the receiver and transmitter . The term
“slow time” comes from the fact that the movement of the transmitter and receiver are much
slower than the speed of the electromagnetic wave propagation. The specified algorithm is
extended version of RMA (Range Migration Algorithm). The authors concluded that in future,
effort will be made to collect more data practically and devised efficient signal processing
algorithms.
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The change in geometry for the image formation algorithm in [61] is provided by a track carriage
flight imitator system along with receiving antenna which is placed on the rail to slide. It is
suspected that this huge investment in the infrastructure is based on the requirement that for
moving receiver the position and velocity of moving GPS receiver or antenna are required to be
known very accurately. Simulations have shown that even 0.07 m of receiver position error can
have an adverse effect on the results. The results of such s;imulations have been recorded in
chapter 6 of this thesis. Due to these limitations it has been decided to perform experiments using

static GPS receiver where the orbiting satellites will provide the requisite change in geometry.

4.3 A Review of Relevant Hardware

The incorporated hardware for GPS remote sensing purpose by different research groups and|
organizations along with contemporary software receiver data acquisition techniques arel

analyzed.

Hardware platform presented in [62] is one of the early development with remote sensing and
altimetry applications. Basically the hardware was three channels GPS receiver, prepared and
tested near Zeeland Bridge (Netherlands). The data acquisition card received direct and reflected
GPS L1 signal using 20.46 MHz sampling frequency. The obtained results were encouraging and
proposed future work included hardware upgrades to capture real time signal and advanced
signal processing techniques for better results. The paper discussed and contained information
regarding the hardware; however its subsequent utilization in the remote sensing domain was not

adequately mentioned.

As stated earlier, J. Garrison was one of the pioneers who utilized GPS reflected signals for
different applications. Primarily his research focused on highlighting contemporary uses of GPS
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based remote sensing. During his tenure at NASA Langley Research Centre he experimentally
proved that GPS signal reflected off sea surface contains valuable informations about the surface.
In 1997, he employed a GPS receiver with delay mapped.remote sensing for scatterometry
observations. The receiver measured power of the reflected waveform at different time instants.

Finally, for each channel power measurements were summed incoherently by the receiver [63].

Further improvements led to the development of a hardware setup which was basically different
in design as compared to the above-mentioned receiver. This time using open loop data
mechanism reflected GPS signals were acquired by the modified receiver, later on processed
with software routines. The receiver possessed was computationally inefficient but was morg

capable and flexible [63].

Software GPS receivers have the advantage that up-gradation and modifications can be
performed easily and thus are particularly suitable for analyzing signals received by LHCP
antenna used in remote sensing environment. Software receivers can also be used in non-real-

time applications, hence allowing them to apply sophisticated signal processing techniques.

The modified version of Mitel GP2021 receiver was presented by Sophia Y. Zheng [10]. The IF
data of approximately 4.31 MHz was obtained through newly added front end and then passed to
the ADC to perform sampling at 20 MHz. The acquisition and tracking of the digitized signal

were performed through software algorithms in order to recover the navigation information.

L. Dong [64] elaborated how eighty seconds of low pass GPS signal was collected through GPS-
Signal tap (name given to the device). For clear view of the satellites, the antenna was placed
fixed on the top of a department room. A base band signal was obtained by sampling IF data of

15.42 MHz using sampling frequency of 4.75 MHz.
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Both receivers mentioned above use software GPS receivers technique but differ in the choice of
sampling frequency and IF, obviously due to different types of ICs of various competitors
available for this purpose. A lot of progress has been reported lately in the performance and size
of these semiconductor devices on account of their potential application in the mobile navigation

market.

A team of scientists in the research centre at The University of Tokyo, Japan are convinced that
GPS signals can be used for various applications other than positioning and navigation.
According to them it has become possible due to development of software-based GPS receiversi
The phase and amplitude of the LHCP reflected signal basically depends upon the type of
reflecting material and angle of incidence. Therefore, the analysis of reflected signal provides
information about the reflecting object and path delay [65). The different applications proposed
by the researchers were estimation of accurate antenna height, soil moisture and wind velocity

over ocean. Block diagram of the device presented in [65] is depicted in figure 4.1,

As usual, the system developed for this purpose consisted of two antennas. One of them being
RHCP (zenith oriented) to acquire direct signal and the other being LHCP (nadir oriented) to
acquire the reflected signals. The signals were processed by using custom developed algorithms
in Matlab®. For this purpose a prototype software receiver capable of processing reflected GPS
signal was developed, which analyzed the signal in master-slave mode at user defined chip
spacing and number of correlators. The approach was to observe and compare the two signals to
obtain data regarding the reflecting surface. It was performed by computing chip delay or by

computing difference in amplitude or Doppler difference [66].
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Figure 4. 1 Block diagram of the device

One of the applications was the determination ‘o'f antenna height. GPS IF data was collected at
BAQ Tower in Colorado University using a pair of RHCP and LHCP antennas. The antennas
were located on a 300m tall tower and moved from the bottom to the top of the tower while
logging the data having different delay path lengths. Since the antenna travels along the tower
from bottom to top the path delay increases, which was than observed. The developed algorithm
computed the chip delay of LHCP signal with respect to RHCP signal in “Master-Slave™ mode.
Doppler frequency was however assumed to be the same for both signals. The height of the

tower was successfully calculated by the analysis of reflected signal [66].

4.4 Experimental Results for Image Formation

The only relevant experimental results available have been presented by M. Antoniou ¢t al. in
[67]. The paper reports progress in the development of an image formation algorithm suitable for

strip-map mode of SS-BSAR. The image has been reconstructed using real GLONASS satellites
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signals through modified range Doppler algorithm (RDA). As mentioned earlier in section (4.3),
during the experiments instead of using a real aircraft rail carriage flight imitator was utilized.
Figure 4.2 depicts the reconstructed image of the investegated area [67]. It seems that the
reconstructed image (small strip located in the middle of the picture) has been super-imposed
with satellite photograph of the locality obtained from Google Earth®. According to author’s
statement the obtained image shows the change in magnitude of reflections/echoes from the

target area through intensity variation (scale depicted in the legend located at top left).

However, an independent investigation of the result can reveal many short-comings and
limitations of this technique. The resolution is not impressive and neither all features of the
terrain shown in the satellite photograph of the locality are translated or exhibited, in the

superimposed reconstructed image.

The GPS experimental data with the intention to generate an image was collected by the thesis
author and subsequently investigated area image was formed that culminated in the successful
identification of 0.5 m2 spherical target. During the initiai experiment the objective was to
demonstrate the imaging principal rather than system capabilities. The experiment along-with the
results will be explained in the fifth and sixth chapters. Moreover, the custom made LHCP
antenna as compared to direct signal has opposite polarization and placed in different direction;
cancel out the interference caused by direct signal. For extended ranges, the buried reflected
waveform in direct signal cannot be detected, no matter how long we integrate it. Ultimately the
targets in the image could not be resolved. In case of such scenario and for future undertakings,
the techniques mentioned above need to be explored. The thesis author is pleased to say that, so

far no research group or individual has presented or simulated an imaging system based on
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reflected L5 GPS signal and generation of the synthetic aperture obtained through the movement

of the orbiting GPS satellite.

Figure 4. 2 SS-BSAR image obtained using real data

4.5 Alternate Source of Signals

Apart from GNSS, researchers have also tried alternate sources as ‘transmitters of opportunity’.
In [68] a Digital Television - Terrestrial (DTV-T) signal is used for this purpose. According to
the paper author’s statement, the target reflected signals were masked by the direct signals. The
researchers based on dynamic compensation mechanism, proposed novel method for suppression
of DPI effect caused by the direct signals. The results analysis for adaptive radar channel antenna

shows, the chance of obtaining DP! cancellation upto 30 to 40 dB.. It was concluded that by
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implementing the proposed techniques 30-50 dB DPI reductions is possible in addition to null

steering adaptive antennas.

The research endeavor undertaken in [69] describes the feasibility study of low cost passive radar
based on GSM signals. Detailed considerations regarding design of GSM waveforms, and its
ultimate impact on radar system level parameter along with associated signal processing scheme
were analyzed in detail manner. Further the researchers investigated extensively several ground
moving targets and recorded the measurements accordingly. On the basis of obtained simulation

results for numerous kind of ground moving targets the authors claimed a workable passive radar.

system.

Similar experimental study by P.E. Howland et al. utilizing FM radio transmitter signals is
documented in [70]. It was claimed that targets far away more than 150 kilo meters from the
vicinity of receiver (bistatic radar system) can be tracked. An adaptive filter algorithm was
proposed for clutter reduction and mitigation of associated receiver channels interference. For
the purpose of target detection along with false alarm rate, computationally efficient algorithm
based on the principal of Doppler sensitive cross correlation was suggested. Performance

limitations of the system are outlined in connection with real time air traffic control data.
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Chapter 5§

Experimental Imaging Hardware Setup

Appropriate imaging hardware platform has been designed and assembled for real GPS data
acquisition and confirmation of the proposed imaging system performance. Several field
experiments have been planned and performed with the imaging hardware for the system
performance evaluation. The main experimental hardware consisted of: high gain antennas with
attached front end and data acquisition card to capture [F data at appropriate sampling rate. This
chapter will furnish some details regarding the hardware, which has been assembled to

practically demonstrate the imaging system.
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Figure 5. 1 Imaging Hardware Functional Block Diagram
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5.1 Hardware Description

A high level functional block- diagram of the hardware is depicted in Figure 5.1.The three basic
constituent’s elements of the imaging system namely: antennas, front end and data acquisition

card are elaborated in detail in following subsection.

5.1.1 Design and Development of Antennas

As evident from Figure 5.1, the employed antennas makes the initial component of the hardware
setup which were designed particularly for the GPS environment. For direct GPS signals
acquisition along with off the shelf patch antenna, a custom made antenna with right-hand
circular polarization (RHCP) has been utilized. Similarly to receive the low power reflected
signals, custom-made GPS antenna with high gain and Left-Hand Circular Polarization (LHCP)
has been employed. Successful signal acquisition could not be realized due to low SNR and the
weak nature of the reflected signal. The alternate option is to select and lock in a particular
satellite in order to acquire the easily available direct signal using the RHCP antenna. This
acquired signal will be utilized as a reference for the reflected signal. Upon successful locking-in

both reflected and the direct signal shared single local oscillator.

At the time of transmission GPS signals are Right Hand Circular Polarized (RHCP). The signal
become LHCP when strikes any surface [66]. Roughness of the reflecting surface, its dielectric
characteristics and no. of times the signal is reflected by that surface are the contributing
parameters on the basis of which the reflected GPS signal strength is measured. Attenuation rate
(measured in dB) for a signal bounced back from conducting surface can be computed according

to inverse square law as:
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Attenuation ;g =20 loglo(% ) .1

In the above equation the R refers to the distance between observation point and reflecting -
object. If R is 1km then attenuation value will be 80 dB [4]. This shows that if antenna gain is
ignored then the strength of the reflected signal will be around 80 dB less as compared to direct
received signal. With above value of R and receiver having 2 MHz bandwidth the value of SNR
will approach around -96dB. Using antenna gain of 30 dB this value can be reduced to -66 dB.
Similarly with 2 MS/s sampling rate and integration time of 100 seconds, 83 dB gain is possible
with Peak Signal to Noise Ratio (PSNR) of 17 dB. Thus the antenna should have a gain in excess
of 30dB. Sucéessful effort has been made by thesis author to obtain about 15 dBi pure antenna

gain and 20 dB with the help of GPS inline amplifier.

Some initial measurements with LHCP GPS antenna and limited design detail have been
documented in [66]. In open literature research endeavors undertaken so far either used off-the-
shelf LHCP antenna or described it only as functional block in their diagrams. A twenty one (21)
turns LHCP helical antenna has been designed, assembled and tested in field experiments by the
thesis author. The detail description is given in separate research paper [71]. However, the length
of one meter and a sharp beam-width will render the antenna unsuitable for applications where
space requirement is of paramount importance such as in an embedded or air borne environment
e.g. in a UAV. Therefore, the alternate option of four element antenna array has been a better
choice. Details about the antenna array specially the high gain and compact design
characteristics, are elaborated in following section. Comparison of the three options considered

during the design of the antenna is given in Table. 5.1.
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Table 5. 1 Comparison of Different Antennas

Helical antenna

Excellent interference

Type of Antenna Advantages Disadvantages
Parabolic or Off set | High Gain The RHCP antenna at the feed point
Dish Antenna may receive direct signal and cause
interference.
Greater gains require larger diameters
High Gain LHCP Medium Gain Length may be cumbersome

Side lobes may increases

rejection between LHCP

and RHCP signals
High Gain LHCP High Gain Mutual interference between elements
Helical antenna
array Compact Design

5.1.1.1 Basic Design Parameters

In 1947 Kraus introduced the idea of basic helical antenna. Its design parameters and detail
geometric form are elaborated in [72}, [73]. The geometrical parameters listed in Table. 5.2 will
be used to describe the design of helix throughout this text. The desired antenna output can be

achieved by changing the values of these parameters.

A number of the variables shown in Table. 5.2 will have a pronounced effect on the radiation
pattern. For achieving Circular polarization value of the antenna circumference (CH/ 1) should

lies between 0.25 and 1.3. Similarly when CH/ A = 1 and S = A/4 then optimum circular

polarization will be achieved [73].
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Table 5. 2 Design Parameters

Parameter Description

Dy Helix Diameter

Cu Helix Circumference

S Space b/w turns

Ap Angle of the Pitch

AL Wave-length

Lt Single turn Length

Nt No. of turns

AL Length of the antenna Axial
D. Helix wire Diameter

The simplified helical antenna diagram is shown in Figure 5.2.

VAVAVAVAVAVAIRE S

Figure 3. 2 Simplified Antenna Diagram
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5.1.1.2 Input Impedance

Diameter of the wire, number of turns, pitch and radius of the helix, conductor shape and its
frequency and mechanical support for the antenna are some of the contributing factors which can
affect the antenna input impedance [74]. The final value of impedance for antenna working in
axial mode computed by some earlier researchers is 140 . But on the other hand research
undertaken by Djordjevic in [74] claims that its value lies in range of 90 Q to 270 Q. Four such
elements connected in parallel should furnish impedance in. the range of a more encouraging

value 22.4 Q to 67.5 Q. It has to be matched as closely as possible with the 50Q coaxial cable.

For input impedance computation normally vector network analyzer is utilized along with some
other Scattering Parameters sometimes known as S-parameters. The power received at the

antenna input feed point is generally represented by [S11* while S11 is used to denotes input

complex reflection coefficient.

Let Z, denotes system impedance of the network analyzer then S;; can be calculated below:

s11=2[ Cin J—l:z"”_zo (5.2)

Zl'n+Zo Zin+ZO

Ultimately after simplification of equation (5.2) and having value of Z; equal to 50 Q, the input

impedance is given by the formula:

(5.3)
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5.1.1.3 Gain of the antenna

The desired output of the research effort undertaken for the design of the antenna was maximum
possible antenna gain with circular polarization which is also indicated in Figure 5.3 graph. A
single antenna element with 8-turns should provide around 13 dBi output gain (average of two

values of Figure 5.3).

In open literature different mathematical methods are given for single helical antenna
measurement of gain. The researcher has theoretically computed the gain listed in [73] using

following formula:
G=15NSn* — (5.4)
Using UHF frequency band the research endeavor undertaken by H. King and J. Wong listed in

[75] has elaborated in detail the gain and pattern properties of 1 to 8 wavelength long helical

antenna. For the terminal gain of cup shaped ground plane antenna the researcher used the

following empirical relation:

i 08 tan[lz.si) 2
Gp=8.3(7rDj (Nﬁj 13y (5.5)

For expressing the Gain in dBi they applied 10log;o to equation (5.5). The same parameters as

shown in Table.5.2 have been used in equation (5.4) & (5.5).

Martin-Neira in [28] consulted the following empirical relation in order to calculate the antenna

gain in dBi:
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Gain=11.8+10log;olC;*NS, ) (5.6)

where C; denotes circumference and S, represents tumns spacing. Gain plot for equation (5.6} is

represented by circle (-0-) in Figure.5.3.
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Figure 5. 3 Gain plot for a single 8 turn element Helical Antenna

However, D.T. Emerson [76] after comprehensive numerical study has pointed out and prepared
a summary of different conflicting helical antenna gain claimed by researchers. On the basis of
his research conclusion he has argued that actual gain value is 4 to 5 dB less than Kraus formula
based result. The researcher has also revealed that increase in gain with length of antenna is not
more encouraging as predicted by Kraus relation. The following empirical relation has been
used in the technical literature when maximum helical antenna gain is expressed in terms of its

length L and wavelength:

GaiddB)=1025+122L-0.0726} 5.7
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Gain plot for equation (5.7) is expressed by plus (..+..) in Figure.5.3. The researcher in [73] used
the given below quasi empirical expression for calculation of half power beam width in degrees:
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5.1.1.4 Assembly of the Four Elements Antenna Array

HPBW = (5.8)

The finished array product with four elements helical antennas is depicted in Figure. 5.4.
Individual helical antenna element contains 8-turns with 14° pitch angle. A flat squared shape
ground plane with 2.5x2.5 wavelength has been employed in order to mount the four element
antennas. The four elements are fixed in symmetrical position with spacing remains 1.5
wavelengths b/w their centers. The overall antenna array orientation is kept LHCP with all four
elements working in similar direction. All the antennas are linked together with the center of the
ground plane through single transmission line. The central line which connected all the four
clements of the array goes down on the back side while the four helices are placed on the front of
the ground plane. Finally from the front side at center of the ground plane a wire from each
antenna is linked with 50-Q RG 58 coaxial cable. The other end of the coaxial cable is connected
with data capturing device through SMA connecter. The antenna array was practically

demonstrated at 1.575 GHz center frequency with ground plane of 94x94 cm.
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Figure 5. 4 Final Antenna Array

5.1.1.5 Testing and Gain Measurements

The antenna array has been tested through Vector Network Analyzer (VNA). The measurements
for S11, VSWR, return loss and input impedance comes out with value of -6.98 dB, 1:1.92, 0.20
dB, 60-Q respectively. These results are recorded and depicted in Figure. 5.5, As highlighted by

[73] the admissible value of VSWR is less than 2,
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Figure 5. 5 YNA based antenna array plot (a) §); (b) VSWR
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Due to unavailability of adequate equipments (anechoic chamber etc.) at the time of testing, gain
calculations have not been accomplished for the antenna array in a laboratory environment.
However for measurement of gain and beamwidth a number of experiments has been initiated in

open space.

5.1.1.6 Field Trials
The antenna array has been utilized in the imaging system, as shown in Figure. 5.6. For field
experiments and analysis of the GPS signals custom made dual channel GPS Receiver, as shown

in Figure 5.6, has been designed and prepared.

Direct Path

(RHCP Zenith Direct Signal
Antenna)
Front End for Aquisition and Tracking of Direct
Direct Signal Signals
Image
Generation

Front End for
Reflecetd Signal

Reflected signal
measured as
compared to

Correlation and
Matched fitter
processing

direct signal

High Gain LHCP
Helical Antenna

Reflected Signal

Reflected Path
(Nadir Antenna)

Figure 5. 6 Proposed Imaging System

The receiver zenith antenna channel received the direct GPS signal; while the second end with
nadir looking LHCP antenna has been used for reflected GPS signals. For weak reflected GPS

signal amplification, a 20 dB gain GPS inline amplifier was used.

As evident from Figure 5.7(a), with only one millisecond of integration time, direct signal was

received having good acquisition value. Utilizing LHCP antenna to obtain similar SNR of the
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direct signal, acquisition-time was rise to 200 milliseconds. Result for reflected signals is

recorded in Figure 5.7 (b).

+
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@ ®

Figure 5. 7 Acquisition plot (a) Zenith antenna (b) Nadir antenna

The plots in Figure 5.8 comparing the visually similar correlation value, depicted that for the
Imsec case, the correlation value is 1425 and for 200msec it is 36000, Thus the reflected signal

is 28dB below that of the direct signal.
5.1.2 Front End

At the heart of the imaging hardware is the GPS front end. As evident from Figure 5.1, the
second part of the imaging hardware, which work in between the antenna and data acquisition
card. Analogue-to-digital converter (ADC), local oscillator, mix;ars and amplifiers are the basic
components of RF front end used in GPS receiver. The functional block- diagram of the front
end is given in Figure 5.9. The front-end basically performs down conversion and signal

conditioning functions.
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5.1.2.1 Signal Conditioning

The signal components which introduce interference in desired signal are removed during signal
conditioning stage. This task is accomplished by Pre filter and preamplifier block of the front
end. Bandpass filter is employed to remove such interfering signals, which suppress out-of-band -
interference. The second function is amplification of the low power received signal to achieve

better results at the output of the receiver.

5.1.2.2 Down Conversion

Whereas, aim of down conversion block is to bring the high frequency (1575.42 MHz) received
signal to more controllable IF signal having low frequency. By combining the input signal with a
local oscillator (LO) signal, the mixer does the job of down-conversion. Well defined IF data
depends upon stability and accuracy of the LO. Next the low frequency IF analog data is passed
through the ADC converter to sample and change it to digital form, which is approperiate for
signal processing. The no. of bits utilized for the digital representation of the signal in case of
ordinary GPS receiver is usually set to 1 or 2 bits. The small number of bits simplifies the

computations in the GPS receiver during later signal analysis.
5.1.3 Data Acquisition Card

The proposed imaging system in high-level block diagram format was shown in the figure 5.1.
Efforts have been made to assemble a modified GPS receiver based on the concept presented and
carry out testing in real time environment. Due to limited labdratory facility and unavailability of
some circuit components in local market required for the data acquisition card, off-the-shelf
SdrNav20 was procured from One-Talent- GNSS [77]. The Dual Front End SdrNav20 GPS data

acquisition card was used to perform field trails and analyse real GPS signals is shown in figure
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5.10, below. As evident one front end receives the direct signals from the satellites; the other

receives the reflected signals.

Front End for Direct
St Signals

Front End for Reflectad
Signals

Figure 5, 10 Dual Front End SdrNav20 Data Acquisition Card

5.1.3.1 SdrNav20 Circuit Components
Main components of the data capturing device are given Table 5.3.

Table 5. 3 Main Components of SdrNav2{ .

Component Description

The two Maxim/Dallas IC's is an L-
band dual-conversion GPS receiver

MAX21xx which down converts the RF GPS
signal to a IF signal.
These two [C’s are employed as 8
MAX195xx bit ADCs
Xilinx XC6SLX4- Th!s FPGA element acts‘as a sngnal
switchyard for the entire design,
2TQG144C . . . .
permitting flexible interconnection
of the various design elements,
It i
Cypress CYTC68013 provides the necessary hardware

support for implementation of a
USB 2.0 high speed interface.
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5.2 Experiment for Data Acquisition

As compared to ordinary radar the incoming reflected GPS signals have very low power levels.
As part of the research endeavor the aim was to overcome this core problem. This was achieved
by careful antenna‘ design, suitable electronic circuit and acquisition algorithms.

In order to acquire actual GPS data with the help of proposed and assembled data capturing
device and to confirm that the signal received by the LHCP antenna is in fact the reflected signal,
a set up similar to Figure 5.11 was arranged. The direct signal was acquired by the off-the-shelf
RHCP GPS antenna. The experiment was performed in front of a large brick building. The
RHCP antenna was directed towards the satellite, while the LHCP antenna was positioned so as
to receive the signal bouncing off the building at a distance of about 25m.

Transmitter

0 GPS Satellite

Direct GPS

— Additional path Signal

fength for
Large Brick reﬂe(_:ted GPS Dual
Building Signal A '
ntenna set|
up ‘

Reflected GPS
Signal

- -—— 25 meters -——— j(

Figure 5. 11 Set up for detection of reflected GPS signals

The geometry of the LHCP antenna with reference to the visible GPS satellite played a vital part
during signal reception. The most suitable satellite (in terms of signal strength and visibility) was
GPS BIIRM-3 (PRN 12) and was therefore selected as the reference satellite. The satellite’s

elevation and azimuth angles were calculated with the help of a commercial GPS receiver. The
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antenna was roughly positioned so as to receive the reflected signals of the reference satellite
from the wall.

As expected a very strong signal was received with the RHCP GPS antenna, yielding good signal
acquisition even for few ms of integration time as shown in Figure 5.12 (a). The comparatively
weaker reflected signals acquired by the LHCP antenna required much longer integration times
(200 ms) to achieve comparable SNR. The longer acquisition time resulted in the cancellation of
uncorrelated noise, thus improving the SNR. As evident from Figure 5.12 the coarse frequency
of both signals is the same but code offset is slightly different corresponding to the extra distance
that the reflected signals have to travel and can be witnessed in Figure 5.13 in which the

correlation peaks of both signals have been enlarged to facilitate analysis.

We know that in order to perform position calculations the direct signal is acquired in the GPS
receiver by correlating the received code with a locally generated C/A code and varying delay
and Doppler until the correlator output is maximized. The distance or range between GPS
satellite and receiver is inferred from the time of occurrence of this peak value and later on

position calculation are performed by suitable algorithms.

The length of one C/A code is 1023 code chips and is transmitted with a frequency of 1.023
MHz [1]. Taking into account the speed of light the length of one chip is 300 m. As mentioned
earlier the signal is sampled at 19.2 MHz. Thus each code sample corresponds to about 15 meters
(3 x 10°/19.2 x 10°). It is possible to distinguish between the direct and reflected signal if the
difference is about 30m. During the experiment performed the difference in code samples of
direct and reflected signal was 3 or 4 which came out to be about 45 to 60 meters and

corresponds to the round trip distance between antenna and the large brick building or reflective
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surface. Figure (5.13) compares the direct and reflected signal correlation peaks clearly depicting

this path difference.

Diwrect Signat Acquistion Plot

Frequency 0o Code
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Reflected Signal Acquestion Plol
. .
x 10
16~
Froquenty 00 Code

Figure 5. 12 Comparison of acquisition plot (a) (acquisition time of 4 ms) for RHCP
antenna (b) (acquisition time of 200 ms) for LHCP antenna
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The scale for the correlation value (y-axis) is different for both signals on account of the varying

atb

~ acquisition time.
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Figure 5. 13 Comparison of direct and reflected GPS signals for (a) 50 m (b) 4 m (round
trip distances)

In order to verify the results, GPS IF data was collected at a position of only two meters away
from the building or reflecting surface. A path difference of only one code samples was observed
among the direct and reflected signal as shown in figure 5.13 (b). A near specular GPS reflected
signal was received suggesting an optimum geometry for reception of weak reflected signals. It
is evident that by bringing the antenna set up closer to the brick wall the code sample difference

between direct and reflected GPS signals is decreased.

Thus the experimental results substantiated that the signal present at the LHCP antenna is in fact
the reflected signal and construction of the hardware has been successful and is ready for data
acquisition for imaging purposes. It has been observed that this technique of verification of
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reflected GPS signal by comparing the code sample difference is only possible if a relatively
strong reflected signal is present and detected with 200 to 400 ms of acquisition time.
Comparatively weak reflected signals have to be integrated for longer periods of time and unless
some method of Doppler and/or phase compensation is not applied, the correlations peaks tend to
enlarge and become relatively flat, possibly due to drift in phase and Doppler, and the delays
cannot be measured accurately. This can be observed in Figure 5.14 in which a direct signal was

integrated for one second (1000 ms) and later on for two seconds (2000 ms).
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Figure 5. 14 Comparison of acquisition plot for acquisition time of (a) 1000 and (b) 2000 ms

A method for Doppler and/or phase compensation has not been applied in the acquisition
algorithms. One motivation to incorporate a suitable technique might be the fact that this
procedure can also be utilized as a Radar altimeter to measure height of an airborne platform or

perform passive range calculations. If the sampling frequency is further increased even improved
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measurement accuracy can be achieved. With minor improvements and efforts, the set up can be
utilized as a basic, low cost and covert / passive (moving target indicator) MTI radar with the
LHCP antenna aimed at a moving ground vehicle. However, the major objective has been is to
image the area of interest, therefore this aspect or offshoot of the main research has not been

explored any further.
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Chapter 6

Simulations and Results

This chapter furnishes detailed simulations, carried out to confirm the idea that it is possible to
image an area of interest by utilizing SAR concept and the correlation of direct and reflected
GPS signals. Next it presents the results obtained during the course of Matlab® simulations and
experiments performed to acquire actual GPS data. The results are compared, findings are

discussed and any shortcomings are analyzed.

6.1 Initial Simulation

The simulation is initiated with development of a simple code using Matlab® 7.13 environment,
for the verification of the imaging principle and concept. Later on, for improvement of the
computational efficiency and to facilitate image generation under practical scenario, the code

was further expanded and modified.

The simulation structure, depicted in Figure 6.1, begins with the generation and assignment of
individual PRN sequence for each GPS satellite, calculation of the delay and offset introduced
during transmission and finally reception by a dual front end GPS receiver. Using the matched

filter concept it ends with construction of a gray scale image.

The simulation work can be mainly categorized in two stages. First stage simulation is related to
the GPS space segment. This includes generation and initialization of ephemeris and PRN codes
data. Computing attenuation and noise effect during the transmission of GPS signal while

passing through the space is also part of the first phase simulation. While in the second part of
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the simulation, the GPS receiver parameters like finding correlation, delay, match filtering and

image reconstruction process are undertaken.

Generation of Epemerides
and fundamental sequences
and assignment of codes for

each GPS sattelite

|

—

Noise and

Attenuation |

Targets

Signal Delay

.

Transmissions of Signals ]

In direct Path

Direct Path

<

% Modified GPS Receiver j

Matched Filter Processing

I

Image reconstruction

Figure 6. 1 Structure of Simulation

Later on, the code was modified in order to make it more realistic and adaptable for practical

applications. Again the simulation was undertaken in two phases: the first phase was dedicated to

produce digital signal utilizing the front end output of the receiver. While the ultimate image

reconstruction was accomplished in the second phase of the simulation. This time more effort

was made to make sure, the availability of digitized GPS signal with suitable parameters to the
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reconstruction algorithms. Once the reconstruction algorithms were finalized and optimized, the

simulated signal was replaced with actual GPS data.

6.2 Detailed Description of the Simulation

The code along with its constituent functions detail is given in diagram shown in Figure 6.3, with
aim to gain better and quick view about the Matlab® simulation. At the beginning of the
simulation the global variables, search area, sampling time, pixel size and noise are specified.
Initially 2000 x 2000 meters search area containing the targets was selected. In centre of the
observation area the position (0, 0, 6378000) is considered fixed to simplify coordinates
transformation. These are actually the coordinates of North Pole. Three dimensional array; one
each for the x, y and z coordinate is chosen for the candidate position. In the selected search area,
initially two targets with positions in the ECEF coordinate system having coordinates values
(200, 0, 6378000) and (-200, 0, 6378000) with 20 meters pixel size are specified. Later on the

number of targets and the pixel size was modified.
6.2.1 Computation of satellite coordinates

For generation of position of satellites in ECEF (Earth-Centered and Earth-Fixed) coordinates
and calculation of velocity of each GPS satellite, an array of actual satellite ephemeris data for
the selected satellites was utilized. A short program was written that calculated satellites.
positions using parameters like transit time, ephemeris data and time of week. Normally 70 ms
time is taken by the satellite signal to reach the earth. The function furnished a vector of size

three containing the (xs, ys, zs) coordinates of each GPS satellite in ECEF coordinate system

[78].
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For description of GPS satellite or user location, the ECEF system uses three dimensional XYZ
coordinates (in meters). The term "Earth- Centered" comes from the fact that the origin of the
axis (0, 0, 0) is located at the mass centre of gravity. The term "Earth-Fixed" implies that the
axes are fixed and rotate with respect to the earth. The Z-axis pierces the north pole, and the XY-

axis defines the equatorial plane [79].

6.2.2 C/A Code Generation

For each satellite basic PRN sequences are created and assigned to every space vehicle with
distinct codes. At the beginning GPS satellites undertakes code generation which is followed by

the receiver upon the reception of the signal.

When the receiver performs the correlation process, it regenerates the codes locally. The:
fundamental characteristics of these codes have been elaborated in chapter 3 of the thesis in
section (3.2.4). Through suitable Matlab® programming the individual C/A codes generation and

allocation of the distinct sequence to each of the nine satellites has been done. These are biphase

codes with sequences of +1 and —1.
6.2.3 Calculation of signal delay

The signal delay is computed twice, initially for direct signal from satellite to the receiver,
secondly for reflected signal from the target to the receiver. Using elementary trigonometry

concept the distance between receiver and satellite represented by (D) is computed through

following simple formula.

Ddirect = Dsr = \J(Xs - X0)? + (¥s - yo)2 + (2s - 20)? (6.1)
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Where (xg, Vs, Z5) and (X, ¥r, Z) represents visible GPS satellite and the receiver coordinates

respectively. Initially the targets were positioned around 5 km distance from the receiver. The

delay for the direct path expressed in seconds is computed with below given formula.

Sr

Delay jiyecr = ‘C— (6.2)

where c is the speed of light.

The combine distance from satellite to target and target to the receiver is calculated to find

reflected path total distance: -
Dyeflected = Dst + Diy (6.3)

By incorporating suitable Matlab® commands the delay is calculated for both targets: -

D¢ +D
Dela}’reﬂectea’ ="t t% (6.4)

6.2.4 Determination of code offset

Practically during transmission when GPS signal passes through the space it is delayed by
number of factor before it is received by the receiver. A reference signal transmitted by specified

satellite is used to simulate the delay by measuring only the difference with reference signal.

t=

1
_—I\“lu JHLF Signal transmitted by
5 I S S the SV

Inlnilininls
A | RN | Signal received

Delay or
Off set

v

Figure 6. 2 Code offset
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For finding the difference in delay a separate Matlab® function has been compiled, which
furnishes the PRN delayed version. The PRN sequences along with chip rate of selected GPS
satellites and time of week are used as input parameters for function. The computed difference in
delay is termed as offset while the obtained PRN is known as offset PRN. The employed delay
function is used to find offset for both reflected and the direct signal. Explained in the next
section the offset is later on utilized to find the quadrature phase (Q) and baseband inphase (I)

parts of the GPS signal.
6.2.5 Extraction of the baseband I and Q components

Using the IF signal both baseband I and Q components are extracted with help of already§
computed code offset. The sine and cosine of specified frequency and its subsequent
multiplication with the IF signal results in I and Q components of the direct signal expressed
below. Therefore: -

L girect = d(f) *sin 0ot (6.5)

Qdirect = d(1) *cos wot (6.6)

Where d(t) shows offset C/A sequence while o, expressed in rad/sec represents frequency

containing Doppler effect.

Before doing similar computations for the reflected signal, it is necessary to make sure that its
phase is align to the direct signal. This difference between the direct and reflected signal is

known as phase difference. This may occur due to the dissimilar path, where both signal have to

covers unequal distance.

Using following equation the phase is calculated as: -
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o+ path difference

® c 6.7)
Hence, the reflected signal I and Q parts are expressed by:
Ireflected = @ d(t) *sin(w,t + D) (6.8)
Oreflected = @ d (1) * cos(,t + D) (6.9)

Where o, express attenuation factor discussed in section (6.2.6). For simplifying the simulation

zero phase difference (®) is assumed.

However, in practical scenario the phase difference is required to be calculated, especially for
extended ranges. This has not been implemented in the reconstruction algorithms as the initial
image processing was performed at a very short range (10 meters) and the path difference in
equation (6.7) was very insignificant. The measurement of Doppler frequency shift at each
sample point (also called Doppler ambiguity) is also imperative. During the actual correlation
campaign it was calculated during the tracking of direct signal and the Doppler ambiguity was

successfully resolved.
6.2.6 Attenuation and noise

The GPS signal experiences attenuation, noise and path loss during transmission in the
atmosphere similar to any other electromagnetic wave propagating through space. The indirect
signal undergoes further attenuation, as part of the signal is absorbed upon striking different
surfaces. At every reflection the amplitude level decreases, hence the magnitude of surface

reflection coefficient is smaller than one. During the course of simulations, numerous values
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were considered to observe the effect of noise and attenuation on the results of direct and

reflected signals.
6.2.7 Display of image

The observation area containing targets is depicted in Figure (6.4). For simulation of the area
under investigation, two arrays each having size 101 have been chosen with 20 m target pixel
size. This results in an area around 20 x 100 = 2000 m>. The target size is sometimes called one
pixel or square, element in the matrix. During these initial simulations the size of 20 m was an

arbitrary value.

The size of the target array was modified during later parts of the simulation process in order to
improve the image resolution. However, the size of target and the array can also be reduced to.
enhance computational efficiency. The candidate position of the target can be chosen anywhere:
in the matrix. The fixed position with coordinate’s values (0, 0, 6378000) lying in the centre of ‘

the observation area is employed to simplify coordinate transformation.

x 101

x = -1000 meters X = 1000 meters
y = 1000 meters
x 101
y =-1000 meters
v —> e
(0,0,6378000) 20 meters
North Pole

Figure 6. 4 Target Candidate position
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6.2.8 Image reconstruction and matched filter processing

For better system resolution, in the signal processing a match filtering based technique is
employed. This desired process is achieved in the Matlab® environment, after the multiplication
of two codes bit by bit with resulting summation of all these values. This procedure is repeated
and the relevant value is stored in the 101 x 101 matrix for every epoch or sample, as shown in
Figure (6.4). The procedure resemble to a matched filter process, in which a given matrix is
searched for every sample in time. In fact, delayed versions of the signal are multiplied with
original signal and obtained value at each instant of time is added. This resembles with
integrating over the sampling period. Greater or maximum correlation value will be achieved
upon reaching the target location. It is apprized that the values for quadrature phase (Q) and thq

baseband inphase (I) components are changed to similar magnitude using below mentioned

simple equation.

Equivalent Magnitude =+ I 2102 (6.10)

A grey-scale image is obtained utilizing above highlighted ivnformation’s. Grey scale image is
basically combination of white, black and grey shades of colours. The data is inverted and
normalized by the Matlab® function during the above mentioned simulation. In case there is no
target, the pixel or square of the matrix is displayed as white, otherwise is shown as black when
there is maximum correlation. However, it can be vice versa as well. Hence the obtained image

exactly pinpoints the target in the candidate position with required coordinates.
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6.2.9 Simplifications and assumptions

Numerous assumptions and simplifications have been made with aim to make possible the
simulations. The target is supposed as a fixed point scatter with the application of point target
resolution theory. Furthermore, it is assumed that the target will reflect all the signals towards the
receiver and the reflection coefficient is also assumed to be one. In order to simplify overall
geometry and reduce coordinates transformation as well as spatial referencing errors, the location
of targets are supposed to be located near the North Pole. It is further assumed based on the
understanding that the signal strength will be improved during the correlation process,

reasonable value of attenuation and zero phase difference.

6.3 Modifications and Improvements to the Code

In order to materialize the intentions of putting together a practical imaging system, it i§,
imperative to work on real sampled data obtained from a GPS antenna through a RF front-end
and an ADC converter. However, in the initial phase of developing the signal processing
algorithms it is not optimal to use real sampled data, because it is not only impossible to control
the received signals but also difficult to know all properties of the received signals. A Matlab®
code was compiled that generated a signal similar to the GPS base band signal with selectable IF
(few MHz) and other parameters like noise and attenuation. The signal can be uploaded in the
simulation through routine Matlab® techniques in form of a file. The reconstruction engine was

also modified and will be explained in a detailed manner.

For the enhancement of computational efficiency one of the reliable ways is to switch from

interpretive Matlab to compiled code environment. In this regard modular approach has been
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adapted to speedup the program execution. Utilizing the Borland C++ Builder, a GPS signal is
separately generated with C++ code editor. The code signals generation phase is increased
approximately 9 times better by employing the mentioned approach. The reconstruction function

is still compiled in Matlab® and can be converted to C++ code as a future project.

In order to make the developed reconstruction code appropriate for use in practical scenario,
modifications were made accordingly. For the computation, vectors/linear arrays instead of multi
dimensions arrays were incorporated with the aim to enhance computational efficiency. The
block diagram of the revised reconstruction algorithm is depicted in Figure 6.5. Only the
difference, as compared to the initial code is elaborated as many functions and sub-routines are

similar.

Signal segmentation is included among the options which could be opted for the improvement of
computational efficiency. This approach was introduced while simulating stationary and low
speed moving GPS receiver. Parameters like time of week, frequency and phase were updategﬂ
accordingly with careful chosen data, while the rest of data was discarded. In fact only part of the
received is used to reconstruct the image. Although, the method requires minimum computation

time but image quality can degrade.

Under sampling or sub sampling is another simple and reliable method that can be used to
enhance computational efficiency of the reconstruction code. To carried out sub sampling (up to
level of 10), “resample” Matlab® routine was executed during the simulation, which reduced

amount of process data. Without compromising image quality the adopted method increased

computational efficiency to considerable extent.
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6.4 Preliminary Results

The parameters given in Table 6.1 were used during Matlab® simulations. For simulating various

imaging scenarios under different condition some of the parameters were changed accordingly.

Table 6. 1 Simulation Parameters

Parameter Value
Integration-Time 0.1 seconds
Attenuation-Factor 0.5
Noise 0
First Target-Coordinates [200, 0, 6378000]
Second Target-Coordinates [-200, 0, 6378000]
Receiver-Coordinates [5000, -5000, 6378000]
Receiver-Velocity [300, 0, 0]
Satellites-Tracked 1,7,9, 14, 16, 22, 25, 26, 27
Reference-Satellite 4

6.4.1 Case 1

The values stipulated above in Table 6.1 were utilized while the first simulation was conducted.

In the resultant Figure 6.6 with reasonable spatial resolution the two targets are identified.
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6.4.2 Case I1

This time noise of 16 dB was induced while all the others parameters were kept constant as per

Table 6.1. Background noise can be seen in Figure 6.7, but the targets are still recognizable.

6.4.3 Case III

Simulation was executed with increase in integration time (0.2 sec) parameter only. As compared
to previous simulation improved results and resolution was achieved but the execution time was
longer, result shown in Figure 6.8, The increment in integration period made it possible to get
large number of samples and cancel out the induced noise. Increasing the integration time also

results in more synthetic aperture for the dynamic imaging device and better resolution.
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Figure 6. 8 Integration-Time 0.2 sec (with 16 dB noise)
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6.4.4 Case IV

In the next course of simulation targets movement with different speed was considered, in order
to verify what type of targets can be resolved with this technique and observe the effects of target
dynamics. No noise was induced and integration period of 0.1 sec was utilized. The anticipated

results are depicted in Figure 6.9.

*“ﬁ“’"‘i’li‘ “r wa(?ga N‘:ﬁf &h _~"1lsms1nl,1epo.dn Comtakyy "~
1 "

-

"I_g

I

I

mmmmommmmm 8

AR Mumx 2

« - k M
L .. S e e :

B A T e . . A S P

PR L./ Y- N5 LN Y IR oS ek u =] ¥

()

Figure 6. 9 Comparison of diagrams for Integration-time 0.1 sec & Target speed (a) 10 m/s
(b) 20 m/s (c) 100 m/s
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As can be observed from Figure 6.9 (c) the targets could no longer be visible when the speed was
increased to 100 meters per second. Hence it can be deduced that this technique is best suited to

effectively recognize static and slow moving targets i-e ships/ground vehicles.

Unexpectedly, when the integration time was increased in above case in the presence of noise, |
the targets could not be resolved. It has been stated in [80] that the power budget of SS-BSAR
with GNSS NCT is noise rather than interference limited. Thus it is imperative to keep the noise
as minimum as possible for satisfactory results. One of the methods is by employing high
efficiency low noise amplifiers at the receivers input stages. Extraction of useful data from low
power reflected signal in presence of noise remains the biggest challenge in the remote sensing

environment.

Many interesting results were observed during the initial simulation process and are as follows: -
1) It is indeed possible to generate an image based on SAR concepts and utilizing matched filter
techniques with the correlation of direct and reflected GPS signals.

2) An increase in the observation time translates into more number of samples, thus resulting in
better simulation results and improved resolution by cancellation of uncorrelated noise.

3) While observing the effects of targets dynamics it was inferred this technique is best suited to
effectively recognize static and slow moving targets i-e ships/ground vehicles, within the context
of present computational resources.

4) During the simulation it was proved that an increase in receiver speed results in improved
resolution. It is apprized that enhanced speed translates into an increase in synthetic aperture.
During execution of initial simulations it was concluded that the compiled Matlab® program and

algorithms computational cost is high and also require large memory.
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6.5 Simulation Results for Different Imaging Scenarios

6.5.1 Ground vehicle borne (low velocity) receiver

As mentioned in section (2.4.1) it is also possible to provide change in geometry with the |
receiver mounted on a moving terrestrial platform, for example, a ground vehicle or car. The
total simulation time (Ts) for signal generation was selected as 100 seconds and net integration |
time (T,) in the reconstruction algorithms was chosen as 10 seconds. This was made possible
with the help of segmentation introduced in the code. Simulations were performed by varying the

appropriate parameters and the results and conclusions have been recorded.

Simulations were performed for different receiver velocities; the velocity was decreased from:
100, 20, 10, 5, 4, 3 to 2 m/s. The targets were resolved clearly for all receiver velocities except
for 2 m/s. In next phase simulations were performed for a fixed receiver velocity (5 m/s), but a:
receiver position error of 0.01, 0.03, 0.05, 0.06, 0.07 and 0.1 meters was induced. Results are.
depicted in figure (6.11). It was evident from the results that noise started to appear in back
ground when the receiver position error was 0.05 m, but the targets were still visible, however

there was no target present when the receiver position noise was increased to 0.1 m.

Hence it is concluded that it is possible to generate an image with receiver velocities as low as 3
m/s (about 11 km/h), with a net integration time (Tn) of at least 10 seconds, but a receiver

position error of only 0.07 meters renders the target undetectable.

Figure 6.10 compares the results for different receiver velocities with the integration time
mentioned in the preceding paragraph. It is also possible to generate an image even with lower

receiver velocities, but only at the cost of increased integration time and with the present
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hardware configuration the data acquisition of more than 100 seconds is not possible. However,

even these lower velocities have been simulated while finding the appropriate time for

integration concerning a static GPS receiver.
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Figure 6. 10 Comparison of results for receiver velocity of (a) 20 m/s (b) 5 m/s (c) 3 m/s and
(d) 2 m/s
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Figure 6. 11 Comparison of results for receiver position error of (a) 0.01 m (b) 0.05 m (c)
0.07 m (d) 0.1 m

Superficially, this type of scenario seems very attractive, because a simple platform such as a car
¢an be used to provide change in geometry and the dual frequency GPS data acquisition device
can be utilized despite the 100 seconds limit for data acquisition. However, the error induced due
to uncertainty in receiver position renders this method unsuitable, at least for this research, It will

be interesting to explore this method in future research undertakings, by correcting the receiver

position and velocity errors using suitable methods.
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6.5.2 Results for static receiver simulation

As mentioned in section (2.4.1) it is also possible to provide change in geometry by the orbiting
GPS satellite in case the receiver is kept stationary. It was learned during the course of
simulations that the optimum integration time is 10 seconds for a receiver velocity of 200 m/sec,
a compromise between computational efficiency, resolution and size of collected data. The
receiver covers a distance of 2km during this period and the image reconstruction only requires a
few minutes for small target arrays. In order to find the optimum time required for image
reconstruction in case of a static receiver, a different signal was generated with the help of GPS
signal simulation code with a step by step decrease in the receiver velocity and increase in the
integration time (Ts). In order to ensure that the targets are resolved, the net integration time (T},)
was kept at 10 seconds. This was made possible with the help of segmentation introduced in the
reconstruction engine to deal with signals having longer duration. The other parameters were

changed as shown in Table 6.2.

Table 6. 2 Optimum time for static receiver simulation

iT,;(:ZZl,-ation Net integration ‘liﬁf)iii‘t,;r Number of Skip time (Tsk, s)

time (T, , s) time (Ta,s) | R "mis) segments (SS) | (per segment)
10 10 (200, 0, 0) 1 0
100 10 (20, 0,0) 10 9
200 10 (10, 0, 0) 20 9
400 10 (5,0,0) 40 9
800 10 2,0,0) 80 9
1600 10 (1,0,0) 160 9
3200 10 0.0, 0) 70 5
3600 10 (0,0,0) 1000 3.59
7200 10 0,0,0) 2000 3.5950
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As observed from Table 6.3, with the integration time at 3200 seconds and number of segments
equal to 320, the targets first appear to be resolved with a stationary receiver. An increase in the
number of segments to 1000 revealed an improved image. It was noted that a further increase in
the number of segments to 2000 and integration time (T) to 7200 resulted in enhanced image

quality and resolution.

Thus, the simulations highlighted to obtain acceptable spatial resolution and recognized the
targets; minimum integration time of 3600 seconds (one hour) is needed. However, for sub-meter
level resolution, continuous two hours of data would be required. Another interesting finding
was that the data should be divided into maximum possible nprnber of segments. For example 2
hours (7200 seconds) of data was divided in 2000 segments with skip time (Tsx) equal to 3.5950
seconds and dwell time (Tg4w) equal to 0.050 seconds (50 ms). With this arrangement the total |
data processed was only 10 seconds. However, during practical applications, where the reflected
GPS signal is very weak, at least 100 ms of T4y (dwell time) for shorter ranges and 400 ms for
extended ranges is desirable. It is deemed necessary for the acquisition of weak reflected signal
by correlation and thus cancels out uncorrelated noise. Care should be exercised in selecting the
Taw, as enhanced dwell time may compromise the computational efficiency and also result in
ground clutter masking the targets. On the contrary, insufficient T4, will not result in the

acquisition of weak reflected GPS signal.

Figure 6.12 shows the results obtained by integrating over 7200 seconds with Figure 6.12 (b)
depicting the deconvolved image. The two 10 c¢m targets appear to be resolved with sub meter

range resolution. Figure 6.13 illustrates the same image in different shades of grey perspective

along-with the PSF,
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Figure 6. 12 Simulation results for 7200 seconds (a) Original Image (b) Deconvolved image

Matras Y

Metres Y

Origingl Image

-1 b A0 0
Melres X

{a)

D

Ongina! Image
IR
" [+ AR | S
HIE 1, <HE
ar : - 3 A E 4
i ay
ar i o
af ! R 1
1l ' . :
.11 4 . !
A]]{ _ !
af (.
R
50 _ A A 1 H Y L 1
4 30 A 0 [H 0 2 X
Melres X
{a)

Figure 6, 13 Simulation results for 7200 seconds (a) Original Image (b) PSF
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It has been mentioned earlier that the resolution has direct concern with variation in geometry of
the orbiting satellites. It will be interesting to note the effect of total integration time on image
quality and resolution. An increase in integration time translates into more synthetic aperture.
The self explanatory Figure 6.14, depicts how the resolution deteriorates as we decrease the total

integration time.

Mstren T

(b} (<)

Figure 6. 14 Comparison of results for Ts of (a) 2400 s (c) 1000 s (d) 300 s

6.6 Further Simulation for enhancing Resolution

A matrix with size of 400 x 400 along with pixel dimension of 25 x 25 cm was chosen to check,
best possible resolution which can be obtained during the simulation. A 20 m” observation area
containing four point targets, with coordinates value of (10, -10, 6378000), (-10, 10, 6378000),
(10, 10, 6378000} and (-10, -10, 6378000) are positioned at the corners in the area of interest.
Each conducting point reflector was modelled as a sphere h;':lving reflection coefficient of one

and 10 cm ¢ffective radius. This particular value for the radius was selected to demonstrate that it

104



is possible to detect a target comparable to the 20 cm wavelength of GPS L1 frequency. It was
assumed that the antenna for reflected signals has a gain of 30 dB and that the direct signals can
be suppressed by 70 dB. The coherent integration time was set to 100 seconds and later on the
same results were obtained with 10 seconds of net integration time, but with help of code

segmentation as explained earlier.

6.6.1 Image generation

It was mentioned earlier that the strength of the reflected signal depends upon the surface
roughness and the dielectric properties of the reflecting object and the number of reflections.
Following the inverse square law, the signal reflected from a conducting sphere with a radius of
10 cm would attenuate at a rate (expressed in dB) of approximately 20 log;o(R/0.1), where R is
the range from the ‘point reflector’ to the observation point. For example, at a range of 1000m
the attenuation will be about 80dB below that of direct signals received by a RHCP antenna. For
a receiver bandwidth of 2 MHz, the SNR would be about -96dB. This is improved to a figure of -
66 dB due to the antenna gain (30dB). At a sampling rate of 2 MS/s we have 2 x 10° samples
during the 100 seconds integration time, which should yield an improvement of 83 dB, giving an

expected PSNR in the reconstructed image of 17 dB.

The generation of image with the modified reconstruction algorithms (receiver velocity of 200
m/s and sampling frequency of 2 MHz), as shown in Figure 6.15(a), revealed two conspicuous
conclusions, firstly the targets appeared to have the potential éf being resolved to the size of one
bin, and secondly there was significant blurring. It was suspected that this phenomenon is a
direct consequence of the geometry of the bistatic SAR system employed in the simulation,

coupled with the efforts to improve resolution and thus warranted further theoretical assessment.
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Figure 6. 15 (a) Raw reconstructed image (b) Target area enlarged

It is pertinent to note that despite the targets exhibiting a star-like PSF, achieving a resolution
comparable to the wavelength of GPS L1 frequency utilizing reflected GPS signals and without
the help of a dedicated transmitter is a novel achievement. Resolution, among others, is an
important factor while s¢lecting a particular type of radar for different applications. Improved
resolution will certainly pave the way for new and novel uses for this type of imaging. It is a very

significant progress in the field of remote sensing utilizing transmitters of opportunity, especially’

the GPS.

6.6.2 Image restoration

The image-processing task at hand was to reconstruct the unfocused target signature into a
focused image. Initially a technique of de-convolution of the signal with its PSF (point spread

function) using Wiener filter and PSO (Particle swarm optimization) have been employed to
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correct the blurred image obtained from four isolated point reflectors. Next for better image
restoration results another hybrid technique based on the combination of PSO and SVD (Singular

Value Decomposition) has been proposed.

The PSF is calculated during the course of simulation and used as the degradation function H.
The deconvolution of a signal from another is performed by dividing the two signals in Fourier |
domain. The practical significance of deconvolution is that it can be used as an artificial or
computational way to reverse the result of a convolution occurring in the physical domain, in

pragmatic sense it is a process that removes the "blurring" obtained after convoluting data.

In order to perform deconvolution two images are required. Usually, one of the two images is a
point spread function, or PSF, as shown in figure 6.16 (a), which represents the effect of
distortion on a single point, the other image is the one from which this distortion is to be
removed. The two images have to be of similar size and format to facilitate signal processing. If

the point spread function is accurately known the deconvolution process will remove the blur or

smear in the image.
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Figure 6. 16 (a) Point spread function (PSF) (b) Image enlarged around centre
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6.6.2.1 The Wiener filter

Because degradation is modeled as being the result of convolution, the restoration seeks to find
filters that apply the process in reverse. Thus, the term image deconvolution is used frequently to

signify linear image restoration and the filters are called deconvolution filters.

x’

) Degradation ) Restoration fe
——»  function . — »
H Filter

Noise
Degradation (%, y) Restoration

Figure 6. 17 The degradation process

The figure 6.17 depicts a basic degradation process, as evident the degradation function together

with an additive noise term, operates on an input image, f(x,y), to produce a degraded image

g(x.y).

Given g(x,y), some knowledge about the degradation function H and some knowledge about the
additive noise term 1(x,y), the objective of restoration is to obtain an estimate of the original
image [81]. If H is a linear and position-invariant process, the degraded image in the spatial
domain is given by: -

g(x, ¥) = h(x, y)* f (x, ) +71(x, y) (6.11)

Where h(x,y) is the spatial representation of the degradation function and symbol “*” indicates
convolution, which in frequency domain is equivalent to multiplication, hence equation (6.11) in

frequency domain representation can be written as:-
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G(u,V) = H(u, v)F(u,V) + N(u,V) (6. 12)

The simplest approach to restoration is direct inverse filtering and is calculated as shown:-

A G(u,
F(u,v) =—H(T’;”7)) 6.13)

Thus in elementary terms we divide the output with H, however, the situation is precarious as the
output is now convolved and contains noise, blurring or both. Inverse filtering will result in the

amplification of unwanted signals and suppression of required response.

Among the various methods available the Wiener filter is selected to remove the blurring of |
target on account of its unique characteristics. The Wiener filter is an adaptive filter. It tailors
itself to be the best possible solution for a given dataset [82]. The Wiener Filtering executes an
optimal trade-off between inverse filtering and noise smoothing. It removes the additive noise

and inverts the blurring simultaneously. The method is founded on considering images and noise

\ ‘
as random processes and the objective is to find an estimate f of the uncorrupted image f such

that the mean square error between them is minimized. This error measure is given by:

e’ = E((f“})l) 6.14).

Where E(.) is the expected value of the argument. Assuming that noise and the image are
uncorrelated, the minimum of error function in equation (6.11), after simplification, in frequency

domain is given by: -
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") (6.15)
|Hu,v)ff + Sofw,v) '
Sr(u, v)

1[:" (u,v)=G(u,v)

This result is known as the Wiener filter, also termed as minimum mean square filter or least
square filter. As evident from equation (6.15) the Wiener Filter does not have the same problem

as the inverse filter with zeros in the degradation function [81].

Whereas, in equation (6.15), H*(u,v) is the complex conjugate of H(u,v), Sy(u,v) is the power

spectrum of noise and Squ,v) is the power spectrum of un-degraded image and the term

|H (u,v)|2 is equivalent to H*(u,v) H(u,v).

During the simulation white noise is assumed, whose power spectrum is constant, which
simplifies things considerably. The Wiener filter in Matlab® is based on the following equation

with value of K selected as 10'6.

A H*(u,v)
F(u,v)=Gu,v)| —————
(#,v)=G(u V)LH(u, oF + K} (6.16)

The restored image in the spatial domain is given by the inverse Fourier transform of the
frequency domain estimate. The reconstructed and deconvolved images are shown in figure 6.19

(a) and (b), respectively.
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Figure 6. 19 (a) Reconstructed image (b) De-convolved Image
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It can be deduced from the analysis of de-convolved images, obtained for various integration
times and compared in figure 6.18 that the de-convolution processes involving a Fourier

transform, furnishes improved resolution even at reduced integration time.

The images exhibit a range resolution comparable to the wavelength of GPS L1 frequency (0.2
meters). The azimuth resolution can be improved by acquiring data from two separate GPS
satellites having different orbiting geometries and overlapping the results. It has been suggested
in [56] that the method of non-coherently combining the output from all available satellites can
be implemented to improve the results. However, it is just a suggestion and can be undertaken as

part of a future research.
6.6.2.2 De-convolution using PSO (Particle swarm optimization)

Deconvolution of images using PSO has recently attracted attention. In current research
endeavor PSO has been applied with multiple degraded observations of true image obtained at“
different time instances. These multiple observations of correlated images provide diversity and
facilitate achieving improved results embedded in the degraded observations using PSO based.

deconvolution method.

Detail about PSO is given in [83]. In PSO method first of all a group of random 'particles' or
solutions are initialized which are then updated in each iteration in order to find out the optimum,
amongst them. After every iteration, two optimum or best values are obtained from the generated
particles. The first best value is called local best where its neighborhood is small. The second
best value tracked by PS optimizer is the value best among all of the particles in the whole
population and is known as global best where the neighborhood of the particle is the entire

swarm. Its fitness value is also stored.

112



In our case steps involved during its implementation are depicted in Figure 6.20. As shown in
figure 6.20 in first step all the necessary components/particles including the local and global
variables of PSO method are initialized. The most important part of the technique that is cost

function is calculated in the next phase. For getting optimal solution the cost function is

P 2

minimized to permissible extent.
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Figure 6. 20 PSO and SVD System Model Flowchart

After defining the cost function, in next phase population initialization is done. Each particle
tries to reach the solution by minimizing the cost function. Since the image is in a matrix form or
in # X » format, in order to apply PSO; it is converted to a vector form of 1 x n to create the same
length of particles vectors. Other parameters such as initial velocity vector, population size,

learning factors values and the value of the maximum amount of the iterations are also

initialized.

113



After focusing the targets using PSO method in the deconvolved image, for further noise

reduction the technique of Singular Value Decomposition (SVD) was utilized. The simulation

result is given in Figure 6.21.
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Figure 6. 21 (a) De-convolved Image after PSO (b) Restored image after SVD

performance of both restoration techniques have been further compared by evaluating

figures of merit such as Mean Square Error, Peak SNR, Improved SNR as given in table 6.3. A -

higher ISNR and lower MSE would normally indicate that the image reconstruction has

improved.
Table 6. 3 Performance evaluation of Restoration techniques
Method MSE ISNR(dB) PSNR(dB)
Wiener Filter 6.9145¢-005 0.2090 95.7930
PS.O 3.9291e-006 48716 124.4710
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6.7 Analysis of GPS Data

The analysis of initial GPS data started with the generation of two types of plots as shown in the
figure 6.22. The first sub-plot in the figure 6.22 (a) depicts the time domain plot for 1000
samples. As expected no discernable structure is visible despite the 4.78 MHz IF for the
collected data, which is in line with the text explained earlier that GPS data set is a traditional
CDMA signal, submersed in white noise and only with the help of correlation theory the data can

be demodulated.

However, the frequency spectrum plot is unexpected and does not seem to exhibit an ideal
response. Comparison was performed with the simulated data generated with the help of C++
software. The second sub-plot, as shown in figure 6.22 (b), revealed an obvious bulge centered
around the IF. This is the 2.046 MHz bandwidth of the C/A code. We know that due to the
CDMA nature of the GPS system, all the satellite signal power is overlaid at the resultant [F.

Thus the spectrum shows the summation of signal power for all visible satellites.
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Figure 6, 22 Comparison of time and frequency domain plots (a) Actual GPS data (b)
Simulated GPS data

It was observed that despite the distorted frequency response it is still possible to acquire the
direct and reflected GPS signals and generate an image. This might be possible due to the robust
and deterministic nature of the GPS signals. The GPS system is based on CDMA techniques and

for signal detection a correlation peak of the direct and reflected signal is sufficient.

6.7.1 Acquisition and Tracking algorithms

In order to verify that the acquisition program works properly, the simulated data was first used
as the input signal. Figure 6.23 (a), shown below, illustrates the result of the acquisition process
for a simulated GPS signal (PRN 31) and an acquisition time of only one ms. The correlation
peak can be observed where the estimated coarse carrier frequency and beginning of the C/A

code is present for the particular PRN, as calculated by the acquisition program.
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Figure 6. 23 (a) Acquisition plot for PRN 31 for one ms (b) éorrelation versus delay plot
for PRN 31 (one ms of simulated GPS data)

The actual GPS data was captured with a commercial active antenna having a specified gain of
35dB. An acquisition diagram for the data collected with the help of dual frequency GPS front
end is shown in figure 6.24. The part (a) of the diagram shows the plot for 2 ms of coherent
acquisition time. The results can be further improved by increasing the coherent acquisition time.
Figure 6.24 (b) shows and compares the acquisition diagram for 20 ms of data, as evident from

the figure the uncorrelated noise has been cancelled out and an ideal peak is observable.
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Figure 6. 24 Acquisition plots for PRN 2 with time (a) 2 ms (b) 20 ms

The position calculations were made from 37 seconds of data. This length made it possible to
decode a complete frame of navigation data including all ephemerides for the visible satellites.
During acquisition of data for position calculation purposes four satellites were visible. Position
calculations were performed with the help of software GNSS receiver code with some
modifications [11]. The acquisition diagram for the captured GP.S data is shown in figure 6.25,

depicting the satellites having strength greater than the acquisition threshold set at 2.5.
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Figure 6. 25 Acquisition diagram for actual GPS data

Main purpose of the tracking process is to refine the coarse values of carrier IF frequency
calculated by the acquisition algorithms and keep track and lock of the code phase as the signal
properties change over time, thus the tracking algorithm runs continuously to follow the changes

in frequency as a function of time.

The sky plot in figure 6.26, shows that satellites with PRN (1,7,15,25,31) were visible during the
real data collection. Good observations are achieved when measurements involve at least five

satellites which are evenly spaced [84].
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Figure 6. 26 Satellite polar plot, showing the visible satellites

6.8 Results for Actual GPS Data

A comparison has been made in figure 6.27 between the irﬁages obtained by processing 2400
seconds of actual and simulated data. The target can be seen in the middle of the diagram, as the
antenna's main lobe was aimed roughly towards the target center. Unfortunately, an increase in
the integration time also resulted in more signal being received by the highly directional antenna
and some of the signal was not received from the target, but bounced off from nearby objects and
building front. In radar terms, it is called ground clutter and the presence of excessive lines and
noise can be partially attributed due to this phenomena.

Moreover, the resolution of the target is not impressive on account of the limited signal duration.
It is expected that the availability of longer duration GPS signals (about two hours) will improve
the target resolution by providing enhanced change in geometry for the orbiting GPS satellite and

creating a larger synthetic aperture.
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Figure 6. 27 Comparison of image obtained by reconstructing 2400 sec of (a) Actual signal
(b) Simulated signal

As evident from the results, although it is roughly possible to distinguish the target, there is
excessive backscatter or clutter and noise exhibited in the images. Following reasons may
contribute towards this factor.

1) The situation was exacerbated due to the fact that the high gain LHCP antenna was placed in
front of a large brick building. The antenna was designed 10 acquire the weak reflected GPS
signal, but returns from objects around the target were also received and displayed in the image.
2) As mentioned earlier that due to hardware limitations, the data files were acquired after an
interval of every 30 seconds each, such low frequency for acquiring temporal samples induced
an aliasing effect. In future it is recommended to modify the imaging hardware to acquire a small

burst of GPS data after every three seconds.
3} The coordinates of the target and the antenna were calculated by a commercial GPS receiver
and later converted from geographical (g, A, h} to Cartesian ECEF (X, Y, Z) coordinate with the

help of code developed in Matlab®, These errors due to spatial referencing may have induced
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further target and receiver position noise. In future it is recommended to perform receiver

position calculation with the help of a high accuracy GPS receiver.

The images exhibited in this section may seem very primitive, but it has to be kept in mind that
no dedicated radar transmitter was available during the experiments. The target has been detected
in a hostile environment with the help of extremely weak reflected GPS signals that are

omnipresent, but exhibit an appalling SNR.

It is further apprized that the change in geometry to process the data with the help of SAR
technique was provided by the orbiting GPS satellite. This particular method has so far not been

utilized in a practical environment for imaging purposes.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

The ultimate objective of the PhD dissertation was to confirm the idea of utilizing the reflected
GPS signals for target detection based on SAR principle. Feasibility of the concept has been
confirmed by the Matlab® simulations and the obtained results have been encouraging. In order
to demonstrate a practical system and carry out testing in real time environment, attempts were
made and working “proof of concept” prototype of the .system has been assembled and
demonstrated.

As mentioned in the second chapter, there can be three different types of imaging scenarios
based on the position of GPS receiver and the source that generates the requisite change in
geometry. The imaging hardware can be kept airborne, placed on a ground vehicle or simply
remain stationary. During the course of current research endeavour all three imaging
arrangements have been studied and simulated in a detailed manner. After thorough deliberation
and based on the results and practical constraints, it was finally decided to perform the
experiment for data acquisition with the hardware positioned at a fixed geographical location.
The suitability of L1 and L5 GPS signals for BSAR applications have been investigated in detail.
The performance evaluation parameters considered during the analysis are: autocorrelation,
power budget analysis, and power Level. From the obtained simulation results it can be deduced

that L5 has superior detection characteristics as compared to L1 due to greater bandwidth, high
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correlation peaks and better SNR. Hence better results can be achieved with L5 GPS signal as

compared to L1 signal.

7.2 Future Work

The basic objectives set forth in the initial research proposal are almost achieved. However, in |
order to exploit the imaging system for potential applications and explore some additional
feature, there is still lot of effort to be performed. The work required to further improve the
imaging hardware and enhance quality of the image has been summarized below.

1. For a high resolution image more data is to be acquired at a suitable location that ensures
visibility of the reference GPS satellite for at least two to three hours.

2. Some method/decluttering algorithm needs to be devised in the image processing%
algorithm that ensures removal of ground and other clutter. The excessive lines in the
reconstructed image may be partly generated due to ground clutter.

3. Efforts are to be made to increase the total number of segments, thus increasing the
frequency at which samples are acquired for processing in the reconstruction engine.

4. As mentioned in section (6.7) of this report the output of dual front GPS receiver and datai1
acquisition device exhibits a poor frequency response. Despite this handicap the results
are encouraging, most probably due to the robust and deterministic nature of the GPS
signal. The issue needs to be further investigated in order to rectify the imaging hardware.
It is expected that in the next generation and modified imaging hardware the results
would be further improved. The reconstruction engine only requires a correlation peak

from the target and if the reflected signal is present this peak can be detected.
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5. More efficient correlation algorithms as mentioned in [80] based on the range migration
algorithm to process SAR data in Fourier domain can be consulted in this regard. This
should improve the computational efficiency of the simulation.

6. During the course of current research endeavours, the entire GPS signal generation and
image reconstruction process has been simulated. The smeared image obtained due to
poor quality PSF was improved by means of a Wiener filter and PSO based
deconvolution method. It will be interesting to explore other deconvolution techniques
like blind de-convolution and nature inspired Algorithms like Differential Evolution, Fire

Fly etc.
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