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Abstract

Cognitive Radio (CR) provides a promising solution to the spectrum
scarcity problem in dense wireless networks, where the sensing abil-
ity of cognitive users helps acquire knowledge of the environment.
However, cognitive users are vulnerable to different types of attacks,
due to its shared medium. In particular, jamming is considered as
one of the most challenging security threats in CR networks. In jam-
ming, an attacker jams the communication by transmitting a high-
power noise signal in the vicinity of the targeted node. The jammer
could be an intelligent entity capable of exploiting the dynamics
of the environment. This work presents a machine-learning-based
anti-jamming technique for CR networks to avoid a hostile jammer,
where both the jamming and anti-jamming processes are formulated
based on the Markov game framework. In the proposed framework,
secondary users avoid the jammer by maximizing its payoff function
using an online, model-free reinforcement learning technique called
Q-learning. A realistic mathematical model is proposed, where the

channel conditions are time-varying and differ from one sub-channel



to another, as in practical scenarios.

Anti-jamming in cognitive radio networks is mainly accom-
plished using machine learning techniques in frequency, code, power
and rate domains. With the improvement in communication tech-
nologies, the capabilities of adversaries are increased as well. The in-
telligent jammer knows the rate at which users are transmitting data
and is based on the attractiveness factor of each user. The higher
the data rate of a secondary user, the higher its attractiveness to the
rate-aware jammer. In the second part of this work, a dummy user
is introduced in the network as a honeypot for jammer to attract
the attention of the jammer. Moreover, a novel game-theoretic anti-
jamming deception method based on rate adjustments is presented
to increase the bandwidth efficiency of the whole cognitive radio-
based communication system. A defensive anti-jamming deception
mechanism is devised to decoy the attacker to protect the rest of
the network from the impact of the attacker. The simulation results
show a significant improvement in performance using the proposed

solution.
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CHAPTER 1

Introduction

1.1 Significance of Wireless Communication

Wireless communication has grown very fast in the last decade. Con-
sequently, wireless communication systems have become inevitably
related to several applications and a range of devices e.g., smart
phones, laptops, and IPADs. In addition, new wireless applica-
tions like wireless sensor networks (WSN), vehicular ad-hoc networks
(VANETS), smart home appliances, smart grids, remote telemedicine,
and numerous others are materializing from research thoughts to tan-
gible systems. Moreover, wireless communications is advantageous
due to accessibility, easy installation, wider reach, flexibility, effi-
ciency and cost effectiveness. Wireless communication is the most
absolute and vital requirement of this present era, and it is the stair-
case for further advancements in the field of digital communication.
However, with the implausible growth in the systems and applica-

tions, the availability of the wireless spectrum, the natural source

1



CHAPTER 1: INTRODUCTION

which provides all this communication, is limited. Wireless com-

munications have enabled billions of individuals to connect to the

Internet and benefit from today’s digital economy.

1.2 Overview of Cognitive Radio Networks

This enormous growth in applications is inevitable now, and limita-
tion is evident from the frequency allocation charts for United States
and frequency allocation charts for Pakistan. Nevertheless, statistics
taken out by the Federal Communication Commission with the help
of experiments in various countries show that most radio frequency
bands are not used the majority of the time or are underutilized. So
there is a need to address the problem which could solve the under-
utilized or inefficient use of spectrum, i.e., how and when to use it
3], [4].

As this inadequate natural resource will ultimately get halted
for the users coming in the near future, a solution was required for
the spectrum scarcity. The solution was proposed by Joseph Mitola
from KTH in his Doctoral Dissertation in 1999 [5], [6]. This disser-
tation presents a conceptual overview of cognitive radio as an excit-
ing multidisciplinary subject. Federal Communications Commission
(FCC) defines cognitive radio as “A system or radio that sniffs its

functioning Electromagnetic atmosphere and capable of vigorously
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Figure 1.1: Opportunistic Access of Spectrum in CRN. The empty white (unshaded region)

shows the white space available for CR users while PU is active in the shaded
region [6].

and separately regulate its radio working parameters to adapt intru-
sion, smooth the progress of interoperability, and access secondary
users.” Cognitive radio is aware of its surrounding RF environment
learns, reason, decide and adapt to the external conditions [7]. The
aim is to utilize the spectrum efficiently and carry out reliable and

uninterrupted wireless communication.

CR is practically implemented on the hardware referred to as
Software Defined Radio (SDR). Analysis of the Radio Scene, Recog-
nition and Identification of channel and Power Control of Trans-
mission are three important roles of the cognitive cycle [8]. The
learning and reasoning abilities of cognitive radios are embedded in
the cognitive engine, the core of a CR, as depicted in Figure 1.2.
The task of the cognitive engine is to coordinate the actions of CR

3
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using machine learning algorithms [9]. A CR node can switch its op-
erational frequency to the dynamic RF environment. CR nodes can
access spectrum white spaces that are not being utilized by primary
users, as depicted in Figure 1.1. Two types of users in Cognitive
Radio Networks are Primary User (PU) and Secondary User (SU).
When the primary user is not available, the cognitive user can use
its resources, i.e., the un-utilized spectrum. Competition takes place
among secondary users to access the available spectrum for primary
users. The absence of a primary user in certain time and space results
in the unoccupied frequency termed as White space [10]. Wireless
microphones and TV towers contribute to the most significant pro-
portion of white space [11]. Federal Communication Commission
(FCC) in the USA has adapted the rule for unlicensed use of Tele-
vision White spaces due to its underutilized spectrum [3]. Spectrum
sensing plays an essential role for dynamic spectrum access in CRs
[12]. The task of spectrum sensing comprises two significant factors.
One is to protect the rights of the licensed user, for this objective
CR continuously observes the frequency environment and identifies
the spectrum holes, that is, it enables the SUs to exploit the unused

PU spectrum.

It is very important to understand the activity of primary
user so that SU can make a decision accordingly. The performance

of cognitive radio networks is highly dependent upon the activity of
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Knowledge base

Learning Module | Reasoning Module

Figure 1.2: Cognitive Engine, the heart of cognitive radios, comprises three interactive modules
knowledge base, learning module and reasoning module.

primary radio users [13]. In literature, PR user activity is modeled
based on Markov process, queuing theory, time series, and ON/OFF
periods. Other models are the Bayesian model, Event-based random
walk model, PR user presence probability from historical statistics,
Partial periodic pattern mining (PPPM), First-difference filter clus-
tering. There are three paradigms of cognitive radio networks, e.g.,
Underlay, Overlay and Interweave paradigms.

1.3 Security Issues in Cognitive Radio Networks

Cognitive radio networks are incredibly vulnerable to malicious at-
tacks, partly because secondary users do not own the spectrum, and
hence their opportunistic access cannot be protected from adver-
saries. Moreover, highly dynamic spectrum availability and often
distributed network structures make it challenging to implement ad-
equate security countermeasures [14]. In addition, as cognitive radio

networks benefit from technology evolution to be capable of utilizing
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spectrum adaptively and intelligently, the same technologies can also
be exploited by malicious attackers to launch more complicated and
unpredictable attacks with more significant damage [15, 16]. There-
fore, ensuring security is paramount to the successful deployment of
cognitive radio networks. More explicitly, jamming attacks, Denial
of Service (DoS) attacks [17, 18], Primary User Emulation Attack
(PUEA) [19-21], Spectrum Sensing Data Falsification Attack (SS-
DFA) [22], exploitation of common control channel security [23] and
collaborative jamming [24] are well-known attacks in cognitive radio
networks. However, the major concern of this research work is to

combat jamming attacks in cognitive radio networks.

1.4 Introduction to Game Theory

Game theory is widely used in the literature to model the competi-
tive environment between jammer and secondary user. A game is a
mathematical model for interactive situation where players have to
make decisions based on the payoffs. It provides the formal frame-
work that helps generate useful information for analysis purposes. It
is the situation in which players make strategic decisions that take

into account each other actions and responses [25).
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Strotogies

Figure 1.3: Key elements of a non-cooperative frequency hopping game, aiming is to reach
Nash equilibrium.

1.4.1 Key Elements

The key elements of the game are players, strategies, payoffs, infor-
mation and rationality as depicted in Figure 1.3. These terms are
defined below.

Players: Those who are interacting. In this case, two players are
SU and jammer.

Strategies: Rules or plan of action of each player for playing game
hop, stay.

Payoffs: What are the players gaining after adapting certain strate-
gies? And the optimal strategy is the one that maximizes the player’s
payoff.

Information: What do the players know? Completer information
is in which each player know every aspect of the game while in per-
fect information, the player only knows the previous actions taken
by all other players.

Rationality: Players are assumed rational to take the best alterna-

tive in the set of possible options. It helps narrow down the possible
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Figure 1.4: The game-theoretical anti-jamming tree describes the zero-sum non cooperative
stochastic game between SU and jammer.

decisions.

Nash Equilibrium: It is an action vector from which no player
can profitably unilaterally deviate. N players interact to take a set
of actions A; for each player. Each action has a certain outcome
described as utility function U;. An action A; is Nash Equilibrium
if for every i player out of N players satisfy the following inequality

Ui(ar, a — 1)) > Us(bi,a(— 1)) VA, (14.1)

Players exhibit rational behavior and adapt the strategy to
maximize their payoffs. Rational choice theory is an economic prin-
ciple which states that individuals always make prudent and logical
decisions. These decisions provide people with the greatest bene-
fit or satisfaction, given the choices available, and are also in their
highest self-interest. Game theory reduces the complexity of adap-



CHAPTER 1: INTRODUCTION

Markov Game:

Players: Multiple
k States: Multiple /

Figure 1.5: Relationship between MDP, Markov games and matrix games.

tation algorithms in large cognitive networks [9]. Figure 1.4 shown
a game-theoretical anti-jamming tree describing the zero-sum non

cooperative stochastic game between SU and jammer.

1.4.2 Relationship Between Stochastic Game and Markov Decision

Process

A Stochastic Game (SG) is the natural extension and generaliza-
tion of the Markov Decision Process (MDP) to multi-agent systems
[9, 26].) The relationship between Markov games, matrix games
and MDP is shown in Figure 1.5. SG provides a framework for
multi-agents in multi-agent reinforcement learning (MARL). In this
contribution, a stochastic anti-jamming game is developed between
two players of conflicting interests. [See Appendix A for the details
about game theory.)

!Stochastic games are also called Markov games, which essentially are n-agent MDP [27].

9
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1.5 Reinforcement Learning

The Q-learning is a value-based reinforcement learning algorithm,
which uses a Q table to maximize the utility [28]. It is a mechanism
learn the sub-channel selection strategy effectively. The Q function
Q(s*, a*) at stage k, is the expected discounted payoff when the SU
takes the action a* at the state s*. More specifically, the Q value
is the estimation of the expected sum of the discounted payoff [29).
Hence, an SU can consider the Q value in a bimatrix game at stage
k as the expected sum of the discounted payoffs given in Equation
(4.1.3). Given the Q function Q(s*,a*), the SU can find the value
of the game from:

V(s*) = nzat.xQ(s", a*). (1.5.1)
After an action a* is taken, the SU would receive an immediate payoff
R(s*, a*), which is then used to update the Q table. Specifically, the

Q function can be approximated as:

Q(s*,a*) = R(s*,a*) + 3" Pr(sk, a5k, ek v (a4 ), (1.5.2)

sHies
where Pr(s¥*1,a**1|s* aF) is the transition probability from state
s* to s¥*1, Q-learning is a model free learning algorithm adapted to
learn the optimal policy without explicitly knowing the model. The
intuition behind Q-learning is to approximate the unknown transi-

tion probability in Equation (1.5.2) by the empirical distribution of

10
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states that have been visited as the game proceed [30].

1.5.1 Multi-Agent Reinforcement Learning (MARL)

The study of how numerous agents interact in a common envi-
ronment is known as multi-agent reinforcement learning (MARL).
MARL is a sub-field of reinforcement lea ring and is becoming popu-
lar. When these agents engage with the environment and each other,
they can collaborate, coordinate, compete, or learn to complete a job

collectively.

1.5.2 Types of Learners in MARL System

A multi-agent reinforcement learning (MARL) algorithm is the in-
dependent learning (IL) algorithm where the learner can take action
individually and do not consider the actions taken by other agents.
There are two types of learners in the MARL setting, namely the
independent learner (IL) and the joint action learner (JAL) [31]. IL
uses Q-learning in a classical setting, ignoring the other agents. More
specifically, it assumes that the other agents are part of the environ-
ment. A MARL algorithm is an IL algorithm if the learner would
take action individually and would not consider the actions taken by
other agents. The IL algorithm is an appropriate learning method
if the agent is unaware of the other agents in the system and their

actions [32]. If the above condition does not hold, an agent can still

11
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ignore the presence of other agents to justify the application of the
IL algorithm. Learning is relatively simple for IL, as it only learns
its actions [31].

The total number of entries that an IL agent needs to learn is
given by mx | A? | for an n-agent system, which has m states of the
game, where | A' | is the size of the action space of player 1. Since
the IL ignores the actions of other agents, the complexity of the IL
agent is linear as given by mx | A|.

A JAL is an agent that learns the environment in the presence
of other agents and then updates its Q values based on the joint
actions of all the agents in the system. This infers that the agent
knows the rewards of all other agents, and its experience is of the
form < a,r > where a = a; X a3 X ... X ay, is the joint action of all
the agents and r is the reward of the joint action a. The complexity
of the JAL is exponential, as it has to learn all possible actions of
all the agents in the system. A toy example of a bi-matrix zero-sum
game is represented in Table 1.1. If player A is a JAL it has to learn
all joint actions, i.e., (aq, bp), (a0, b1), (a1, bo), (a1, b1), while if player
A is an IL, then it needs to learn its own actions only, i.e., ap and
a;.

Table 1.1: Toy example of a game for the comparison of IL and JAL

Player B
bo by

Player A ag 5 0
a) 0 5

12
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In [26], Littman considers a JAL in the minmax settings. The
states S, action set A, and the opponent action set O are the vari-
ables from the environment. In [27], Hu and Wellman give a more
general form of a JAL for the general sum game (GSG) in which
each JAL player assumes those other players are rational and that
other agents will take actions according to their own believes about
other agents. More explicitly, each agent maintains a belief about all
other players in the network and this belief is maintained in the form
of a separate QQ table, which results in increased complexity for the
learning system. The total number of entries that a JAL agent needs
to learn is given by mx | A! | x | A? | for a two-agent system having
m states of the game, where | A! | is the size of the action space
of player 1. Assuming equal action space for each of the n-agents,
the exponential complexity of the JAL agent is mx | A |*. In fact,
even though JALs have much more information at their disposal,
they do not perform much different from ILs in the straightforward
application of Q-learning to multi-agent systems [31]. Both the SU
and jammer players are taken as ILs, where each IL would apply
the Q-learning algorithm in the classical setting while ignoring the
action of the other agent. More specifically, each agent assumes that
the other agents are part of the environment. IL algorithm is an
appropriate method of learning if the agent is unaware of the other

agent in the system, hence do not know the actions of other agents.

13



CHAPTER 1: INTRODUCTION

Learning is relatively simple for IL, as it only has to learn its actions
[31). A multi-agent reinforcement learning algorithm (MARL) is the
IL algorithm where the learner can take action individually and do
not consider the actions taken by other agents [32].

Theorem 1[33]: An IL agent in a MARL setting, following
the Q-learning update rule, will converge to the optimal Q-function
with unit probability.

1.6 Motivation

CRN is a promising technology to cope with the scarcity issue of
the electromagnetic spectrum, which is a natural resource. Tradi-
tional wireless radio communication works on fixed frequency slots,
resulting in overcrowding in certain portions of the electromagnetic
spectrum while other portions are underutilized. CR is aware of its
surrounding Radio Frequency (RF) environment. It learns, reasons,
decides, and adapts to external conditions to efficiently utilizing the
radio spectrum and carry out reliable and uninterrupted wireless
communication [7, 8]. Furthermore, CR could provide opportunis-
tic access to spectrum holes to solve the intermittent use of radio
spectrum using machine learning algorithms [9, 34-37]. Therefore,
ensuring security is of paramount importance to the successful de-

ployment of cognitive radio networks.
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In traditional wireless communication systems, Frequency Hop-
ing Spread Spectrum (FHSS) and Direct Sequence Spread Spectrum
(DSSS) are widely used to thwart jammers [18, 38]. Due to dynamic
spectrum mobility [39], it is impossible to directly apply these tech-
niques in cognitive radio technology to combat the hostile jammers.
Since jamming attacks drastically degrade the performance of cog-
nitive radio, some effective mechanism is required to mitigate the

effects of jammer by avoiding and deceiving the jammer.

1.6.1 Jamming Attack

Jamming is a major threat to CRN [4043]. Jammers disrupt wire-
less communication by generating high-power noise across the entire
bandwidth near the transmitting receiving nodes. As a result, the
communication channels either cannot be accessed or the signal-to-
noise ratio (SNR) in these channels heavily deteriorates. The jammer
model in a CRN is shown in Figure 1.6, where the jammer disrupts
the wireless communication by generating high-power noise, causing
narrow-band interference on a single sub-channel at a time near the
transmitting and receiving nodes [44]. Intensive jamming could re-
sult in either total disruption of the wireless communication or a very
low SNR that does not allow secondary users (SUs) to communicate
successfully. Since jamming attacks drastically degrade the perfor-

mance of cognitive radio, some effective mechanisms are required to
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detect their presence and avoid them. More specifically, this research
focuses on anti-jamming techniques using frequency hopping (FH).
The interested readers may refer to [45, 46] for details concerning

jamming detection.

0
/\/54\\(.“;
o i((g))

Base Station

Figure 1.6: The model of the jammer in a cognitive radio network

1.6.2 Intelligent Jamming Attacks

Existing naive jammers mostly rely on high power and frequent
transmission of jamming signals which is not practical for power
constraint jammers. Moreover, this kind of high power and frequent
jammers also ease jamming detection. The adaptability of CR could

provide intelligence to spectrum sensing and spectrum decision [36].
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On the other hand, the adversary can also maneuver the same fea~
tures intelligently to create more harm to the underlying CR Network
(CRN) [29, 47, 48]. A more powerful intelligent jammer is consid-
ered which targets the users based on the attraction factor of each
user. The attraction factor is proportional to the rate at which the
communication is carried out. Hence targeting the highest impact
communications in the cognitive radio network [49]. Here are the

other reasons to consider rate-aware jammers.

o It is easier for the rate-aware intelligent jammer to target a few
symbols of higher data rates resulting in very efficient selective
jamming.

o A targeted, efficient attack will force the secondary user to

communicate at a lower rate by jamming all communication

at higher rates as shown in [49).
o The low data rates will result in network saturation, which

causes higher collision probability [49).

1.6.3 Frequency Hopping

The most widely considered method for reducing the effects of jam-
ming attacks is frequency hopping. Frequency hopping is a technique
for quickly switching between many frequency channels when sending

radio communications. The ease of implementation and robustness
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against interference and jamming attacks have made proactive fre-
quency hopping more popular. Frequency hopping is particularly
effective when the number of orthogonal channels supported is sub-

stantially larger [50].

1.6.4 Rate Adaptation

Rate adaptation schemes in the litterateur usually adjust the physi-
cal layer transmission rate according to the channel conditions, ide-
ally choosing high data rate by adapting more robust modulation and
coding schemes (MCS) for good SNR channels and low transmission
rates for poor channel conditions [51, 52]. Transmitting at the mod-
ulation scheme with a higher data rate will increase the probability
of getting jammed due to rate-aware jammers in the network. On
the other hand, transmitting at low rates increases the robustness
and reliability against jamming but will reduce the throughput of
the system [53]. Therefore, an adequate data transmission rate is re-

quired for effective transmission while avoiding the jammer [49, 54].
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Figure 1.7: Anti-jamming games are widely classified into traditional and deception-based
games.

1.7 Problem Statement

Problem statement of this research is divided into two parts. The
first part is to devise a game-theoretic an anti-jamming scheme
against intelligent jammer. The second part is extended further
against a more hostile rate-aware intelligent jammer. The details

are given below.

1.7.1 Problem-I: Adversarial Anti-Jamming Game

The above discussion shows that the research community has con-
tributed much research towards anti-jamming for CRN in the fre-
quency domain. However, most literature has assumed a fixed strat-
egy for the jammer, which is not changing with time. With the
development and technological advancement in the cognitive radio

networks, it is highly conceivable that a jammer will also manoeuvre
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its attacking strategies intelligently. Hence, there is a need for an
intelligent anti-jamming strategy for CRN. An intelligent jammer is
cognitive in nature, having the ability to learn, reason, and adjust

its strategies against SU for maximum damage to the CRN.

1.7.2 Problem-II: Deception-based Anti-Jamming Game

Deception empowers network administrators by thoroughly defend-
ing against attacks from both external parties and hostile insid-
ers, properly warning when something is wrong, and offering pre-
cise threat intelligence for quick remediation. When an intrusion is
detected, they can observe how the intruder moves around the in-
frastructure and what resources they appear to be targeting. They
can then investigate specific network parameter which was targeted
to deceive the attacker. Therefore, there is a need for a deception
strategy against an intelligent jammer to waste its resources hence

protecting the overall network.

1.8 Objectives of Research

The jammer is cognitive, it also looks for white space. There is
a competition for spectrum occupancy between the secondary user
and cognitive jammer. The two objectives of the research are listed

below.
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1. The objective is to devise an optimal hopping scheme to pick
the optimal channel before the jammer catches up to it.

2. The second objective of the research is to develop a deceiving
mechanism for jammers, so that the jammer wastes its energies
while cognitive users enjoy its transmission thereby decreasing

the probability of being jammed.

The two objectives of the research are shown in Figure 1.7. The
following performance criterion will be used to evaluate the perfor-

mance of the proposed anti-jamming scheme.

o Jamming Probability under cognitive attacks.

o The average payoff of different strategies

Game theoretic analysis is used to devise an anti-jamming
mechanism to combat against a variety of jamming levels. Game
theory is widely used in wireless communications to solve commu-
nication problems like resource allocation [55-57], packet relaying
[36], and anti-jamming communication [29, 48, 58-60] , as shown in

Figure 1.8.

In traditional wireless communication systems, Frequency Hop-
ing Spread Spectrum (FHSS) and Direct Sequence Spread Spectrum
(DSSS) are widely used to thwart jammers. Due to dynamic spec-
trum mobility, it is impossible to directly apply these techniques
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in cognitive radio technology to combat hostile jammers. There-
fore, this research focuses on machine learning based algorithms to
provide safety of the network in the presence of hostile jammers.
Moreover, Deception in cyber security of wireless communication is
largely adapted for the following three reasons. (1) For the detection
of the attacker, (2) for information about the intelligence of the at-
tacker, (3) for confusing the adversarial user to waste its resources on
the sweetener. Since detection is not the focus of this article, and the
intelligence of the jammer is assumed to be a posteriori knowledge
of the user, therefore, the focus of this research work is to confuse
the attacker between a legitimate target and deceptive sweetener by
using a deception strategy in the CRN. The scope of the thesis is
limited to machine learning-based anti-jamming techniques to com-
bat and deceive the jammer, hence providing enhanced protection

against intelligent jammers in cognitive radio networks.

1.9 Organization

The rest of the thesis is organized as follows. Chapter 2 provides a
detailed and state-of-the-art literature survey on anti-jamming tech-
niques in CRN. Moreover, this chapter provides a review of the pre-
vious research on deception-based defense strategies. It also pro-
vides the comparison table as evidence of the novelty presented in

this research work. Chapter 3 explains the system and adversary
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Figure 1.8: Taxonomy of game-theoretic applications in wireless communications.

models in detail. The system and adversarial model are divided
into two parts in this chapter, part-1 and part-II. Chapter 4 pro-
vides an anti-jamming game formulation against a random and an
intelligent jammers, respectively. Moreover results and discussions
are provided based on the simulation results. Chapter 5 provides a
deception based anti-jamming mechanism to combat intelligent jam-
mers. Moreover results and discussions are provided based on the
simulation results. Finally, chapter 6 concludes the thesis with the
future works in the light of limitations.
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Literature Review

After presenting an introduction of the research work in previous
Chapter, this chapter presents a comprehensive literature review of
the state of the art literature. The chapter begins with the gen-
eral literature review of anti-jamming communications in cognitive
radio networks followed by game-theoretic literature review on anti-
jamming communications in CRN. Finally, deception based anti-
jamming techniques are discussed at the end to conclude the chap-
ter. Moreover, two tables present the comparison of the literature

discussed in this chapter.

2.1 Anti-Jamming in CRN

The CR is more vulnerable to security threats than other networks,
such as cellular networks, due to its large scale and diversified envi-
ronment. As a result, the CR’s security requirements will be more

restrictive than those of traditional wireless systems. Indeed, in the
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absence of robust security solutions, attacks and CR malfunctions
may outweigh any benefits. The security of a CR system is vulnera-
ble to a wide range of attacks due to its large attack surface, includ-
ing malignant radio jamming and denial of service (DoS). Different
types of jammers discussed in the literature [61], namely, random
jammer [62], constant jammer [18], reactive jammer [63, 64], sweep

jammer [65, 66] and intelligent jammer [29] [67].

2.2 Anti-Jamming Games in CRN

In wireless communications, game theory is often utilised to tackle
communication challenges such as resource allocation [55-57], packet
relaying [36], and anti-jamming communication [29, 48, 58—60)].
The dynamic interaction between legitimate users and the
jammer has been extensively modeled and analysed using game-
theoretic approaches. These anti-jamming games could be based
on power domain [64, 68-74], code domain [18, 75], frequency do-
main [29, 30, 65, 66, 76-82], and space domain [83-86], as shown in

Figure 2.1.
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Figure 2.1: Dimensions of the anti-jamming game in cognitive radio networks.
2.2.1 Different Techniques of Anti-Jamming Games

Power Control Games

Anti-jamming power control (PC) communication has been done ex-

tensively using game-theoretic analysis [64, 68-74].

For instance, in [68], a power control Stackelberg game was
presented as a leader follower game for jamming defence in cogni-
tive radio networks. The problem is divided into sequential sub-
problems, follower sub-game, and leader-sub game. Another Stack-
elberg game was used in [69] for relay selection for the security of
physical layers in cognitive radio networks. More specifically, the
One Leader One Follower Stackelberg Game (OLOF'S) was modelled

to achieve optimal pricing strategy and power allocation in the pres-

26



CHAPTER 2: LITERATURE REVIEW

Table 2.1: Summary of literature regarding types of anti-jamming games, jammer type, algo-
rithm used, their defence techniques and equilibrium solutions.

Ref. [ Game | Jammertype | Solution method mmc NE/SE | Comments
type

[ [Bimstrix | Intelligent jam- | Q learning FH NE | FH solution is derived based an Q
game mer learning.

Zerosum | Sweep jammer Value 1teration FH+RA NE | The constrained optmisation prob-
Markov lem 15 solved umng value iteration
game

T65] [ Stackelberg | Intelligent jam- | Q lenrning FH, PC SE The brnef overview presented.
game mer
Colonol Intelligent jam- | MLE based Q lesrning FH, PC NE | Adverssrial Colonal Blotto game
Bloito mer analyzed
game

[64] | Stackelberg | Smart jammer Convex optinnzstion PC SE Stackelberg game basics
game

[ T87] [ Colomol Intelligent jam- | Evolutionary game PC NE | Mixed strategy Nash equilibrium for
Blotto mer Colonol Blotto game 1 derived
game

[88] | Networked | Malicious jammer | Co-evoluation algo PC NE Mixed sirategy NE 18 achioved.
Colonol
Blotto
Same |

|ﬁ| Stackelberg { Inteligent jam- | Scalable decompomtion algo PC SE, NE | Exstence of NE w proved
game mer

|lll| Stackelberg | Reactive jammer | Throughput analysis FH SE Channel hopping time 18 analyzed 1n
game an adversanal environment.

[80] [ Bimatrix Pseudo random | Quadratic programming FH NE The constrained bumatrix FH game
zero  sum | jammer is solved using the quadratic pro-
game 3

To0] [ Stackelberg | Intelligent jam- | Equilibrum analyms PC NE, Equilibrium gnalysns of incomplete
game, mer information games
Baysian
Lgllu

["[01] [ Stackelberg | Friendly jammer | Convex optimiaation FH | SE |Antifical nowe beed jamming
| game scheme 18 proposed.

193 | Stackelberg | Reactive jammer | Equilibrium analyss PC | NESE | PC game analyxs
game

|| PT based | Smart jammer Prospect theory PC NE Prospect theory-based game is pre-
game sented and NE is analysed

4] [Non sero | smart jammer Water fling principle PC NE | Unquencas and existence of NE »
| sum game proved.

195 [ Stackelberg | Intellgent jam- | Multi-armed bandit (MAB) | PC,FH SE | Multi-domain antr-jammng acheme
| game mer 1 presented

167 | Bimatxix | Inteligent jam- | Q lesrning FH NE | MDP besed q learning 1w presented
game mer

T29] | Stochastic | Intelligent jam- | Minmax Q FH NE | Zero sum game is solved uang mn-
game mer max q learning.

ence of two eavesdroppers. Furthermore, the Primary User (PU) and
the selected relay simultaneously achieve a Nash Equilibrium (NE).

In [70], the authors presented an adaptive approach to defend
the jamming attacks in CRN by controlling transmission powers of
the nodes, where the network topology is adaptively updated to nul-
lify the effects of the jammer. The trade-off between jamming immu-

nity and network coverage is seen as an optimization problem, which
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can be solved by scalable decomposition strategies. The authors also
present a continuous version of the game by considering continuous
action space for both players. The authors in [71] study PC games for
multi-user communication to combat jamming. Stackelberg’s relay
selection is used in [96] for physical layer security in cognitive radio
networks. The Stackelberg Single-player Follower Game (OLOFS)
is designed to achieve optimal pricing strategy and energy allocation
in the presence of two eavesdroppers. The primary source and the
selected relay operate simultaneously to achieve a Nash Equilibrium
(NE). For the class of two person zero sum games, the Stackelberg
equilibrium (SE) is also a NE.

Frequency Hopping Games

Game theory has also been used to investigate the frequency hop-
ping anti-jamming communication in wireless communication net-
works. For instance, anti-jamming communication in CRNs with
unknown channel statistics has been studied in [97]. The authors for-
mulated the problem of anti-jamming multi-channel access in CRN
as a non-stochastic multi-armed bandit problem, where both sec-
ondary sender and receiver choose their common operating channels
by minimizing the probability of being jammed. Another interfer-
ence avoidance-based channel-hopping stochastic game was investi-

gated in a multi-agent environment in [65], where game-theoretic
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based reinforcement learning mechanism is used to avoid jamming.

The authors in [1] recently presented a bandwidth-efficient
frequency hopping game in wireless sensor networks. The authors in
[98] presented a brief overview of anti-jamming communication in the
context of dynamic spectrum access. Two typical ways of thwarting
jammers are adaptation of transmission rate and Frequency Hopping
(FH). These two are jointly adapted by [2] to improve the average
throughput and provide better jamming resiliency against reactive
sweep jammer. Specifically, the interaction between the jammer and
the legitimate user is modelled in [2] as a Zero-Sum Markov Game
(ZSMG), and a constrained NE is derived. The authors in [78] uti-
lized a game theoretic framework to access an optimal channel in the

presence of attacker, hence maximizing the channel payoff.

The channel Hopping (CH) based rendezvous scheme is adapted
for the SU to meet and make the connection for further communi-
cations [77, 99]. This bounded time rendezvous scheme neither uses
pre-shared secrets nor is role pre-assignment needed for bringing the

SUs on a commonly available channel.

In [79], the authors presented a mobility-based Single Leader
and Multiple Follower Stackelberg game (SLMFSG) to avoid jam-
ming for increasing the network life in the WSN. Anti-jamming
games in multi-channel cognitive radio networks were presented in

[30], where the SU hops to another channel to avoid the jamming.
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A zero-sum game is played between the attacker and the SU based
on a Markov Decision Process (MDP). Maximum Likelihood Esti-
mation (MLE) and Q learning are used for SU to learn from their

environment.

In [76], the authors proposed a Hierarchical Learning Algo-
rithm (HLA) for anti-jamming channel selection strategies in the
presence of co-channel interference as a Stackelberg game. They
considered jammer and users as independent learners (ILs), which

choose their strategies independently and selfishly.

In [80], anti-jamming FH game is constructed using a bi-
matrix game between the jammer and the legitimate user. In [81],
game-theoretic stochastic learning approach is used for anti-jamming
communication in dense wireless networks. In [66], the authors
have considered joint multi-agent learners in stochastic game settings
against a sweep jammer. They presented a collaborative multi-agent
anti-jamming algorithm based on reinforcement learning in wireless
networks. Markov game is formulated to model and analyze the anti-
jamming problem in multi-user environment. Moreover, A Novel
Distributed Multi-Agent Reinforcement Learning Algorithm against
Jamming Attacks are presented in [100, 101].

Time domain countermeasure against random pulse jamming
using MDP and reinforcement learning was presented in [62]. In [65],
MARL is used as independent Q learning for each agent against a
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sweep jammer as a common practice.

Another game-theoretic anti-jamming scheme for CRN is pre-
sented in [67], where the SU used Q learning to learn the dynamics of
the jammer and reduce the complexity of value iteration-based learn-
ing. This scheme is considered as the benchmark scheme. However,
they only consider the anti-jamming in ideal channel conditions with
no noise present. Secondly, they did not consider the time variations
in the wireless channel. The framework presented in [67] is improved
by considering time-varying variable channels, a more realistic CRN
approach. Furthermore, in present situation, both players’ utility
is reliant on channel quality; the better the channel, the bigger the
reward, and vice versa. The sub-channels are differentiated based
on the received SNR, which results in the varying maximum channel
capacities.

Evolutionary game theory (EGT) has captured the attention
of researchers in DSA because of its impressive ability to model het-
erogeneous environments as an evolving game. Evolutionary game
theory is also lucrative because it relaxes the traditional rational-
ity assumptions of game theory, which require all players to have
complete knowledge of the game. Yet another advantage of EGT is
that its framework of replicator dynamics can provide commutable
rates of convergence to an Evolutionary Stable Strategy (ESS), thus
generating concrete predictions of the distribution of the deployed
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strategies and a picture of the adaptation of users over time [102].

Figure 2.2: Dimensions of the anti-jamming game with an emphasis on deception-based tech-
niques.

2.3 Deception-based Anti-Jamming Games

Deception empowers network administrators by thoroughly defend-
ing against attacks from both external parties and hostile insiders,
properly warning when something is wrong, and offering precise
threat intelligence for quick remediation. When compared to tra-
ditional anti-jamming schemes, deception give more protection by

making the jammer waste its resources as shown in Figure 2.2.

Ahmed et. aln provides. in [60] used Stackelberg game based
deception strategy against a deceiving jammer in CRN. The authors
have used honeypots to detect deceiving jammers and used the jam-
mers direction of arrival to place the jammer’s direction in the nulls
of the antenna. However, the proposed work is different from [60], be-

cause a deception strategy is used not only to detect the intruder but
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also to deceive the jammer. The authors of [103] presented decep-
tive attack and defence game in honeypot-enabled networks for the
Internet of Things (IoT). The authors analysed the deceptive attack
and defence mechanism using game theory as a dynamic Bayesian

game for single-shot and repeated games.

Recently, Nan et. al. [104] presented a leader-follower Stack-
elberg deception game based on power allocation. They considered
two pairs of transmitter-receiver. The objective of the defender
transmitter-receiver pair is to maximize the throughput of legiti-
mate transmitter-receiver pair by deceiving the jammer with another
transmitter-receiver pair. The jammer divide its limited power bud-
get into two communication channels, hence reduces the power in-
jected to the legitimate transmitter-receiver pair that transmit the
real information. They also presented the sub-game perfect Nash
Equilibrium (SPNE) of the deception game. The authors in [86]
proposed a defensive defence against reactive jamming attacks in
a communication channel. The tranceiver node adjusts its power
levels hence modifying the real-time information intentionally, re-
sulting in asymmetric uncertainty to decoy the adversary. Similarly,
Hoang et. al. [105] presented a deception strategy against a reactive
jammer using energy harvesting and backscatter technologies. The
authors in [106] uses a deception strategy in which the transmitter

uses an intelligent deception method in which it emits fake signals
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Table 2.2: Comparison of the literature as evidence of novelty presented in this work.
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in order to attract the jammer. The transmitter then has the option
of harvesting energy from the jamming signals or backscattering the
jamming signals to broadcast data. As a result, jamming signals can
help increase average throughput and decrease packet loss. Further-
more, defensive deception using game theory and machine learning

is thoroughly reviewed and summarized in [107].

Moreover, the proposed work is different from [60] in the sense
that a deception strategy is used not to detect the intruder but to
deceive the rate-aware intelligent jammer. In contrast to what is
suggested by the authors in [108], which proposed a queuing-based
deception mechanism in CRN, we suggest a novel physical layer-
based deception technique with the freedom to adapt the rate to
the target parameter in CRN. The novelty of proposed approach is

evident from the comparison as shown in Table 2.2.




CHAPTER 3

Game-Theoretic System and

Adversary Models

After presenting literature review in previous chapter, this chapter
presents a geme-theoretic system and adversary models to be used
further in the next chapters for game-theoretic analysis. Three jam-
mers with different levels of intelligence are discussed followed by

system and jammer model for problem I and II, respectively.

The objective of the secondary user is to carefully switch the
channels to maximize the spectrum utilization while avoiding the
potential jamming. On the other hand, the jammer aims to for-
bid secondary users to form effective channel utilization by strategic
jamming as shown in Figure 3.1. The objectives of the two players,
jammer and secondary user, of the game, are opposite and there is
no question of coordination. Therefore the dynamic interaction be-

tween them is well formulated as a non-cooperative zero-sum game,



CHAPTER 3: GAME-THEORETIC SYSTEM AND ADVERSARY MODELS

Figure 3.1: SU and jammer contimuously hop their sub-channels to meet their objectives. SU
would like to hop to other available sub-channels to avoid jammer.

where the gain of one player is the loss of other players.

It is noteworthy to mention that all secondary and pseudo
secondary users coordinate to maximize their payoff therefore, all
secondary users can be deemed as one player, and on the other
hand, all attackers are considered to be as another player. Spec-
trum availability, channe] quality and strategies of both secondary
users and jammers are assumes time-varying. Players of the game
are intelligent and hop heterogeneous in search of optimal space to
avoid jamming. Cooperation cannot be taken for granted as the two
participating players are opponents to each other and a gain of one

player is the loss of other players.

3.1 Jammer Model With Different Levels of Intelligence

Jamming is a hostile attack in the CRN, where it disrupts the wire-
less communication by generating high-power noise at the targeted

sub-channel as shown in Figure 3.2. A jammer with multiple intel-
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ligence levels is considered.

[

B Jammer

Figure 3.2: Deliberate radio jammer disrupts wireless communication by generating high-
power noise at the targeted sub-channel.

3.1.1 Level-0 Intelligence: Random/ Infant Jammer

In level-0 intelligence, the jammer is considered as random in decid-

ing which channel to jam.

3.1.2 Level-I Intelligence: Reactive / Baby Jammer

In level-I intelligence, it is anticipated that an intelligent jammer
with cognitive skills will choose the optimal approach in response to
channel dynamics and SU strategies. It scans its RF environment
and transmit the jamming signals only if it finds the SU, hence saving

its power.
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3.1.3 Level-II Intelligence: Smart / Teen Jammer

In level-1I intelligence, an intelligent jammer targets the highest im-
pact communication (HIC) channels by targeting specific transmis-
sion characteristics of SU e.g., it can target the highest transmission
rate R, which may be the case in multimedia communications, high-
est transmission power P, the channel with the highest bandwidth B,
packet inter-arrival time, and frequency shift, etc. [108]. The highest
impact communication is quantitatively measured by jammer using
attraction factors in Equation (3.3.1). The jammer perceives high-
est impact communication as the communication with the highest
transmission rate R, which is the case for multimedia communica-

tions.

3.2 System Model of Problem-I

The interweave paradigm for the time-slotted system is assumed in
CRN, where SU can access the spectrum only if it is not used by
the PU [12]. Every user scans the available sub-channels and starts

transmission after white space is found.

We assume the network contains # PUs, N SUs, and M jam-
mers. The channel’s total used bandwidth is W, and the whole band-
width is split into £ independent sub-channels of equal bandwidth
W/ L. However, the channel capacity C;(a™, c7*) of each sub-channel
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may differ, depending on the SNR of the received signal strength.

It is assumed that the jamming attack is the only source of
channel deterioration in the network and any other source of interfer-
ence, including the effects of multipath fading is neglected. Further-
more, perfect time and frequency synchronization between all SUs
is assumed as in [110, 111]. Each sub-channel can be in two states,
namely the idle state and the busy state. The relationship between
the PU and an SU can be described by one of the two possible states

of the sub-channel] as follow:

o IDLE STATE: The channel is idle if any PU is not using it. The
SU and the jammer are allowed to utilize an idle channel. The
idle state of the sub-channel is represented by P = 1

o BUSY STATE: The channel is considered busy if any PU is
using it. Both SU and jammer are not allowed to transmit over

a busy channel. This state is represented by P = 0.

The channel states (idle or busy) are not known before the sensing
action is taken place. In this work, £ sub-channels are considered ,
where the quality of each sub-channel is different. Each sub-channel
has its maximum capacity limit based on its received SNR, given by:

Ciala™ ) = % loga(1+ SNEJ,(a" &™), VneN,Vm e M (3.2.1)

where Ci¢(a", cT*) represents the capacity of the I** sub-channel for
the n** SU at time slot ¢, where a® and cj* are the actions of the
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nth SU and the m* jammer, respectively. Moreover, W/L is the
bandwidth in Hz for each of the £ sub-channels and SNR};(a", c]")
is the received SNR of the I** channel for the n** SU. Let us first
consider the case where there is no jammer present in the system

and the SNR is defined as:

SNR{(a", ¢") = TPI:::/_E Vn € V,Vm € M (3.2.2)

where 7], is the average signal power received by the nt* SU at
the I** sub-channel at time slot ¢ and A, is the power spectral den-
sity (PSD) of the Additive White Gaussian Noise (AWGN). A high
SNR},(a",c]") would give a high channel capacity C;(a", c]") and
hence a higher channel quality. The channel capacity of the n** SU
at the I** sub-channel can be computed as:

Gi(a™ ) = -Ev-logz(l + Vn e N,Vm e M. (3.2.3)

k),
NoW/L

Moreover, the Signal to Interference plus Noise Ration (SINR) in
the presence of a jammer can be calculated as SINR},(a" c") =
MW%}W,E’ Vn € N,Vm € M where N, is PSD of the jamming
signal and B; is the bandwidth of the jammed channel. Since all sub-

channels have identical bandwidth of B; = %, the SNR becomes:

Prie

SNR9"5) = ewiE+ NywiE’

Vn € N,Vm € M. (3.2.4)

The equation Equation (3.2.4) is true only when a” = c;', i.e., both
the SU and the jammer are on the same channel. This results in se-

vere degradation of the SNR for the SU. The objective of the SU is to
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Figure 3.3: Taxonomy of defence techniques against a hostile jammer in CRN.
carefully switch to the available high-capacity channel to maximize
the spectrum utilization, while simultaneously avoiding the potential

jamming.
3.2.1 Secondary User Model-1

The SU senses its environment during its sensing period, before ini-
tiating any data transmission. Contention-based channel selection
algorithm uses a structure called Preferable Channel List (PCL) to
initiate data transmission. The algorithm avoids collision and per-

forms Request To Send / Clear To Send (RTS-CTS) contention for
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data transmission. Moreover, sensing-assisted access (SAA) protocol
may be used as a complete random access mechanism for CRN to
initiate data transmission. In this mechanism, the contention-based
access is designed based on integrating the backoff process and spec-
trum sensing [112, 113]. However, in this contribution, this aspect
is not investigated. During the sensing period, each SU would try
to sense for the presence of any PU in the available sub-channels.
However, the SU can not detect the presence of a jammer at the
beginning of the time slot. Nonetheless, the SU can realize the pres-
ence of the jammer at the end of each time slot. More specifically,
at the end of each time slot, the SU would know if its transmission
was successful or was jammed by a malicious jammer. The inter-
ested readers may refer to [45, 46 for details concerning jamming
detection. A successful transmission yield a positive payoff to the
SU, while a jammed transmission would yield a negative payoff to
the SU. The utility of the n** SU in the I** sub-channel based on
the actions of SU (represented as a") and the action of the jammer

(denoted as c7*) at time slot ¢ can be derived as:

Uy (a”, ci') = Cry(a®, &) (@ia(a”, ' )T — €)—

(L= z1e(a® T + &), (3.2.5)

where £ is the cost of transmission of the n** SU, 7 is the SU

gain factor for successful communication, J* is the loss factor for
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SU when the SU transmission in the I** sub-channel is jammed. The
impact of the sub-channel SNR and the decision of each player on the
utilities of both players are shown in Figure 3.4. The received SNR
at each sub-channel increases from sub-channel 1 to sub-channel 10.
The utilities earned by each player are opposite to each other. The
missing utility at sub-channel 4 in Figure 3.4 indicates that the PU
is transmitting in this sub-channel, and neither SU nor jammer can
use this sub-channel. Furthermore, sub-channel 9 was jammed in
the previous time slot, if the jammer stays there, the SU would have
negative utility to use sub-channel 9. Similarly, for the jammer, if
SU was at sub-channel 9 and if it stays there, then the jammer would
have positive utility at sub-channel 9. Additionally, the PU could
change to a different sub-channel in each time slot, but it is assumed
that both the SU and the jammer can detect the sub-channel used
by the PU.

The utility of the proposed system in Equation (3.2.5) can be
compared with the utility function in of the benchmark system [67]
given by G(s,a) = XE, Gi(s,a), where the gain of the SU at the
[** sub-channel is computed as:

Gi(s,a) = zi(s,8) x U — yi(s,a) x C, (3.2.6)

while z,(s,a) and y(s,a) are binary switching functions. Further-
more, U and C denote the utility earned by the SU and the jamming
cost of SU, respectively. The authors in [67] assume that the values
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for the utility and the cost in every sub-channel are identical, since
their sub-channels have the same quality. The left-hand side of both
Equation (3.2.5) and Equation (3.2.6) denotes the utility function
of the SU, although different notations were used. The right-hand
side of Equation (3.2.5) and Equation (3.2.6) has the following dif-

ferences:

o The factor Cf};(a", c]") is introduced in Equation (3.2.5) to dif-
ferentiate the sub-channels based on the sub-channel capacities.
Hence, successful transmission in a good quality sub-channel
would yield better utility for the SU. This quality factor is miss-
ing in [67] and Equation (3.2.6).

o The factors &' and €]} are also considered to account for the
transmission costs for SU and for the jammer, respectively, in

terms of the battery utilization and the power transmitted.

o The two binary switching functions z;(s, a) and y;(s, a) in Equa-
tion (3.2.6), are used in [67] such that z;(s,a) + yi(s,a) = 1.
To simplify the mathematical notation, the only one binary
switching function z;;(a", c]") is used instead of two, such that

a:;,t(a", C;n) + (1 - Zl’t(a", C;")) =1.

o Furthermore, a more detailed utility function for the jammer is
considered compared to that of [67], as will be explained later
in Equation (3.2.11) and Equation (4.1.2). Combining Equation
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Figure 3.4: The impact of change in SNR and the decision of each player on the utilities of
other players.

(3.2.5) and Equation (3.2.3) gives Equation (3.2.7).

W P
Ui, ) = 7 loga(l + gt ) auea™, )7 - &7)-

(1= ze(a®, I + 7)), VRneEN,VmeM, (3.2.7)

where z;+(a",cT*) € {1,0} is a binary switching function used to
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indicate successful/jammed SU communication:

1, a"#c™VneN,VmeM,
zie(a®, ) = ! (3.2.8)
0, a"=cl,VneN,VmeM.

Note that z4(a™, cI*) is 1 for successful SU transmission and is 0 for
jammed SU transmission. Specifically, C[';(a”, ¢T') = 0 if the SNR is
below a certain threshold value SNRy; ie., SNRY;(a”, cT*) < SNRy,
and the value of the switching function z;¢(a”, c;") would also become
0. Equations (3.2.2), (3.2.4) and (3.2.8) are related in the sense that:

(1, SNE(a",c™) > SNRa,
zit(a”, c)’) = wu(a™ ") > SN R (3.2.9)

0, SNRfy(a™ ") < SNRu,

and

m) -'Bt,g(a", C;") =1
Ppn

sﬁ_fo-w—/ﬂlm’ z‘.‘(an’ c;") =0.
In other words, the SU utility function in Equation (3.3.3) incorpo-

SNR,(a™,c") = 4 (3.2.10)

rates the practical channel condition in terms of both the channel
capacity and the jamming conditions. The goal of the SU is to max-
imize the expected sum of the discounted payoff by choosing a good
quality channel that is not jammed by the jammer.

3.2.2 Jammer Model-I

Jamming is a hostile attack in the CRN, where it disrupts the wire-
less communication by generating high-power noise at the targeted

sub-channel as shown in Figure 3.2. This research considers two
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types of jammers, i.e., random jammer (level-0 jammer) and intelli-
gent jammer (level-1 jammer). A random jammer would randomly
jam a sub-channel in a different time slot. Inspired by [67] and [29],
when an intelligent jammer with cognitive capabilities is assumed,
it adapts the best strategy to observe the channel dynamics and the
SU strategies. The jammer senses the RF environment for a given
sensing duration and then transmits its jamming signals based on
the channel conditions and the strategy of the SU. If a PU is de-
tected in a sub-channel, the jammer would switch to other available
sub-channels to avoid the heavy penalty imposed by law-enforcement
agencies and start sensing again [29]. The utility function of the jam-
mer in the I** sub-channel is based on the actions of the SU and of

the jammer, which is represented by:

Uiie(a®, cf') = Cl(a", 7)1 — zigla™, TINTT ~ E57) -
zis(a”, ) (BET), Vn e N,¥Ym e M, (3.2.11)

where C}(a", c]") is the channel capacity of the I** sub-channel and
T,* is the jammer gain factor when a SU was successfully jammed,
while €7 is the cost of transmitting the jamming signals. Further-
more, f is the jammer regret factor when the jamming was not
successful, which is the negative reward earned by the jammer when
the jammer sends a jamming signal to a sub-channel that the SU did

not use. As mentioned in Equation (3.2.8), z;:(a", cI*) is & switching
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function having z;4(a", C_’,") = 0, when the jammer successfully jams
a channel (zero regrets), while zi;(a",c]') = 1 when the jammer
fails to jam the SU. Hence, an intelligent jammer is more inclined to
jam a SU that operates in a high-capacity sub-channel than a low-
capacity sub-channel. The objective of the jammer is to maximize

the probability of successful jamming.

3.3 System Model of Problem-II

The system model for the first portion of the work described in this
thesis was presented in the previous section. The second portion of
the system model for the deception-based anti-jamming mechanism
is shown here. Let’s look at the jammer features as defined by the
jammer model before discussing the systemm model to deceive the

intelligent jammer.

3.3.1 Jammer Model-II

The objective of the Jammer: Jammer tries to minimize the
average bandwidth efficiency of the CBS by injecting noise to those
users having the highest impact communication. The impact of jam-
ming attack on the communication sub-channel is to reduce the SNR
at the receiver and hence reducing the capacity of the channel. A

powerful jammer with the following characteristics is assumed.
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Level I: Reactive jammer

Level II: Intelligent jammer: Rate-aware
The basic assumptions about the jammer model are:

Jamming at the physical layer is assumed, in which a jammer
hinders wireless communication by producing high-power noise

at the targeted sub-channel.

Similar to other secondary users, an intelligent jammer is in
essence a secondary user with sensing, perception, and adaptive
capabilities as assumed by [67, 114] and [30]. As we already
know that the secondary user has the lower priorities to access
the spectrum as compared to the primary users, therefore a sec-
ondary user has to use its sensing ability to sense its environment
for the availability of free spectrum to continue its transmission
and to avoid interference to the primary user. In a very similar
fashion, a jammer needs to sense its RF environment for the
presence of a primary user. Then the jammer will avoid the
primary user if detected as the primary user due to the risk of
a high penalty. On the other hand, the jammer targets users
other than primary users.

We are combating against intelligent jammer in CRN in inter-
view paradigm, where the spectrum hole is accessed by sec-

ondary user on opportunistic spectrum access (OSA) bases. The
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intelligent jammer has the cognitive capabilities, means that it
is capable of sensing the presence of primary user in the net-
work. The intelligent jammer is deemed as a secondary users
with negative intentions to disrupt the communication of other
secondary users. In the initial sensing time of a time slotted sys-
tem, intelligent jammer do also listen to the presence/ absence
of primary user just as the other secondary users do. So, the
intelligent jammer is capable of sensing the RF environment and
based on the sensing results it transmit the noise signals on the
frequencies vacated by a primary user and utilized by secondary
user to jam the communication of secondary users. The jammer
can not jam the primary user due to heavy penalty imposed by

the law-enforcement agencies.

» Due to the prospect of a severe penalty, the jammer does not
target the PU communication [29, 108]. The jammer monitors
the RF environment for a predetermined amount of time before
transmitting its jamming signals in accordance with sub-channel
circumstances and the SU’s strategy. If a PU is identified in
one of the sub-channels, the jammer will switch to another sub-

channel and begin detecting another SU.

» Jammer is constrained by the J,,,,, number of users it can target.

For the cause of simplicity Jo; = 1.
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o The jammer aim at jamming the users with Highest Impact
Communication (HIC) [108]. In multimedia communication, the
HIC is the one having higher data rates. Therefore, high data
rates for SU increases the risk of getting jammed by intelligent

jammer.

e Jammer use attraction factor §, 0 < &; < 1, Vi € N to target
(HIC), which is defined as

Ri N stS )
- VieN stY =1 331
SV, by (

where R; is the data rate adapted by the i** SU/PSUs. The

0;

intelligent jammer may acquire the rate/code/modulation in-
formation of SU/PSU using one of the following three ways: ex-
plicit rate information, modulation guessing and code guessing

[52].

o Jammer calculates 4,0 < d < 1 for every detected signal in his
environment according to Equation (3.3.1) and target the SU
with the highest attraction factor.

Using level-I intelligence, the jammer will scan the environ-
ment and know the channel qualities and the transmitting SUs. Us-
ing level-II intelligence, the jammer will determine the highest im-
pact communication of the secondary network using attraction factor
in Equation (3.3.1).

A ftriangular anti-jamming deception game is presented be-
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Figure 3.5: A triangular anti-jamming deception game is presented between SU, PSU, and the
jammer in the absence of PU.

tween SU, PSU and the jammer in the absence of PU as shown in
Figure 3.5, indicating a cooperation in the form of light green arrow

between all SUs and the PSUs.

3.3.2 Cognitive Base Station (CBS)

The secondary network consists of one central unit called fusion cen-
ter (FC) / Cognitive Base Station (CBS), several SUs and a PSU.

Objective of CBS: The goal of CBS is to improve the overall
system’s average throughput by successfully deploying a deception

mechanism using PSU in the presence of an intelligent jammer.

3.3.3 Secondary User Model-II

» SUs are enforced by dynamic spectrum access (DSA) imple-
mented in CBS to periodically pause its transmission and sense

for PU activity, to protect PU incumbent services.
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o The SU senses its environment during its sensing time before
commencing any data transfer. Throughout the sensing time,
each SU would try to detect the existence of any PU in the
accessible sub-channels. On the other hand, the SU would be
unable to identify the existence of an adversary at the start of
a time slot. Concerning jamming detection, interested readers
may see [46]. Despite this, the SU is able to detect the existence
of the jammer at the ending of each time slot [45]. After each
time slot, an SU would know if its communication was successful

or was jammed by a malignant jammer.

e The SU would receive a positive reward if the transmission was
successful, while a jammed transmission, on the other hand,
would result in a negative payoff. The utility of the SU denoted
as U; in the #** sub-channel can be derived as:

U =GC((1-6&)5 - 4J), (33.2)
where C; and § are defined in Equation (3.2.3) and Equation
(3.3.1), respectively. Moreover, G and J are the gain of the
secondary user and gain of the jammer, respectively. Combining
Equation (3.3.2) with Equation (3.2.3) yields Equation (3.3.3).

U, = (W) L)logy(1 + N:%E){(l - 8)G - 5:7}. (33.3)
In another way, the SU utility function in Equation (3.3.3) allows us
to incorporate the practical channel condition both in terms of chan-
nel capacity and jamming situations. In the presence of a jammer,
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the SU’s objective is to achieve the expected sum of the discounted

payoff by selecting a good quality channel.

8.3.4 Pseudo Secondary User (PSU) Model

A dummy user called pseudo secondary user (PSU) is assumed to
mimic the characteristics of a legitimate SU to lure the jammer. PSU
lures the jammer by transmitting at a higher modulation scheme to
invite the jammer to attack the PSU. A group of SUs takes the

services of a PSU to decoy the intelligent jammer.

» A PSU does not send a legitimate signal; rather, it transmits
garbage data at a rate greater than the other SU to deceive the
jammer. That is why the utility of PSU is not counted in the
calculations of throughput of the CBS.

» The wireless communication system is designed to achieve a spe-
cific BER line in a BER-SNR(dB) curve. One has to follow
this line for reliable communication. Moreover, according to the
Shannon capacity theorem, a specific data rate can tolerate a
certain level of jamming power (received SNR) to achieve reli-
able communication. If the jamming power is greater than the
threshold, the corresponding data rate of transmission may ex-
ceed the channel capacity. The packets are lost, which results in
lower throughput of the system. However, this does not apply
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to the proposed PSU-based deception mechanism, as the PSU
is transmitting garbage values with a rate higher than the rate
of SUs in the vicinity. Since a PSU is transmitting garbage
data, it is not interested in the loss of packets. Hence, the data
rate/capacity of PSU is not calculated towards the throughput

of the system.

o A variable called attraction factor € (0,1) is introduced to
lure the jammer by attracting the rate-aware jammer towards
itself. The proposed scheme is implemented so that the jammer
gets the false impression of PSU as the highest impact commu-

nication. It becomes Achilles heel for the jammer.

3.4 Summary

The novel contributions of the research work can be summarized as

follows:

1. A cognitive adversarial jammer is considered, which is an intel-
ligent attacker that adapts to the dynamics of the sub-channels
and the strategies of SU.

2. A mathematical modelling of the system is developed to satisfy
the requirement, incorporating intelligence in the SU to cope

with an intelligent jammer.

3. A more realistic and practical channel model is framed here,
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which assumes that all sub-channels may have the varying qual-
ity of service. More specifically, the channel conditions may

change over time and differ from one sub-channel to another.

4. The proposed framework considers various factors and parame-
ters that capture the near practical channel dynamics, i.e., SNR,
variable channel capacity, jamming gain, transmission cost and

jamming cost of each player in the game.
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CHAPTER 4

Part-I: Proposed Anti-Jamming
Game to Combat Intelligent
Jamming for Cognitive Radio

Networks

The system model was presented in the previous chapter. This chap-
ter describes the optimal solution strategy to combat intelligent jam-

mers.

4.1 Game Theoretic Anti-Jamming Mechanism-I

Here the game-theoretic anti-jamming mechanism is presented. An
anti-jamming game is presented after having a brief section of pre-

liminaries of the game theory.
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4.1.1 Preliminaries

A Stochastic Game (SG) is the natural extension and generaliza-
tion of the Markov Decision Process (MDP) to multi-agent systems
[9, 26).! SG provides a framework for multi-agents in multiagent
reinforcement learning (MARL). In this contribution, a stochastic
anti-jamming game is developed between two players of conflicting

interests.

Definition 1 [27]: A two-player stochastic game is defined as
G = (X,8, A, U;), where X = {1,2} is the index of the players, S
is the discrete strategy space of the game, A; is the discrete action
space of player i, while If; : S X A; is the utility/payoff of player i,
VieX.

Definition 2[115): A pair of strategies (i*, j*) {¢ for the row
player, and j for the column player} yields a non-cooperative Nash
equilibrium solution to a bimatrix game (A = {4;;},B = {B;;}),
where A and B are payoff matrices for each player if the following
two inequalities are satisfied:

A"-J'— 2 A"J", Vi,j = 1,2, 3, ...,P,
(4.11)
Bi‘j‘ 2 Bi'j, Vi,j=1,23,..,P,

where P is the total number of pure strategies, each stage of a

stochastic game can be viewed as a bimatrix game.

The basic assumption of a stochastic game between two inter-
!Stochastic games are also called Markov games, which essentially are n-agent MDP [27.
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acting players is that the actions of each player will have an impact
on the utility of other player. The same assumption is valid here in
this research work. The SU obtained its utility based on the past
actions of the jammer in the previous time slot. If the sub-channel
to be accessed by the SU receives an SNR lower than a threshold, it
implies that the jammer successfully jammed the sub-channel, and

SU will get lower utility at that sub-channel at time slot £.

4.1.2 Game Formulation

Based on the knowledge about the channel, the system and the at-
tacker, the objective of the SU is to carefully choose a sub-channel
to maximize its spectrum utilization while avoiding jamming. On
the other hand, the jammer aims to forbid the SU from effective
channel utilization by a strategic jamming approach. The objectives
of the two players, namely the jammer and the SU, are opposite to
each other. Therefore, the dynamic interaction between them is well
formulated as a non-cooperative game, where the gain of one player
is the loss of another player. Furthermore, spectrum availability,
quality of the channel, and strategies of both SU and jammer can be
time-varying. Players are assumed to be intelligent and would ex-
hibit rational behaviour to maximize their payoffs according to their
objectives.

A two-player SG is formulated between the SU and the jam-
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mer as described below:

Players: There are two non-cooperative players in the game namely
the SU and the jammer.

States: Every sub-channel occupation is considered as the state S
of the game. For example, if there are £ sub-channels, then there
are L states. The number of available states to the SU and jammer
is given by £ — H, where L is the total number of sub-channels and
H is the number of PUs in the network.

Actions: An action A(s) at each state has £ — H hopping possi-
bilities. For each £ — H available states, the possible action set is
A(s) = {a1,0as,as, ..., a;, ...,az—3}, where a; is the action to hop to
the i** sub-channel in the £ —% available sub-channels. Both players
choose actions to hop to any of the available sub-channels, which are
not occupied by the PU. Since the available frequency slots are the
same for both players, the action set .A(s) is the same. Every action
results in a change of state. Both jammer and SU sense the channel
during the sensing period and hence the channel states and channel
quality are assumed to be common knowledge in the game.

Payoff: The immediate payoffs of both players in a bimatrix game
at each stage are given by Equation (3.3.3) and Equation (3.2.11),

respectively. The total utility of the whole secondary network is
given by
N L
lﬁ"'g(ﬂ, Cj) = Z Zul','t(an:c;'n)s (41.2)

n=] [=1
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where UJ',(a", cT*) is given by Equation (3.3.3). The long term ob-
jective of SU is to maximize the expected sum of discounted payoff,
which can be written as [26, 29):

max E{f:'y‘up,g(a, c,-)}, (4.1.3)

t=0

where +* is a time decaying discount factor, 0 < 4* < 1, that deter-
mines the significance of future payoffs and Ur;(a, c;) is the utility of
the secondary network at time £, which is given by Equation (4.1.2).
The frequency hopping strategy of the SU is to maximize its utility
by taking an optimal action that is given by:

o’ =arg urg:x(,) E {g'y‘ur,g(a, c:,-)} . (4.1.4)

Similarly, the frequency hopping strategy of an intelligent jam-
mer is to maximize its expected utility of 32, YU +(a, ¢;) by tak-
ing an optimal action of:

o0
* = b ]
c; =arg qnelgw(:’ ) E {:=Eo YUpre(a, c,)} . (4.1.5)

The pair (a*, c}) is said to be an equilibrium pair, if Equation (4.1.4)
and Equation (4.1.5) follow the following inequalities:

B> 1thra(a®, )} 2 B3 A ldryla, &)},
= = (4.1.6)

B(Y vire(a®,€)} 2 E(S 1 lymala®, ).
t=0 t=0
4.1.3 Q-learning-based Anti-Jamming

In the previous section, the anti-jamming game formulation was
mentioned. This section describes the defense strategy of the SU, i.e.,
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Algorithm 1 Game theoretic frequency hopping algorithm.
1: Initialize k = 0, K = 100, o* € [0,1] and 4 € [0,1], Vs* € S, a* € A(s) and

c} € A(s).

Let Q(s*,a*) =0.

while k - K do
Execute action a*, get immediate reward R(s, a*) according to (3.3.3) and observe
gkt
Choose a*+! from s*+! using policy derived from Q(s*, a*) as given in (4.1.9).
Update Q(s*, a*) for SU according to (4.1.7).
s* g1 and a* « aFtl.

: end while

9: if a = ¢j then

10: The channel is jammed.

11: else

122 The SU transmission is successful.

13: end if

B oew

@y oo

how to defend the SU from being jammed by the jammer. A multi-
agent reinforcement learning (MARL) agent as independent learner
(IL) in Q-learning is used to combat jamming attacks in CRN. See
Section 1.5 for details of reinforcement learning algorithm called Q-
learning to be used here for solving the optimal strategy. The value
of Q(s*,a*) in Equation (1.5.2) can be updated recursively without
having to estimate the transition probabilities [116], as follows:

Q(e*,a¥) = Q(s*,a%)(1 - o) + o¥[R(s*, a") + ymax{Q(**!, a1}, (417)

where of is the linear learning rate satisfying 0 < of < 1. For
o to be time decaying it must satisfy the conditions ¥, 0f = oo
and ©°,(a*)? < co. Note that v is the discount factor satisfy-
ing 0 < v < 1. Similarly, the intelligent jammer can also adapt
the Q-learning algorithm to learn the dynamics of the SU and the
sub-channels [117]. Explicitly, the jammer maintains a separate Q-
learning table for its own rational decisions. After updating the Q
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Algorithm 2 Game theoretic algorithm for jammer.

1: Initialize k = 0, K = 100, o* € [0,1] and v € [0,1], Vs* € S, a* € A(s) and
cf € A(s)

: Let Qj(s*, k) = 0.

: while k &+ K do

Execute action cf, get immediate reward R;(s,cF) according to (3.2.11) and ob-

serve sFt1,

Choose cf*! from s*+! using policy derived from Q;(s*, c}) as given in (4.1.10).

Update Qj(s*, cf) for jammer according to (4.1.8).

s* + s**1 and cf c;-‘"'l.

: end while

9: if ¢; = a then

10: The jammer is successful.

11: else

12: The SU transmission is successful.

13: end if

howon

e o

table, an intelligent jammer could decide based on its updated Q
table. The update rule for the jammer’s Q value is given by:

Qs(s*, &) = Qj(s*, &§)(1 — o) + o*[R;(s*, ) + 'vrcl;g}!{Q,(sHl,Cf*“ D (418)

where Q(s*, a¥) and Q;(s*, c§) are the estimates of the expected sums
of the discounted payoffs for both the SU and the jammer, respec-
tively, which could evolve. The rewards of the SU and the jam-
mer after choosing their respective actions at state s* are given by
R(s*,a*) and R;(s*,c%), respectively. These immediate rewards are
calculated using Equation (3.3.3) and Equation (3.2.11) for the SU
and the jammer, respectively. The SU would stay on the current
sub-channel if its reward on the current sub-channel is good enough
to contribute to Q value update positively. A negative instant re-
ward in a certain sub-channel indicates that the sub-channel has
been jammed and the SU should avoid that sub-channel by hopping
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to another available sub-channel in the next round. The SU’s op-
timal frequency hopping strategy to avoid the jammer is the action
that maximizes its Q-value in state s and is given by:

a' =arg a!él%) Q(s,a). (4.1.9)

Algorithm 1 summarizes the game-theoretic frequency hopping algo-
rithm for SU. The jammer’s optimal frequency hopping strategy to
jam the SU is a greedy policy that chooses the action with maximum
Q-value in state s and is given by

¢ = argqrgia(:.) Q;(s,c;). (4.1.10)

For jammer, the procedure is summarized in Algorithm 2.

4.1.4 Complexity Analysis

Inspired by [67], the computational complexity of Algorithm 1 and
Algorithm 2, in this subsection is derived. Inside while loop line 5 of
both Algorithms represent the policy derived from Q learning, and
line 6 represent the update equation of Q learning. The computa-
tional complexity in each iteration of the policy phase comes from
solving linear equations. The complexity of the policy phase is given
by O(|S]). On the other hand, the complexity of Q learning phase is
calculated as O(]A|.|S|). Combing both will result O(|S].(1 + |A))).
As the algorithms run for K number of iterations, hence the overall
complexity may be represented by O(|K|.|S|.(1+ |A|)), where S and
A represent states and actions, respectively.
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Table 4.1; Parameters used in the simulations, and different SNR values for all sub-channels

in case 1.
l SNR4B Other Parameters
1 0 L 10
2 10 M 1
3 13 N 1
4 14 M 2
5 15 Ti -100
6 16 & 10
7 17 Eit 10
8 18 T 100
9 19 a 0.1
10 20 B -100
SNRgg =162 || «~ 0.8

After presenting the system and adversary model and then
the solution mechanism in the previous section, this section presents
the results and discussions. Problem-I presented the results against
random and reactive jammers while Problem-II provided deception-

based anti-jamming results against rate-aware intelligent jammers.

4.2 Results and Discussions

This simulation study considers N = 10 sub-channels, one SU, one
PU, and up to four jammers. When the PU occupies a sub-channel,
neither the SU nor the jammers can access that channel. The SU
chooses a high-capacity sub-channel that is potentially jamming-free,
while the jammers predict and choose the sub-channel used by the
SU.
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4.2.1 The Effect of Using Different Channel Types:

The capacity of a sub-channel is a measure of the highest information
rate that can be achieved with a very small error rate.The channel
capacity Cf,(a®, cT") is represented by Equation (3.2.1) and Equation
(3.2.10), while the bandwidth efficiency in bits per second per Hertz

(bps/Hz) can be computed as:

In each epoch the simulations are run A = 2000 times to get the

average bandwidth efficiency for each SU:

1 A
=2 (4.2.2)

a=1

Two cases are considered, where case I refers to the situation
when all the £ sub-channels have different SNRs, and hence, different
channel capacities as given by Table 4.1. By contrast, all £ sub-
channels have the same SNR in case II. More specifically, case II
is related to the idealistic scenario [67]. The mean SNR in dB is

calculated by: .
SNRgp = 10logyg (% Y 10%?‘2“') , (4.2.3)

=1

where SNRyp; = 10log;3(SNR;;) is the SNR of I** sub-channel. The
SNR for each sub-channel in case II is the same as the average SNR
of case I (SNRys = 16.2 dB). For a fair comparison, the means
SNRs for both cases are equal, which is SNR 5 = 16.2 dB as shown
in Table 4.1.
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6



CHAPTER 4: PART-1: PROPOSED ANTI-JAMMING GAME TO COMBAT INTELLIGENT
JAMMING FOR COGNITIVE RADIO NETWORKS

0.2 T T T Ll T ! - . .
.......... Singleiammerincasgl
0.18 = = =Two jammersincase| |7
a ——= Single jammer in case Il
o1ery e Two jammers in case Il |1
\

o
-
F-N

e
pre
N

Jamming Probability
(=]

0.08 y
0.06 4
0.04 .
0.02 -

o v .

0 10 20 30 40 50 60 70 80 90 100
No. of Epochs
(a) Probability of successful jamming.
7 L o n | L] L} L} L L L |
o} .

F-S

@

= Single jammer in case |

Average bandwidth Efficiency (bps/Hz)

2r —-—-=—"Two Jammers incase| |
=== - Single jammer in case I
F = = =Two jammers in case ||
o 'l 'l L 'l 1 — | 'l |
0 10 20 30 40 50 60 70 60 90 100
No. of Epochs

(b) Bandwidth efficiency.

Figure 4.2: Comparison of the probability of successful jamming and the bandwidth efficiency
for SU, when considering one or t;vso random jammers for both cases, case I and
case II.



CHAPTER 4: PART-I: PROPOSED ANTI-JAMMING GAME TO COMBAT INTELLIGENT
JAMMING FOR COGNITIVE RADIO NETWORKS

Here, the proposed and benchmark scheme referred in Sec-
tion 2.2.1 in case I are compared, where the sub-channels have vary-
ing qualities. However, the benchmark scheme assumes that all sub-
channels have a fixed quality Equation (3.2.6). As seen in Figure 4.1,
the proposed system outperforms the benchmark scheme in terms of
jamming probabilities and bandwidth efficiency. Please note that
when the channel qualities of all sub-channels are fixed, the pro-
posed scheme will perform similarly to the benchmark scheme. In
other words, the proposed scheme is the generalization of the bench-
mark scheme to the general case, where the sub-channel qualities
vary.

Figure 4.2 shows the probability of successful jamming by the
jammer and the bandwidth efficiency of the SU, for both cases I and
I1, when one or two random jammers are considered. With increasing
epochs, the intelligent SU could learn the environment in a better
way and the probability of successful jamming is expected to be
reduced, while the bandwidth efficiency would increase. The proba-
bility of successful jamming for the two-jammer scenario is slightly
higher than that of the single-jammer scenario, but the probabilities
converge to zero after 60 epochs, as shown in Figure 4.2a. Further-
more, in the more challenging case I, where the channel quality varies
across the sub-channels, the proposed algorithm still works well de-
spite requiring a more extended training period (or epochs) to reach
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the convergence point, as seen in Figure 4.2b.

The proposed algorithm allows SU to intelligently choose sub-
channels with higher channel capacities when the channels are vary-
ing as in the case 1. Hence, the average bandwidth efficiency of the
system is improved. It can also be seen from Figure 4.2b that the
average bandwidth efficiency in the single-jammer scenario of the
case I (solid line) is higher than that of the single-jammer scenario
of the case II (dotted line) after 40 epochs. A similar pattern can
be seen for the two-jammer scenario in Figure 4.2b, after 45 epochs.
In other words, the proposed algorithm works better for the case I
after a sufficient training period. Hence, the proposed scheme that
operates in variable-quality channels (in case II) outperforms the
benchmark scheme of [67] that works in fixed-quality channels (in
case I). Furthermore, the average bandwidth efficiency of the SU in
the two-jammer scenario is almost equal to that of the single-jammer
scenario for both case I and case II. This indicates that the proposed
algorithm performs equally well when working against two random

jammers.

4.2.2 The Effect of Having Different Types of Attacks

In this scenario, the impact of having an intelligent jammer in the
system is investigated. Keep in mind that the intelligent jammer

also learns from its Q values given in Equation (4.1.8) based on the
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parameters given in Table 4.1.

Figure 4.3a shows the jamming probabilities of the random
and intelligent jammers for both case I and case II. In particular,
the jamming probability converges to zero after 30 epochs when a
random jammer is invoked. The successful jamming probability in
case I (dashed dot line) is around 10% at the 30* epoch when an
intelligent jammer is present. Hence, the successful jamming prob-
ability is greater for an intelligent jammer compared to that of a
random jammer as expected. The two curves (case I and case II)
are almost the same for the random jammer case (not the intelligent
jammer case). The proposed scheme (case I) in solid blue is similar
to the benchmark scheme (case II) in dotted yellow because of the
non-intelligent behavior of the random jammer. From a random jam-
mer perspective, the sub-channel qualities do not matter. Therefore
the successful jamming probabilities against a random jammer for
case I and case II are almost similar. In contrast, the two curves are
different for the intelligent jammer case. The focus of this research
is to combat against an intelligent jammer. The intelligent jam-
mer looks for sub-channels with good sub-channel attributes. The
proposed scheme works better against intelligent jammer in variable
sub-channels case (case I, dash-dot red) as compared to the bench-
mark scheme (case II, dash indigo). The proposed scheme (case I,
dash-dot red) reduces the successful jamming probability to zero af-
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ter 70 epochs, while the benchmark scheme (case II, dash indigo) is
not capable of doing so.

As seen in Figure 4.3b, the corresponding average SU band-
width efficiency in the presence of an intelligent jammer (solid line)
is almost equal to that when having a random jammer (dashed line)
after 40 epochs. Hence, the proposed intelligent SU can avoid the
intelligent jammer after a certain training period. Furthermore, the
SU bandwidth efficiency in case I is higher than in case II. Hence,
the SU can also choose intelligently sub-channels with higher capac-
ity, in case I, for increasing the average bandwidth efficiency of the

system while successfully avoiding the intelligent jammer.

4.2.3 The Effect of Using Different Defence Strategies

Here, all four possible intelligent /random SU against intelligent/random
jammer scenarios are discussed, based on case 1. As seen in Fig-
ure 4.4, when a SU chooses a random sub-channel strategy in the
presence of a random jammer, then both the successful jamming
probability and the average bandwidth efficiency of SU remain al-
most constant (dotted lines). The performance of SU improves re-
markably when it behaves intelligently against the random jammer
(dashed lines). It is visible that a SU using a random strategy against
an intelligent jammer will result in severe jamming and the SU band-

width efficiency degrades drastically (dashed dotted lines). Hence,
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Figure 4.7: Decision pattern in the first 15-time slots for intelligent SU and random jammer.
The 8SU is inclined towards sub-channels with higher SNR.
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the SU must be intelligent to combat against an intelligent jammer to
reduce the successful jamming probability and increase the average

SU bandwidth efficiency (solid lines).

4.2.4 The Effect of Multiple Intelligent SUs against Intelligent Jammer

In Figure 4.5 the performances are compared when increasing the
number of intelligent SUs in the secondary network. In Figure 4.5a,
it is shown that the jamming probability is higher for two intelligent
SUs in the presence of a single intelligent jammer compared with
the situation when only one intelligent SU is transmitting. The huge
impact of an increase in bandwidth efficiency is shown in Figure 4.5b.
The bandwidth efficiency of the secondary network is almost doubled

when there are two intelligent SUs against an intelligent jammer.

4.2.5 Performance Evaluation of Intelligent SU against Intelligent Jam-
mer in Time Slotted View

In Figure 4.6, Figure 4.7 and Figure 4.8, the x-axis shows the time
slot index and the height of the bar shows the utility earned based
on the decision of each player after a training period of 100 epochs.
As already described in the proposed model, each sub-channel has
different quality based on the received SNR. Without loss of gener-
ality it is assumed that SNR; <SNR; < --- < SNR; < --- < SNR
~n-1 SSNRy, i € N ie., the SNR is increasing from sub-channel 1
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Figure 4.10: The average bandwidth efficiency of an infelligent SU when up-to four random
jammers are present in case I, for a different number of available sub-channels.

to sub-channel 10. The impact of changes in SNR and the decision
of each player on the utilities are shown in Figure 3.4, where the

utilities earned by each player are opposite to each other.

When the players have trained adequately, then the corre-
sponding Q tables would be appropriately updated, which would
result in good decisions for all players. The intelligent SU has more
choices in terms of choosing an optimal sub-channel. More explic-
itly, the SU can choose any of the available sub-channels, while there
is only one sub-channel that the jammer can choose ’correctly’ for

successful jamming. Hence, it is less probable for the intelligent SU
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to get jammed based on the updated Q table values. Both intelli-
gent SU and intelligent jammer would opt for high-quality channels
as depicted by the height of each bar in Figure 4.6. As seen in Fig-
ure 4.6, the SU chooses sub-channel 10, while the jammer chooses
sub-channel 4 at time slot 1. Hence the SU has a positive utility,
while the jammer has a negative utility. Also shown in Figure 4.6,
the jammer only manages to jam the SU at time slot 10, over the
15-time slots considered. Hence, the intelligent SU manages to avoid

the jammer, while choosing high-capacity sub-channels.

4.2.6 Performance Evaluation of Intelligent SU against Random Jam-

mer in Time Slotted View

Figure 4.7 shows the decision patterns for the case when intelligent
SU adapts the Q learning for strategy update, while the jammer uses
random strategy. Asseen in Figure 4.7, the intelligent SU manages to
avoid the random jammer in all of the 15-time slots considered, while

at the same time capable of choosing high-capacity sub-channels.

4.2.7 Performance Evaluation of Random SU against Intelligent Jam-

mer in Time Slotted View

Figure 4.8 depicts the decision patterns for the case when the SU uses
a random strategy against an intelligent jammer that invokes the Q

learning for strategy update. As depicted in Figure 4.8, the jamming
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rate is high, which is 11 successful jamming out of the 15-time slots

considered.

4.2.8 Performance Evaluation When the Last Action is the Initial
State:

Decision pattern in first 15-time slots for intelligent SU and intel-
ligent jammer when the previous action is considered as an initial

state in Figure 4.9.

4.2.9 The Effect of Increasing the Number of Sub-channels and Jam-

Figure 4.10 shows the impact of increasing the number of sub-channels
and the number of jammers. As the sub-channel increases, the in-
telligent SU will have a higher chances of avoiding the jammer. It
is shown that the bandwidth efficiency of SU increases as the num-
ber of sub-channels increases due to the increase of the choices in the
sub-channel space. It is found that increasing the number of random
jammers does not significantly affect the bandwidth efficiency of the
intelligent SU. It seems that frequency hopping is a very good strat-
egy for the SU to avoid the jammers, especially when the number of

sub-channels is high.
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4.3 Summary

The major contributions of this chapter are summarized below:

1. For discrete problems like the selection of frequencies in anti-
jamming problems, it is difficult to manage using convex opti-
mization [68]. Hence, learning theory is needed in the decision
process. The learning algorithm should cope with uncertain dy-
namics and incomplete information, whereas game theory can
adequately model and analyze the mutual interactions among
adversarial users. Therefore, it is promising to incorporate the

learning algorithm into game theory.

2. Against this backdrop, a game-theoretic optimal frequency hop-
ping scheme is devised between SU and intelligent jammer in a
dynamic environment using the Q-learning approach to pick the
optimal sub-channel as shown in Figure 3.1.

3. A game model with both players as Independent Learners (ILs)
is developed, where they selfishly and independently select their
optimal sub-channels in a Multi-Agent Reinforcement Learning

(MARL) setting to increase their utilities.

4. The proposed game theoretic model in conjunction with learn-
ing based FH algorithm helps SU avoid the attacker and hence
reduce the probability of jamming and increase the bandwidth
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efficiency of the cognitive system.

5. Moreover, the complexity analysis and the results and discus-

sions are presented to conclude the chapter.

6. The simulation results show improvement in the performance

and overall bandwidth efficiency of the cognitive radio network.
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CHAPTER 5

Part-II: Enhanced Protection
Against a Rate-Aware Intelligent
Jammer in Cognitive Radio

Networks

This chapter presents the second part of the research work presented
in this thesis. This chapter is dedicated to the deception based
anti-jamming techniques to combat against a rate-aware jammer in
cognitive radio network. As discussed in chapter 3, a PSU is used to
deceive the intelligent jammer. The utility of the system is derived

for two cases of with and without PSU.

Definition 1[115]: If the following two inequalities are ful-
filled, a set of strategies (¢*, 5*) {4 for row player, and j for column

player} result in a non-cooperative! Nash equilibrium solution to a

1f the agents in the game receive opposite rewards, then the game is called non-cooperative while if
all the agents receive the same reward, the game is called a fully cooperative game.
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bimatrix game (A = {A;;}, B = {Bi;}), where A and B are reward
matrices for each player, foralli=1,2,3,...,Nand j =1,2,3,...,N
states.

Aisjo 2 Ayye, Vi,j=1,2,3,.,N
7 ] ’ (5.0.1)

Biejo 2 Byje, Vi,j=1,2,3,..,N
Furthermore, the pair (A;.j+, Bj+;j+) is regarded as the bima-
trix game’s non-cooperative Nash equilibrium outcome. Where A;;
represent the payoff matrix for player I and B;; is the payoff ma-
trix for player II. The payoff matrix of standard matrix game should
represent the objective of each player.

5.0.1 Utility without PSU:

The utility function of SU network can be written as the overall gain
of the secondary network, which is being controlled by the cogni-
tive base station (CBS) having a number of SUs in the network, is

determined by »
Ucss =Y Ui (5.0.2)

=1

where U; = Ci(1 - 6)G —6&T), V1 <i < Nand C; =
W/Llogy(1 + Pri/(Nw-W/L)), V1<i< N which satisfy
G =R/LTX.R, VieN
N osi=1 (5.0.3)
0<§<1
where R; is the data rate based on the modulation schemes adapted
by the i** SU/PSUs. The intelligent jammer may acquire the rate/code/modulati
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information of SU/PSU either using explicit rate information or
modulation and code guessing [52]. Moreover, the rate information
of a transmission is vulnerable in many communication protocols. In
IEEE 802.11 networks, for example, the rate is specified explicitly
in the SIGNAL field of the physical layer’s frames. An intruder can
easily coordinate with two parties’ communication, evaluate data
frames, and derive the rate. As demonstrated in [49], this attack
is quite practical. The adversary can evaluate the received signal
in complicated I/Q form even if the rate information is not explic-
itly supplied inside the packet header. The attacker can trace the
received constellation pattern and determine the modulation in use
after performing carrier synchronization, frequency, and phase off-
set correction. The frame structure of the protocol is not required
for this method. The guessing strategy on USRP can be shown by
creating a modulation detector that can identify the modulation of
a transmission in real time. It may readily be modified to create a
practical rate-aware jammer that jams high-rate packets selectively.
An aftacker could employ more sophisticated techniques to deter-
mine not only the modulation of the message, but also the codes
used. One such method is to follow the sequence of received symbols
in order to predict the codes based on the fact that various codes
cause distinct transitions from one coded symbol to the next. For

the attacker, guessing through matching and trial-and-error is effi-
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cient since most communication protocols specify a finite variety of

modulations and codes [52].

5.0.2 Utility with PSU:

The utility function of secondary network in the presence of PSU
can be written as the overall gain of the secondary network, which
is being controlled by the cognitive base station (CBS) having few
SUs and a PSU, is determined by Upgs = TN U, + Upgy. Since
the PSU does not take part in useful communication, so the utility
of PSU is not counted for the calculations of throughput. Therefore,
the ultimate utility of CBS is given by

N-1 ,
Ucps = 21 u, (5.0.4)
where U, = Gi((1 — 6;)G — 6,T), V1 <i< N, and satisfies,

rtﬁ =R/(T Rj+Rp), VieN

)% = Rel (S5 Ry + Ry),

N—
'=116:+6;=1

(5.0.5)

0<6;,8,<1

where 6: is the attraction factor for 4, user in the presence of PSU in
the network and R, is the data rate of deceptive PSU transmission.
The attraction factor d, of a PSU is kept slightly higher than all other
legitimate SUs in the network. i.e., & < d,, so that the jammer
is more attracted towards PSU as compared to legitimate SU. In
general, the probability of the attacker falling in the trap of PSU is
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given by 8 =1~ £ .

The objective of the secondary network is to maximize the
network utility by successfully deploying PSU to deceive the jammer
while increasing the throughput of the system. The throughput of
the system is calculated by adding the throughput of every successful
individual user, i.e.,

Ucgs=U1 +Ua +Us+ -+ Uy_; (5.0.6)

Using the values from Equation (3.3.3) and rearranging will give

N-1
Ucps =6 Ci~(G+T)86C1+ (G + T)5Ca

i=1 (5.0.7)
+(G +T)6Ca+ -+ (G + T)oy_1CN-1
which further reduces to
, N-~1 N-1
Ucps =93, G~ (G+T) Y 66 (5.0.8)

i=1 =1

The problem can be formulated as an optimization problem.
The optimal strategy of the CBS is the maximizer of the following

problem

mexUcpg = § Jilcs -(G+J) N—: 8,Ci. (5.0.9)
subject to
(8 =R/ R+ Ry), ViEN
|5 =R/ (T Ri+ Ry), VieN
T s +e=1

(5.0.10)

06,8, <1
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5.0.3 Cost of Implementing PSU-based Deception

The cost is paid in terms of bandwidth loss incurred by adapting
a dummy user named as a pseudo secondary user (PSU). The loss
is higher when the PSU occupies a sub-channel with higher SNR
values, resulting in more throughput reduction as depicted in Figure
5.6 Figure 5.5 and the discussion hereafter. Since the PSU does not
take part in the bandwidth efficiency of the CBS, therefore, as the
PSU hops to the higher quality sub-channel, the data rate that could
be utilised otherwise is wasted by adapting the PSU to deceive the

jammer.

5.1 Results and Discussions

The simulation results are shown in bandwidth efficiency. The band-
width efficiency can be calculated in bits per second per Hertz (bps/Hz)
as follows:

n

= c’";(“;r";") = log, (1 + ﬁ%) , VneN (5.1.1)
The proposed results are compared with and without the PSU in
the network. i.e., the comparison is made for N SUs against N — 1
SUs plus 1 PSU. for simplicity, the channel conditions are considered
in ascending order i.e., SNR; < SNRy; < SNR3 < --- < SNR; <
-+ < SNR;. It means that the L** channel is the best channel

among all.
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Figure 5.1: Impact of increasing PSU data rate against a rate ware jammer.

5.1.1 The Impact of the Increasing Data Rate of PSU against a Rate-

aware Intelligent Jammer

Figure 5.1 depicts the impact of the increasing data rate of PSU
against a rate-aware intelligent jammer. It is shown that increasing
the data rate of a PSU increases its attraction factor and become a
more attractive target for an intelligent jammer. Hence protects the
other SUs from being jammed. The successful communication of rest
of N — 1 SUs increase the overall utility of the system. Specifically,
it is shown that the utility almost remains constant after the data
rate exceeds 1000 bps. Moreover, the data rate of PSU should be

at least great than 15 bps to get higher utility as compared to the
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Figure 5.2: Impact of increasing PSU data rate and attraction factor against a rate ware
jammer.

system without PSU.

5.1.2 The Impact of Increasing Jamming Probabilities of PSU against
a Rate-aware Intelligent Jammer

In Figure 5.2 impact of increasing jamming probabilities of PSU is
studied against a rate-aware intelligent jammer. It is shown that
increasing the jamming probability of PSU will secure the overall
system by increasing the overall utility of the CBS. More precisely,
it is evident that the jamming probability of PSU should be at least
0.18 to benefit from deploying PSU in the system. It should be kept

in mind that the curve with PSU is considered for N — 1 users. The
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Figure 5.83: Comparison of the data rate of PSU in terms of average bandwidth efficiency for
different values of N.

N, user excluded being PSU itself, because it does not transmit
legitimate signal and does not take part in overall throughput of the
system as mentioned in Equation (5.0.4). It is to be noted that the
straight line of the utility of the CBS without PSU (blue rectangles)
is due to the fact that it is independent of PSU probabilities. If equal
resource utilization for SU/PSU is assumed, then the network with
one SU and one PSU consume 50% of its resources to protect one SU.
Similarly, when there are seven SUs and one PSU, the 1/8 = 12.5%
resources are wasted. It is better to use PSU for a bigger network of

SUs.
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Figure 5.4: Comparison of attraction factor § of PSU in terms of average bandwidth efficiency

for different values of N.

5.1.3 Performance Evaluation for Different Values of N

In Figure 5.3 the curves for different values of N are shown. It has
been demonstrated that when N increases, bandwidth efficiency im-
proves. Similarly, the curves in Figure 5.4 show the improvement
in bandwidth efficiency as N increases from 3 to 5 against the at-
traction factor of PSU. A similar behaviour can be observed for N

greater than 5.
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Figure 5.5: Comparison of the data rate of PSU in terms of bandwidth efficiency for different
locations of PSU from 1 to L.

5.1.4 The Effect of Changing PSU Positions

The change in the position of PSU is portrayed in Figures 5.5 and 5.6.
Figure 5.5 shows the curves for bandwidth efficiency when the po-
sition of PSU is changed from 1 to L* sub-channel 2. The overall
bandwidth efficiency of the CBS is highest when PSU is deployed
at the sub-channel with the lowest channel quality, as shown by the
solid line for ! = 1. Furthermore, from Figure 5.6 it is evident that
for | = 1 the PSU is effective only after the attraction factor ex-
ceeds 0.15 probability. However, from both Figures 5.5 and 5.6 it

2For simplicity, L = N. Keep in mind the assumption that the SNR; of sub-channel 1 is minimum
while SNR., is maximum.
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Figure 5.6: Comparison of attraction factor 4 of PSU in terms of bandwidth efficiency locations
of PSU from 1 to L.

is visible that when the PSU moves to the next sub-channel with
higher channel qualities, it may waste its resources to deceive the
jammer resulting in less bandwidth efficiency. For a total of L = 5
sub-channels, when PSU is at [ = 3, the bandwidth efficiency curve
of PSU crosses the curve without PSU at around 0.43 probability
with the lowest productive bandwidth efficiency. The PSU at [ =4
and ! = 5, the bandwidth efficiency gets even worst, which decreases

with increase in data rate.

The proposed model results are compared with [1} and [2] to
show the bandwidth efficiency of the proposed approach as shown in
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Table 5.1. Since the work presented in [1] and [2] use FH and FH
+ RA, respectively, using reinforcement learning to maximize band-
width efficiency of the system, therefore, for the fair analysis, the
results are tabulated for the better comparison of the three papers.

Table 5.1: Comparison of performance evaluations of our proposed scheme with the work pre-
sented in [1] and [2].

[ Parameters (1] [2] | The proposed scheme

H: No. of PU 1 1 1

N: No of SU 1 1 1

M: No. of jammers 1 1 1

L: No. of sub-channels 10 5 5

SNR4p [0 10:20] - [0 10:20)
Jammer type Level-I | Level-I Level-IT
Bandwidth efficiency (bps /Hz) 5.7 4.2 17.24

As depicted in Table 5.1, all other parameters are the same
except for jammer type. The jammer type used in [1] and [2] is a
reactive jammer, which commences its transmission upon detecting
SU activity in the cognitive radio enabled network. This type of
jammer is named as Level-I jammer in section 3.3.1. In the proposed
work, a more challenging jammer is considered, which is a reactive
jammer and targets the SU based on each user’s attraction factor,

making it more harmful to the highest impact communication.

Moreover, the bandwidth efficiency comparison results demon-
strate that employing the deception-based anti-jamming technique
proposed in this study has an advantage over the work in [1]. The
bandwidth efficiency of the proposed approach is more than 3 times
that of [1). The bandwidth efficiency of the proposed approach is
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more than 4 times that of [2]. To be very accurate, the results in [2]
shows the bandwidth of 21bps for 5 sub-channels (see Figure 7 in [2]).
To get bandwidth efficiency for each sub-channel 21 is divided by 5
to get the bandwidth efficiency equal to 4.2 bps/Hz. Furthermore,
all results were obtained with the help of the MATLAB simulation

environment.

5.2 Summary

The major contributions of this chapter are summarized below.

1. The focus of this chapter was on combating smart rate-aware
jamming attacks by adjusting transmission rate in cognitive ra-
dio networks. An intelligent reactive jammer was considered,

which was called an infant jammer in section 3.3.1.

2. A cognitive adversarial rate aware jammer, which is an intelli-
gent attacker aware of the communication parametersi.e., trans-
mission rate and can adapt the dynamics of the sub-channels

and the strategies of SU.

3. A unique utility function is introduced, where the channel con-
ditions may change from one sub-channel to another with near
practical channel conditions.

4. The mathematical model of a novel deception-strategic pseudo
secondary user (PSU) is proposed by introducing an attraction
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factor § of each user based on the actual transmission rate to

decoy intelligent rate aware jammer.

5. The simulation results show improvement in the performance

and overall bandwidth efficiency of the cognitive radio network.
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CHAPTER 6

Conclusions and Future

Suggestions

Conclusion and the future dimensions in the light of limitations are

presented subsequently.

6.1 Conclusions

This research investigates an anti-jamming stochastic game in con-
junction with a multi-agent reinforcement learning algorithm. Both
random and intelligent jammers were considered. The anti-jamming
game was designed as a Markov game based on the Q-learning al-
gorithm. A game-theoretic optimal frequency hopping scheme in
a dynamic environment is devised in the presence of adversarial
jammers by using Q-learning approach to pick high-capacity sub-
channels while avoiding the jammer. A game model with both

players as independent learners is developed, where SU and jam-
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mer selfishly and independently select their optimal sub-channels in
a multi-agent reinforcement learning setting to increase their indi-
vidual utilities. The proposed game theoretic model in conjunction
with learning based frequency hopping algorithm, helps the SU to
avoid the attacker, hence reducing the probability of jamming and
increasing bandwidth efficiency of SU. It was shown in the simula-~
tion results that the proposed method outperforms the benchmark
system in terms of both the bandwidth utilization and the jamming
probability. More specifically, the average bandwidth efficiency im-
proves from 4.9 (bps/Hz) to almost 5.7 (bps/Hz) as compared to the
benchmark scheme. While the jamming probability is reduced to
less than 0.1 using the proposed approach. Furthermore, when the
channel exhibits variable channel quality (as in case I), the intelli-
gent SU can intelligently choose sub-channels with higher capacity
while avoiding the intelligent jammer. Moreover, the bandwidth ef-
ficiency of the SU does not decrease significantly when the number

of random jammers increases.

In the second part of the study, a unique game-theoretic
anti-jamming deception strategy is introduced to improve the over-
all bandwidth efficiency of a cognitive radio-based communication
system. A defensive deception anti-jamming method based on rate
modifications is used to deceive the attacker and safeguard the re-

mainder of the network from adversarial effects. To lure the jammer,
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a counterfeit user inside the network is introduced as a trap for adver-
sary. The higher a secondary user’s data rate is, the more attractive
to a rate-aware intelligent jammer. The simulation findings sug-
gest that utilising the recommended deception-based technique has
improved performance significantly. Simulation results show that
bandwidth efficiency of the network adapting the proposed decep-
tion strategy crosses the bandwidth efficiency curve of the network
without PSU at around the attraction factor of 0.16, which conform
to the claim that the CBS with the PSU performs well even with
the attraction factor of 0.20 compared to the system without de-
ception strategy. Furthermore, compared to a system that does not
use the deception method, the proposed solution can increase band-
width efficiency by up to 1.7 times. Similarly, since the PSU does
not take part in legitimate communication, assigning PSU the high-
est quality sub-channel will reduce the bandwidth efficiency hence
demanding an optimal sub-channel selection for better bandwidth

efficiency, evident from the results shown.

6.2 Future Suggestions

The research presented in this thesis can be extended further in the

light of limitations as follow:

1. The proposed anti-jamming research is done with the assump-
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tion of perfect time and frequency synchronization. The same
can be extended for imperfections in time and frequency syn-

chronizations, in the presence of a jammer.

2. Keeping the role constant of SU can make the jammer conscious
about the PSU, and can easily result in the counter-deception
strategy by the intelligent jammer. The deception strategy can

be extended further if the role of a SU is changed dynamically.

3. Inspired by the change of guard ceremony with transitions
between SU and PSU may lead to further confusion for the

jammer.

4. A dynamic assignment of PSU based on the current dynamics
of the environment for the optimized selection of PSU can lead

to more complexity in the deception mechanism.

5. Moreover, a PSU with a higher attraction factor can also be

used to detect the jammer and predict the intelligence level by
guessing its fingerprints.

6. Finally, Using FH with RA for the decoy mechanism may en-
hance the deception further. Enabling PSUs to hop to other

available sub-channels and rate adaption can give the PSU free-

dom of efficient spectrum utilization while deceiving jammer.
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APPENDIX A

Elements of Game Theory

The game theory began as an application of mathematics. It was
employed during the Cold War to model and forecast Russian nuclear
weapon motions. However, it later expanded into a discipline with
a wide range of applications. Game theory is now widely applied in

economics, sociology, politics, and engineering.

A.1 Preliminaries

Game theory simulates multi-agent interactions in which one agent’s
actions influence the outcomes of all other agents. In game theory,
these agents are referred to as players. Set of Z represents all players
of the game. In N-player game, the set Z;_; represent all opponents

of the #*h player, where

I=12,3,...,N (A.1.1)
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Each player has a collection of pure strategies that he can use to
counteract his opponents. When you play against other players, it
doesn’t always imply you’re hurting them. It’s also possible to play
cooperatively, in which each player help their opponents. The game’s
strategy space is the Cartesian product of all players’ strategy spaces.

S=81X82X83X---XSN (A.1.2)

Players choose their strategies at every turn of the game, and
a strategy profile s € S is played. In game theory, if a player has a
strategy of s; € s, the opponent’s strategy is indicated as s_; = s/s;.
As a result of the strategy profile s, each player is assigned a utility
(payoff) u;(s;,s—; € U;. All possible utilities U from all possible
strategy profiles are collected in this set. U is another fundamental

element of game theory.
u=U1XU2xu3X---XuN (A13)

A.1l.1 Mixed Strategy

A mixed strategy space ¥; is a probability distribution over the pure
strategies S; for every player i in the game. Therefore payoff of the
player is the expected value of the pure strategies payoffs. And mixed

strategy space of the game is the Cartesian product of individual
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mixed strategy spaces similar to pure strategy space,

=Y XD XD XX Dy (A.1.4)

player i’s payoff to mixed strategy profile o is,

ui(0i,0-) = Y f[ a,-(s,-)) ui(84, 5-;) (A.1.5)
8€es \j=1

As a result, any pure strategy profile is a mixed strategy profile,
with each player’s probability weight accumulating on a single pure
strategy. A game G is represented by

G=<ZIS8UY > (A.1.6)

A.1.2 Pure Strategy

A thorough explanation of how a player will play a game is provided
by a pure strategy. It determines the course of action a player will
take in any given situation. The set of pure strategies available to a

player is referred to as that player’s strategy set.

A.2 C(Classification of Games

* One shot game: This is a game that can only be played once.
The pay-off could be such that a game, such as mutually assured

nuclear destruction, would be impossible to repeat. People are
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often enticed to act opportunistically or selfishly in one-shot

interactions.

» Repeated games: is the simplest kind of game in which each
stage is repeated and usually these repetitions are indefinite, in
infinite time horizon. Let N denote the number of secondary
users in a game and a* represents the set of actions taken by
those N SUs in kth stage of the game. The action in each stage
k is to maximize utility by taking into account the history of
the actions taken in previous stages. The expected strategy
is discounted by the factor 0 < d < 1, which means that the
payoff of the current stage is worth greater than trailing payoffs.
The simple example, in this case, may be taken as a jamming
scenario. Where N secondary users are the players of the game.
Among these N players J are jammers and K are legitimate
secondary users such that N = K 4 J. Their respective actions
are to choose the C available channel by avoiding the jammer
and to choose C; channels to jam the channels to reduce the

payoff of the legitimate users.

« Stochastic game: A stochastic game is a recurring game with
probabilistic transitions performed by one or more players, first
introduced by Lloyd Shapley in the early 1950s. The game is
divided into several stages. The game is in some state at the
start of each stage. The players choose actions, and each receives

127



APPENDIX A: ELEMENTS OF GAME THEORY

a reward based on the current condition and the acts taken.
The game then shifts to a new random state, the distribution
of which is determined by the previous state and the players’
activities. Play continues for a finite or infinite stages after the

method is repeated in the new state.

A.3 Equilibrium Concepts

A solution concept in game theory is a formal rule for predicting how
a game will be played. These predictions are known as "solutions,"
and they describe which strategies players will use and, as a result,
the game’s outcome. Most famously Nash equilibrium, Equilibrium

notions are the most widely employed solution concepts.

A.3.1 Nash Equilibrium

The Nash equilibrium is a concept in game theory that states that
the best outcome of a game is one in which no player has an incentive
to deviate from their chosen strategy after considering the strategy
of an opponent. According to Nash equilibrium, the ideal conclusion
of a game occurs where there is no incentive to depart from the

beginning strategy, a notion in game theory.
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A.3.2 Stackelberg Equilibrium

The Stackelberg equilibrium model is a strategic game in which the
leader player moves first, followed by the follower player. It was
named after the German economist Heinrich Freiherr von Stackel-
berg, who presented the concept in his 1934 book Market Structure
and Equilibrium (Marktform und Gleichgewicht). In terms of game
theory, the game’s players are leaders and followers who compete on

quantity.



