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Abstract
Four Parameter Kappa Distribution using Linear Moments as method of estimation is
being used in this study for 10 days average Annual Minimum Flow Series (AMFS) of
each of 09 gauging sites at Indus basin of Pakistan. Four selected distributions
Generalized Extreme Value (GEV) Distribution, Generalized Logistic (GLO)
Distribution, Generalized Pareto distribution and Exponential distributions being
special cases of Kappa distribution are fitted for each of 09 sites, which are
commonly used in low flow Analysis (LFA). The fitting of these distributions is also
evaluated by using different goodness-of-fit methods, such as Anderson darling fest,
Kolmogorov test. Further L-Moments Ratio Diagram (LMRD) is also being used to
confirm the goodness- of-fit for the above three distributions. Finally the results show
that Exponential distribution is the most suitable distribution for the AMS flows for
the majority of the sites in Pakistan followed by GEV,GLO and GPA distributions
respectively, when the parameters are estimated by using L-moments technique. . The
Return Periods from 2 to 1000 years and corresponding quantiles are also provided
for best fitted distributions. These quantiles are useful for water resources

management.
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CHAPTER 1 | INTRODUCTION

CHAPTER 1

1.1 Introduction

A very few countries in the world have sufficient water resources, Pakistan is one of
them. Himalayas and Karakorum heights contain the largest glaciers of the world and
it makes them the great source of fresh water for plains of Pakistan. This blessing of
nature dampens over 16 million hectors of cultivable land of Pakistan. Being an
agricultural country Pakistan is highly dependent on this water for imrigation. Pakistan
earns 24% of its GDP out of agriculture. This agriculture is mainly the subject to the
Indus Basin water. Himalaya and Arabian Sea make its boundary outline. It touches
India and Pakistan oh its eastern edge. Indus basin mainly relies on Indus River for its
irrigation but it could be insufficient without receiving a contribution from River
Jhelum, Chenab, Ravi, and Sutlej. The River Indus is amongst the largest rivers of the
world. The quantity of water carried by River Indus is three times the Nile’s, ten times
the Colorado River in United States of America and Mexico, and equal to the
Columbia River’s in Canada and United States of America” (Gillani and Azam,
1996). The irrigation system developed in Pakistan through canals and other tools lies
among the best and largest irrigation setups in the world. The main canals and
branches measure about 62,500 km which irrigate ;ln area of 16 million through 1.44
million km length of water courses diverting 75% of its water. Consequent to the
Indus Water Treaty 1960, Pakistan constructed and built seven new link canals
simultaneously improving three of its earlier links, six new barrages were provided
while four, of the barrages which were built before pre-partition period were
remodeled for the facilitation and regulation of the waters. It must be noted that under
Indus Basin Development Fund two large dams namely Tarbela at River Indus,

Mangla at River Jhelum and one medium size dam Warsak were built to sustain and
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CHAPTER 1 | INTRODUCTION

irrigate the agricultural land in Pakistan (Fahlbusch and Thatte 2004). However the
Agriculture and Hydro-Electric Generation of Pakistan suffered heavily due to low
flows of water of Indus River Basin especially in the Rabi Season (October to March).
The last decade has-been considered a period of droughts conditions due to the low
.ﬂows of water of Indus River Basin. The low-flows below the normal are extremely
hazardous and perilous for an"agricultural country like Pakistan. Some surplus water
is stuck in lakes and other water containing bodies. Water quality highly depends
upon stream flow.

1.2 Stream Flow

The quantity of water that runs through any explicit point at any specific span of time
is called “stream flow” or “discharge”. Velocity and Volume are considered two
important constituents of stream flow. Velocity refers to the speed of water and
volume refers to that quantity of water which runs across the reference point. This
“Flow” is usually enumerated as “discharge” Hence the stream flow or discharge can
be defined as “the volume of water ﬂowihg in a stream channel expressed as unit per
time (cusec)” or “the rate of flow or the volume of water that passes through a channel
cross section in a specific period of time”. The constituents define the energy of
running water. Curves and lines of stream are formed due to water energy. The
chemical and biological characteristics of water also depend upon water energy.

1.3 Low Stream Flow

From above definitions of stream flow it can be said that low stream flow is “smaller
volume of water flowing in a stream per unit time with lesser speed”. It means low
flow refers to the amount of water that is lesser thain the standard volume, with the
minimum speed in per unit time. Hence Minimum stream flow witnessed per unit

time is “low flow”. The measurement of Low stream flow is needed to manage the
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CHAPTER 1 - INTRODUCTION

1.4 Introduction Linear -Moments (L-Moments)

The uncertainty events such as minimum flows are uncommon and happen in a short
amount of time. Therefore, it is crucial for probability distribution to study its
characteristics. Qutlier values are generally to be found in the minimum flow data
which are logically danger. In the presence of outliér the standard estimation methods
are tremendously affected. These methods may contain Least Square (LS), Maximum
Likelihood Estimation (MLE) and Method of Moments (MOM). MLE is not good
choice when sample is small and in presence of extreme observations. As the outlier
observation has extreme effect on these methods, we need a strong method of

estimation, to reduce the effect of outliers on the estimates.

L-moments were introduced by Hosking (1990) as the summary statistics for
“probabil‘ity distributions and data samples”. They share similarity to conventional
moments by delivering “measures of location”, “skewness”, “kurtosis”, “dispersion”
and additionally they deliver features of “shape of probability distributions or data
samples”. The difference lies in their calculation i.e. the linear arrangement of the
sample ordered statistics for L-Moments. The Sample L-moments are taken as
unbiased estimates of the population L-moments. )
Conventional moments cannot offer as many advantages as offered and performed by
L-moments e.g. probability distribution for L-moments is meaningful when the
distribut‘io‘n*‘has finite mean, requires finite variance for finite standard errors Hosking
(1990). Asymptotic estimations applied to sampling distributions are more helpful for

L-moments as compared to when used for ordinary moments (Hosking, 1990). L-

moments provide a better tool to identify the parent distribution generating data
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One of the recent developments in the modeling of minimum flow is 4-P Kappa
distribution (Hosking 1994). Four-parameter (4-P) distribution is being used as highly
reliable and advantageous tool because it includes the characteristics and benefits of 2
and 3-P distributions as well. 4-P distribution fits well to the data where 2 or 3-P
distributions, provide poor fit. This study is going to consume 4-P Kappa distribution
with the L-Moments procedure, as a tool of study to obtain reliable Quantile
estimates, particularly at higﬁer return periods such as 5, 10, 15, 20, 25 and 500 years.
The study will rely on the Pakistan flood Commission data observed between 1982
and 2013 at 9 gauging stations across Pakistan as source of data. Quantiles are aimed
to make for planning and designing of policy in this regard.

Where significant measures of efficiently watched flow information exist low-flow
frequency investigation should be utilized in choice making in light of potential
financial -effects. A high financial worth is connected with the exercises of forecast
and investigation of low-flows and the subsequent long term dry seasons. It must be

captioned that dry spells have more extreme results and are regularly more expenses.

1.6 OBJECTIVES OF STUDY

Low flow analysis at Indus basin adversely affects agriculture, environment and
economy of Pakistan. So there is a dire need of Frequency Analysis (FA) of low flow
at Indus basin in Pakistan.
> To minimize the problems in identification of parent distributio? that
describes variability of 10-days Annual low flow series by using the 4-P
Kappa distrit;utiori. |
» To predict 10-days Annual low flow (low flow quantiles) in Pakistan for

different return periods.

[SS P,
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CHAPTER 2

Literature Review

Many researchers of different areas including USA, UK, Malaysia, Pakistan, Iran,
India, China and many other countries worked on low streamflow.-In order to support
this study, we reviewed the work of these researchers. In this chapter, we include the
references which explain the methodology of modeling of minimum stream flow

using four parameter kappa distribution based on linear order statistics.

2.1 Review of Methodology

Gulhati (1972) discussed the entire Indus Basin in the light of Indus Waters Treaty
1960, sig'ned betwean India and Pakistan due to efforts of World Bank to resolve the
issues of Waters of Indus Basin between two countries. The view point of both the
countries and their claims on Waters of rivers on Indus Basin were reflected in details.
The impacts of the treaty and distribution of waters of the Indus Basin were also

discussed.

Hosking (1990) derived L-moments as Linear Combination of Order Statistics.

Author also provided basic definition, properties, methods of estimation of L-
moments and estimation of L-moments ratios. The paper also discusses the method of
identification of suitable distribution and its parameter estimation and hypothesis
testing using L-moments technique.

Ahmed (1993) described Status of Irrigated Agriculture, Surface Water Resources,
Construction of Barrages and Canals, Utilization and Management of the Surface
Water Resources, Seepage from Irrigation Unlined and Lined Canals and Ground

Water Resources of Pakistan. Salient features of major Dams; Barrages, Canals and

i g e P, S e
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Link Canals together with their command area, Rivers along with their catchment area
and water quality were also mentioned.

Vogel and Fennessey (1993) concluded that product moment ratio estimators are
biased estimators for small samples in case of hydrological applications. On the other
hand L-moment estimators are useful estimators for small and large sample sizes and
for highly skewed probability distributions. A useful comparison of both kinds of
moments is mentioned in the paper.

Guttman et al. (1993) calculated quantile estimates of low precipitation data for the
United States. The objective of such estimates is to prepare nati;)nal drought atlas_
keeping in view Low streamflow and precipitation data. The quantile values were
calculated for 111 regions across the U.S using L-moments algorithm. Pearson Type
III and Wakeby were considered the most suitable distributions for the study. The
results of the study indicate that for low return periods the quantile estimates are low
and for high return periods the quantile estimates are_high for both the probability
distributions.

Vogel and Wilson (1996) studied Probability Distributions of Minimum, Maximum
and Mean stream flows in United States with the help of L-moment Ratio Diagrams.
It was found that L-moment Ratio Diagrams are most suitable as compared to
Ordinary Moments Diagrams as these can reflect several distributions on the same
graph paper. It is concluded that Pearson Type 3 is best fitted distribution for
minimum and mean stream flow in the area,

Hosking and Wallis (1997) explained steps to work out the Regional Frequency
Analysis of extreme events in hydrology which include (i) Screening the data (ii)
Selection of appropriate probability distribution and (iii) Estimation of probability

distribution based on L-moments procedure.

e ¢ e
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Parida (1999) worked on Indian monsoon data which was collected over 50 stations
across the India of 41 years from 1940 to 1980 by using four parameter kappa
distribution. To obtain reliable quantiles estimates he used linear moments procedure.
By usieg quantiles estimates, he developed isopluvial maps for some generally used
return periods such as20, 50, 100, 200, 500 and 1000 years that may be used by

meteorologists.

Sankarasubramanian and Srinivasan (1999) provided useful evaluation of sampling
characteristics of Linear moments and Conventional moments. It is illustrated C-
moments are suitable for lower skewness for small samples, while L-moments are

advantageous for high skewness for both small and large samples.

Caruso (2000) carried out Low Flow Frequency Analysis of 21 rivers in New
Zealand. The candidate distributions for the homogeneous regions were found GEV,
h EV I and LN3. However, the GEV was robust distribution. In the paper the author

also suggested methods to treat the Zero flow in the data series.

Connie Winchester (2000) extreme values in a random sample are, in many important
‘ﬁapplications. The most crucial observations. Natural disasters such as floods, wind
storms or heavy rain for example, are frequently the result, of extreme observations.
While exact distributions of maxima or minima may sometimes be derived, extreme
values are more often modeled by the generalized extreme value (GEV) distribution
since theory shows this distribution limiting form of the distributions of extremes. In
reality, however, results are sometimes unsatisfactory when the GEV distribution is
@ fitted to finite samples. Among other common three-parameter distributions, four-

parametef kappa (KAP) distribution is unique due to its generalization of the

generalized extreine value distribution and work’s well when the GEV distribution is

10
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not performing. Linear functions of expected order statistics viz. L moment estimates
(LMEs) are used by under study method of estimation. However, provided that they
are computable, are often nonfeasible. Additionally, for the KAP distribution, the
asymptotic distributions of the LMEs are not easily tractable. The well-known
maximum likelihood estimation is proposed as an alternative method of parameter
estimation. Since this method consists of optimizing non-linear utility of four
variables, problem is computationally difficult. A model research is conducted to link
the performance of maximum likelihood estimates (MLEs) and the LMEs. Results
show the MLEs to be comparable and sometimes more desirable estimates- The
variance of the MLEs is further investigated. Finally the fit of the KAP distribution

b-v-\

versus the GEV dlStl‘lbUtlon is cons:dered for real-life extreme value wind data.
oy e e

Peel et al. (2001) attempted to analyze the utility of graphical methods and L-moment
ratio diagfam for selection of suitable probability distribution. The author concluded

that use of graphical technic together with L-moment ratio diagram for the selection

of distriﬁp;ioq__is not appropriate and r‘athér suggested heterogeneity tests together

s

ko o

Bari and Sadek (2002) conducted Low stream flow Frequency Analysis of rivers in
Nort'h West of Bangladesh. Ten daily low flow data of thirteen gaging stations was
used in the study The quantile estimates of low ﬂow usmg Regional Frequency
A;laIYSIS are compared with those‘ of at-snte analysns Welbull and Pearson Type 3

were found most suitable choices to estlmate low flow of the rivers in North West part

of the country.

Kroll and Vogel (2002) used L-moment diagrams based on L-moment ratios to study

probability distribution of Low Stream Flow Series in the United States. The paper

R
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indicates that 1-day, 7-days and 30-days annual minimum stream flow data was used
in the study. The paper suggested for low stream flow LN3 (Lognormal 3 parameters)
is best ﬁtted at non-perennial sites and P3 (Pearson Type-III) for perennial sites in the
\\ United States. It is concluded that L-moment ratios behaved differently for perennial

and non-perennial sites and recommended to analyse both kind of sites separately.

Reilly and Kroll (2003)  they used baseflow correlation to estimate the low
streamflow at ungagged sites of US. A provincial assessment of baseflow correlation

estimators is made by using daily streamflow data at more than 1300 sites. They

investigated that baseflow correlation gives better results when baseflow data are
\ almost independent and are located inside 200 km They compare baseflow correlation
\ and provineial regre‘sAsion and conclude that for low streamflow estimation, baseflow

: LN . . . . ;
L correlation gives good results. -

dp

t % Kumar et al. (2003) developed Flood Frequency relationship accordmg to regions by
\ b use of L-moments method. The study area comprises Middle Ganga Plains of India.
- y p
\ They found‘ that GEV is-the best fitted distribution for the study area. Growth curves

;'gr 2,5, 10, 25, 50, 100, 200, 500 and 1000 years return periods were constructed.

YUlé and WANG (2004) used L-moment technique to find distribution of Annual
A

Average Stream Flow of Canada. All the sites included in the study having more than

20 years of data of stream flow. They conclude in their paper that GEV distribution,

LN3 and P3 distributions are best fitted for the estimation of annual average

streamflow data of Canada.

Bekoe et al (2005) discussed and used various probability distributions to find out the

best fitted distribution on low streamflow data also find out the shold of river Ayensu

where low streamflow exist. Their results indicate that Okyereko station at basin had

12
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~

some trend to yield\unexpected'mihimum low streamflow with threshold amount of
water 0.20 m3/s that is equal to 95% of time. The chance of existence of low
streamflows in basin is small and that amount of water abstraction in terms of water
supply for industrial, agricultural and domestic requirement is, sustainable .and

sufficient.

e

Rakesh Kumar and Chandranath Chatterjee (2005) analyzed data of low streamflow
13 gauging sites of India. They use basic assumptions for the screening of data for
regional low streamflow analysis. Also used simulations procedure to check

heterogeneity of data by applying kappa distribution= Théy observed that 10 sites out

-

of 13 having constitute as homogeneous region. They also conclude that the identified

distribution GEV is quit robust for study area. .

“Yurekli et-al. (2005) conducted Regional Frequency Analysis of Low Flow data from

H

Cekerek River Basin. In the paper Drought is defined asa phenomena caused by
shorfage of water due to low stream flow. Three gauged stations were selected from

the_said basin and 7-days low flow readings were noted. L-moments technique was

-used for regional frequency analysis to find out the best fitted probability distribution:

Amongst the selected candidate distributions the GPA was found most suitable

J ) ;
Chen et al (2006) used the L-moment procedure to study the regional frequency of

low streamflows. They used five distributions: generalized extreme value, generalized
logistic, generalized lognormal, Pearson typé 111, and generalized Pareto to study low
streamflows for Dongjiang basin. L-moment procedure was used to estimate the
i
H i

parameters of above menticned-distributions. For each return period they -calculate

low streamflow estimates by applying method of index flood.

13
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Gustard and Demutﬂ (2008) prepared a Manual on Low —flow Prediction and
]

Estimation. The manl;al discusses in detail the Estimation, Forecasting and Prediction

of Low-flow, Hydrological data, Processes and Regimes, Low-flow Indices, the Flow-

Duration .Curves, Ext)fl;eme Value Analysis, Streamflow deficit, and Estimating Low-

flow at ungagged sites and artificially influenced rivers. The manual provide useful

guidelines for low streamflow studies.
]

i
Hussain and Pasha (2009) conducted regional flood frequency by using L-moments
method on 7 stations (%f Punjab Pakistan. They used discordancy measure to screen the
data of seven sites. ﬁomogeneity was check by simulations procedur;. Generalized
extreme-value, Generélized logistic, generalized normal, generalized Pareto, Pearson

type 111 and five parameter Wakeby distributions were used for the selection of most

appropriate distribution for quantile estimates.

§
i

Seckin et al (2010) .conducted comparison of maximum likelihood method and
probability weighted moments to carry out flood frequency analysis of Ceyhan River
Basin in Turkey by using streamflow data. They concluded that for estimation of
paraméterS'of logn‘or‘malv three parameters (LN3) and generalized extreme value

(GEV) distribution PWM method is a better choice rather MLE method.

Saf (2009) evaluated regional probability distribution for the annual maximum flood
series observed at 45 stream flow gauging river basins in Turkey using index flood

method. Seven sites out of 45were removed from the analysis because there was a

trend in the series. A regional analysis was performed on the remaining 38 sites. -

Discordancy measure was used for screening of the data. The homogeneity of regions

was identified by using 500 simulations by applying 4-P kapp distribution. To

14
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estimate the results on the basis of the relative bias and relative root mean square

error, they used Monte Carlo simulation.

Christopher et al (2009) conducted low flow frequency analysis in Canada and
northwestern Washington. They used 12 regional regression equations for estimating low
flow statistics. They computed adjused R? and root-mean-squared error (RMSE) and
conclude that gaging stations could be removed from the network without significant

loss of information

Gubareva and Gartsman (2010) estimated the parameters of extreme hydrometer
logical Characteristics by using streamflow data by L-moment method and found for
distribution with heavy tails L-moment can be calculated whereas conventional
méments do not exist. The pa;)er reflects that L-moment method give more stable

computation procedure as compared to maximum likelihood method (MLE).

Santos et al. (2011) conducted Regional Frequency Analysis of Droughts in Portugal.
Assumptions of independence and homogeneity were tested. Paper suggested that the

Kappa Distribution mode! should be used for drought assessment analysis in Portugal.

Devi and Choudhurt (2013) investigated rainfall frequency analysis for
Meteorological Division of India. To detect discordant sites they used discordancy
measure. They used 4 parameter Kappa distribution to check regional homogeneity by
comparing generated homogeneous regions. L-moments ratio diagram and ZDIST
étatisltlicg v;/ere used t-o select‘best fitted distribution. Log- Normal type III, Pearson
typé——3, generalized Pareto, generalized extreme-value and generalized logistic was

best fit distributions

15
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Rostami (2013) used flood data to perform frequency analysis based on L-moment
approach in west Azerbaijan province basins. Ward hierarchical cluster method was
used for the identification of homogeneous regions. The west Azerbaijan province
was divided into four regions. By the help of L-moment ratios the parameters of
regional frequency distribution were estimated in these regions. For the selection of
appropriate distributions L-moment diagram, Z statistic goodness-of-fit test and

plotting position methods were used.

Ahmad et al (2013) analyzed the data of annual 27 meteorological stations of Pakistan
during the period of 1960-2006. The random behavior of monsoon rainfall was
investigated :‘thrt‘)ugh Kappa probability distribution. L-moment techniéue was used to
estimate the parameters of this distribution. These estimates werc_‘used to calculated
quantiles’fo.r different T-years return periods such as for 2, 5, 10, 20, 50,100, 200 and

500 years.

Osman et al. (2013) performed Regional Flood Frequency Analysis at West Coast of
Malaysia using L-moments methodology. It was found that it was smaller difference
for low return periods between fitted and observed values as compared to high return

X

periods. *

Ayesha et al (2013) they conduct at-site flood frequency ana}lysis on Australian annual
,maximum- ﬂood‘ da}a. They used ﬁﬁeen different candidate probability distributions
for the selectio.n of best fitted aistribution. Four goodness-of-fit methods were used to
check the performance of distributions i.e., the Bayesian information criterion, the
Akaike inmeation criterion, Kolmogorov—-Smirnov test and Anderson—Darling test.

They conclude that a single distribution cannot specified all the information related to

all the Australian states

16
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CHAPTER 3

. Material and Methods

r.\%‘
3.1 Study Area and Data
For the current study the data of 09 different sites would be used. The daily
Minimum flow data taken from Pakistan Flood Commission is measured by flow
gauges in cusecs from which 10 days average AMFS will be constructed for the
proposed study. These 09 sites are located in province Sindh, Punjab, and KPK. The
record length of AMFS varies from 30 to 74 years.

Table 1.Basic Information about sites used in the study.
; Latitude | Longitude | Noof | M Standard Ske Coefficient

Nan,]e River (Nc:rtlh)e (é);%;u ¢ yeoar0 o de??atirm s oi? 5ar‘i;§t?3n
of sites (n) )

\"3 33.99 | 72.61 30 13650.0 | 2813.2184 | -0.0974 | 0.2060

= Kalabag 3295 |71.50 |52 21136.5 | 3774.6229 | 0.1729 | 0.1785
Chashm | 44 | 3243 |7138 [43 | 12609.3 | 4474.6401 | -0.0410 | 0.3548
Taunsa 30.50 | 70.80 30 14390.0 | 2918.0460 | -0.1196 | 0.2027
Guddu 28.30 | 69.50 30 15556.6 | 4716.6667 | 0.1672 | 0.3031
Sukkar 27.72 | 68.79 74 823.513 | 614.5168 | 0.5727 | 0.7462
Nowshe | Kabul 34.01 {72.00 53 6960.37 | 1107.3294 | 0.0559 | 0.1590
Marala Chenab | 32.68 | 74.43 47 5161.70 | 2003.3302 | 0.1477 [ 0.3881
Mangta | Jhelum | 33.15 | 73.65 26 1465.38 | 597.0769 | 0.0131 | 0.4074

18
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W
Himalaya and Karakorum is the origination of Pakistani rivers system. There are five
rivers, Chenab, Indus, Sutlej, Ravi, and Jhelum. They are mostly pass through Punjab
province. T‘he word ‘pani’ means five and ‘aab’ means water (in Persian language)
that’s why Punjab is called the land of five rivers. The irrigation system of Pakistan is
the widest system of irrigation in the world. This system has a great importance in the
agriculture field of the country. These river’s water is the biggest source of water in

Pakistan.

Indus River is originating from Himalayan region (Tibetan plateau near Lake
Mansarovar) in China. In Asia the Indus River is a major river which flows through
Pakistan ‘and also the longest river in Pakistan. Length of Indus River is 3180
Kilometers. Balram River, Gilgit River, Tanubal River, Astor River, Kabul River, and
Zanskar River are the tributaries of Indus River. Indus River consist of 16 Barrages, 3

reservoirs, 2 Siphons across major river 12 inter link canals, 2 head works, 44 canal

system: 23 in Punjab, 14 in Sindh, 5 in KPK, and 2 in Baluchistan.

River Jhelum originates from the south-eastern part of valley Kashmir. River Jhelum
is the tributary of River Chenab and 774 kilometer long. Mangla is one of the world
largest dam which is constructed on Jhelum in 1967. The storage capacity of Mangla
dam is 5.9 .millionAacre-feet. Many other dams and Barrages are also constructed on

Jhelum like Rasul Barrage and Trimmu Barrage.

Chenab River is joined by Chandra and Bhaga rivers in the upper Himalayas. It flows
through Jammu and Kashmir and at Trimmu Barrage Chenab rivers joined by the

Jhelum River. Chenab River is 960 Kilometers long. Under the Indus waters treaty the
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water of Chenab is allocated to Pakistan and after Indus this is the strongest river of

Pakistan.

The Ravi River also known as Parushani or Iravati, Hydraotes in Indiap Vedic, and an
ancient Greeks. River Ravi originates from Himalayas near Chamba in Himachal
Pradesh State, northern India. It flows in Indian Punjab south-west region and flows
beside with indo-Pak border and enters into Pakistan and merges with Chenab. The
length of River Ravi is nearly 720 kilometers long and in Pakistan its length is 675
kilometer. On Ravi River Important Engineering’s headworks are constructed e.g.

Sidhani and Balloki.

Sutlej River is also known as Red River and it is 550 kilometers long. It flows through
northern Punjab area of Pakisn and India. The location of Sutlej is east of the central
Suleiman range in Pakistan, south of the Hindu Kush and north of the Vindhya Range
segment of the Himalayas. On Sutlej Important Engineering Barrages are constructed

e.g. Sulemanki Barrage and Islam Barrage.

3.2 Basic assumptions of Low streamflow Analysis

There are different fundamental assumptions which are essential in Low Streamflow
Analysis. The . reason for these assumptions is to test::observations for
stationarity/independence and Homogeneity. These assumptions are checked for
various types of information for all intents and purposes for Low streamflow
Analysis, rainfalls, dry spells and so forth. Time series plots are used to check trend
behavior in the collected hydrologi'cal data for different time periods, Mann-Whitney
test to check homogeneity, Ljung-Box Q test to check the stationarity and also

independence, while Kendall’s tau test also for trend analysis. For example see Laux
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M

at el (2001), Zaidman at el (2002), Ahmad et al (2014, 2015 & 2016) and Sadri et al

(2016) were used these tests for stationarity/independency and homogeneity.

3.3 Selection of Parameter’s Estimation Methods

For the estimation of parameters, there are some techniques including the MOM,
MLE, L-moments, TL-moments, LS, Generalized Method of Moments (GMM),
Maximum Entropy (MENT), Mixed Moments (MIXM), and Incomplete Means
(ICM) Rao et al (2000). The MLE is generally considered as the most efficient
technique, because it provides the minimum sampling variance of the estimated
parameters as compared to other techniques. But in the presence of outlier, small
sample size and larée number of parameter MLE-gives inappropriate results and also
biased estimates. For the parameter estimation another method is MOM which is
relatively simple for calculation. The MOM is not efficient as compared to MLE
method in the case of large number of parameters of the distributions. In the presence
of small sample size the higher order moments may be extremely biased. Hence, as
the outlier observation and small sample size has extreme effect on these methods, we
need a robust method of estimation to reduce the effect of outliers on the estimates.
The L-moment method Hosking (1986) are more robust in the presences of outlier
observation and small sample size as compared to other methods. However our data
contain extreme observation and small sample size therefore we use the L-moment
methods for estimation.

3.3.1 Method of Linear-Moments (L-Moments)

As -linear - moments . haveé been ~defined by Hosking. (1990), L-moments are
expectations of certain linear combinations/arrangements of order statistic. They can

be explained for any random variable that has finite mean. “Let
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X1, X2, e i v e v vee wve e e . Xpbe  the random  sample of magnitude r, with
cumulative distribution Function F (X) and quantile function X(F). Let Xy, < X5, <
X3 S ve e vee v o . < X, be the order statistic of random sample. For the random

variable X, the 7** population Linear moments” as explained by Hosking (1990) is:

e = 2T 1% (E Kpmir) r=12,... (3.3.1.1)
A =E(X14) ‘ (3.3.12)
Az = “E(Xzz — X1:2) (3.3.1.3)
A = %E(X3:3 — 2Xy5 + Xy13) (33.1.4)
Ay = E(Xas — 3X34 + 3Xz4 + X12a) (33.1.5)

The L-moments ratio has defined as:

T= A/ (3.3.1.6)
T3 =A3/A, (3.3.1.7)

Ty = A4/, (3.3.1.8)

In the ;bove mentioned equations A, is measure of location, A, is variance, 13 and 4,
are higher order moments. Where as T, T3 and T, represents Linear-coefficient of
variation (L-CV) , Linear- Skewness (L-Skewness) and Linear-Kurtosis (L-Kurtosis)
respectively.

3.3.2 Estimation of Linear-Moments (L-Moments)

In practice, L-moments need commonly be estimated after a random sample drawn
from an anonymous distribution. As 4, is a meaning of the expected order statistics

of a sample of size 7. “Let X1, Xz, .. cve cuv vee cos set se v v wmen . X bE the sample and
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X1n S Xop < Xqp S o ve ene e ns S Xp.p is the order statistics of the samples, then

rth

we can define the r*"*sample L-moments™ as by Asquith (2007).

. _Nfr -1 yfn-1
l, = lZTil:l ;:(1)( 1})( . )(r-—l-} ( . ) Xin

r &)

r=12,.....(332.1)

By using Wang (1996) direct estimation method of L-moments, the first four sample
L-moments -

are defined as:

L =Yn, [’E‘T’)‘ (3322)
(1-1)_(n—i

L=13, .(.1_)(2_)(_)] ‘i (3323)
[(i-1)..2 (;1 n:i nz—i

L=1%n, (5 (glg Jid )] Xin (3.3.2.4)
=1\ _gfi=-1yfn~iy  gfi-1)(m~i)_(n-i

142_:, ?=1(3) 3(2)(1)&)(1)(2) (3)xim (3.3.2.5)

The sample L-ratios are defined as:

it = ‘z/l1 (3.3.2.6)

ty = ls/l2 (332.7)

t=la /, (3328

1, is the mean of distribution, t is linear coefficient of variation, t; is linear skewness

and t, is linear kurtosis.
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3.3.3 Relationship between Probability Weighted Moments and L-

Moments

L-Moments as linear function of Probability Weighted Moments earlier determined

by Greenwood et al..(1979) as defined by Hosking (1997).
: ) s
M, = ERPLEQOY {1 — FQOY] = f @ FET(1-FGO) dF ,  r=041,.
0

If distribution function F(x) = u, then the quantile function is x(u) and

My, = E[x)Pu"(1 —u)’] = folx(u)"ur(l —wSdu, r=01,......

For a distribution x(u) is a quantile function, then Probability Weiglited Moments are:

ar = My, and fr = Myrg

a, = f; xW(1 - w)" du =01, .o (3.3.3.1)

B, = folbc'(u)(u)r“ du S O‘,l, .......... (3.3.3.2)

The relationship between Probability Weighted Moments and L-Moments is as

follows:
Aryr = (1) Xhi=oPrm Qm (3.3.3.3)
Ars1 = Xm=0Prm Pm (3.3.3.4)
\ * —_ r Tr + m '
Where pm = (- () (") (333.5)

The first four L-Moments and Probability Weighted Moments are related as follows:

A =ay = Po (3.3.3.6)

Ay = ag — 2a,=2B; — Bo (3337
25
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it produce different shapes of distributions by changing its shape parameters. Four
parameter Kappa distribution with a probability distribution function, cumulative

distribution function and quantile function defined by Hosking, 1994 as:
1
f(x) =01 {1 — k(x — &) Jafe {F(X)} (3.3.5.1)

F(x) = [1 — h{1 — k(x — £)/a)F 'Jh (3.3.52)

_1-?(:)"]"

_ {‘ R
x (F)=urac 21 (3.3.5.3)

where ¢ and a are the location and scale parameters, h and k denote the shape
parameters of the 4-P kappa distribution. Method of L-moments is used to estimate
the parameters of four parameter kappa distribution. The Kappa distribution is a
generalized distribution and it produces many distributions, if its shape parameter
values are changed. For example, when h=0 and k # 0 it becomes generalized
Extreme value distribution(GEV) if h=-1 and k # 0 it becomes generalized Logistic
distribution(GLO), if h= 1 and k = 0 Kappa distribution becomes an 2-p exponential
distribution(2P Exp), similarly when h=1 and k # 0 Generalized Pareto
distribution(GPA) arises. Parida (1999) and Ahmed et al (2013) used 4-P kappa

distribution for the modeling of monsoon rainfall.
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a{1-(~logF)¥}
=% (3.3.6.3)
¢ —alog(—logF) k=0

x(F) =

3.3.7 Generalized Logistic Distribution

The probability distribution function, cumulative distribution function and quantile
function of Generalized Logistic Distribution are with parameters ¢, a and k. Here ‘¢’

is location parameter, is 'a' scale para parameter and 'k' is shape parameter.Range of x

is as under
—o<xs{+9/, if k>0
—0< XL ™ if k=0
§+%/pSx<® if k<0
‘ -1,-(1~-Ky )
fQ) = E(Ti;W (3.3.7.1)
—k~Yog{l — k(x —&)/a} k+0
Where' I y = (x-f)/a k=0
F(x) = 1/(1 + o) (3.3.7.2)
s a[1-{(1-F)/F}* k%0
x(F) = X (3.3.73)
§ — alog{—} k=0
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3.3.8 Exponential Distribution

The probability distribution function, cumulative distribution functiéon and quantile
function of Exponential Distribution are given as under. Its two parameters

¢(lower endpoint of dist.) and a is scale parameter.

f(x) = a lexp{—(x — a)/a} e<x<oo (3.3.8.1)
F(x) =1-— exp{—(x —&)/a} (3.3.8.2)
x(F)=¢—alog(1-F) (3.3.8.3)

3.3.9 Generalized Pareto Distribution.

The probability distribution function, cumulative distribution function and quantile
function of Generalized Pareto Distribution with parameter ¢(location), a(scale)

and k(shape). Range of xis¢{ Sx <&+ %/, if k>0and§{ <x <oifk <0

f(x) = a le=Q-Ry x<x<p (3.3.9.1)

“Fx)=1—¢e™Y (3.3.9.2)
_[E+all —{(1-F)} /K, k#0

*(F) = {E —alog(1-F) k=0 (3.3.9.3)

3.4 Comparison of the Probability distributions using Goodness-of-fit
Criteria

The Selected distribution models are also fitted to the observed 10 days Annual
Minimum flow series (AMS) by goodness-of-fit tests, Anderson-Darling test, and
Kolmogorov-Smirnov test. On the basis of the results of these tests we will be able to

determine which distribution is best fitted to the current data among the four selected
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distributions. For example see Palynchuk and Guo (2008), Calenda el at (2009), Laio
et al (2009), Haddad and Rahman (2011) and Beskow et al (2015) were used these
tests for goodness-of-fits. We are also using L- ratio diagram to confirm the

distribution that is best fitted to the current data.
3.5 Quantiles of Best Fitted Distribution

After estimating the parameters of best fitted distribution we have to find out the
Quantile estimates corresponding to different return periods (T). Annual low flows do
not occur with any fixed pattern with respect to time or magnitude. The relationship
between return periods and occurrence of an extreme event (e.g. amouni of low flow

less than or equal to some threshold value at a site) may be established through
notation of geometric random variable as: POr<q=1 —% where P is
probability of occurrence of T year return period event ieX <x,, F(Qr) =

POr<q)=1-PQr>q)=1-7 (3.5.1)

Where, ¢ is some threshold value, under which low flow will occur. The above
equation is the basis for estimating the magnitude of a low flow. Equation (3.6.2 to
3.6.5) is the quantiles functions of GEV, GLO, GPA and Exp. distributions. By using

these equations we will find quantile estimates for different return periods.

-, a{1~(—logF)¥)

x(F) = {f e i k=0 (3.52)
§ —alog(—logF) k=0
E +EL}:{(_1“D_/ﬂf k+0

x(F) = koo (3.5.3)
£ — alog(=) k=0

x(F)=§—alog(1-F) (3.5.4)
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x(F) =x +(f — a)F (3.5.5)

The quantile function of the probability distribution shows the magnitude of an event
in terms of non-exceedance probability as well as exceedance probability (whatever
we prefer because total probability is unity, and random variable has two categories\
“occur or not occur”). For example, a 5 years return period event yields a probability
of exceedance (occurence of low flow) equal to 0.2 and the probability of non-

exceedance is 0.8 and the corresponding quantile value is based on “P" probability

and the selected distributions (GEV, GLO, GPA and Exp.).
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Fig. 4.4 Time series plot of Chashma
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Fig. 4.7 Time series plot of Taunsa

Fig. 4.8 Time series plot of Guddu
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MARALA

$00 1000 1500 2000 2500 3000

Fig. 4.9 Time series plot of Marala

The Time Series plots presented in Figures 4.1 to 4.9 show that the series of all nine
(09) sites have uniform increasing/decreasing trend which indicate that there is

randomness in the observation of sites and the time series data is stationary.
4.1.2 Mann-Whitney U Test (Test for homogeneity) ;

The Mann-Whitney U test (1947) a non-parametric test and is used to check the
homogeneity whether the two samples n; and n, drawn from populations having
identical distributions. To carry out test first we arrange the observation in ascending
order of mﬁag‘nitqd_e ‘theq assign the ranks 1,2,3,....n,+n, to the arranged
observations. We add the ranks given to sample 1 and sample 2 separately and denote

the aggregates by P and Q respectively. For both samples we find the values of U as

fallow:
ni(ny +1
U, = nyny + 1(17) ~-P (4.1.2.1)
n,(n, +1
Uy = nyn, + izz——l ) (4.1.2.2)
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We select the minimum value calculated for U; and U, as the value for U statistic for

Mann-Whitney test. We reject our null hypothesis if the calculated value of U that is

min[U,, U,] < the smaller value or = larger value given in table.

Hypothesis

Ho: Populations have the identical distribution

H1: Populations do not have the identical distribution

Level of significance

o =0.05

The test results together with conclusion draWn‘{df all nine (09) sites are shown in the

following table:

Table 4.1 Results of Mann-Whitney test

Sites P-value Result Conclusion Homogeneity
Tarbela 0.06 P-value >0.05 Accept Ho Homogeneous
Nowshera 0.789 P-value >0.05 Accept Ho Homogeneous
Kalabagh 10.949 P-value >0.05 Accept Ho Homogeneous
Chashma 0.101 P-value >0.05 Accept Ho Homogereous
Taunsa 0.201 P-value >0.05 Accept Ho Homogeneous
Guddu 0.352 P-value >0.05 Accept Ho Homogeneous
Sukkur 0.953 P-value >0.05 Accept Ho Homogeneous
Mangla 0.890 P-value >0.05 Accept Ho Homogeneous
Marala 0.297 P-value >0.05 Accept Ho Homogeneous

From the above table, results show that the information of Annual Average Low Flow

of all (09) nine stations are consistent and identically distributed.

4.1.3 'Kendall’s tau Test (Test for independence/Stationrity)

This test is based on rank correlation method. It was developed by Maurice Kendall

(1938). It is a nonparametric test which is employed to estimate the influence of one

estimated quantiles on another and vice versa. This test is also used to check the trend

over time in the data series (observations are either increasing or decreasing

consistently). This test points out the direction of the trend whether it is positive or

l
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negative. Such trend analysis are required to check whether observations are
temporarily stationary, which is basic assumption of Low flow Analysis application in

environmental sciences. The procedure of the test is as follows:

Hypothesis
H,: there is no trend in the series
H,: there is trend in the series

Level of significance

a=0.05

Test Statistic

4D

=T (4.1.3.1)

T=1

Here
D= number of discordant pairs
n= Sample size

The test results together with conclusion drawn of all nine (09) sites are shown in the

table 4.1.
Table 4.2 Test Results of Kendall’s tau test

Site tau p-value Result Conclusion
Tarbela -0.14 0.2438 -value >0.05 | Accept Ho
Nowshera -0.0283 0.55057 p-value >0.05 | Accept Ho
Kalabagh -0.072 0.33002 p-value >0.05 | Accept Ho
Chasmha -0.152 0.17374 p-value >0.05 | Accept Ho
Taunsa -0.135 0.14612 p-value >0.05 | Accept Ho
Guddu -0.211 0.060932 _p-value >0.05 | Accept Ho
Sukkur -0.032 0.87639 p-value >0.05 | Accept Ho
Mangla 0.0601 0.60468 _p-value >0.05 | Accept Ho
Marala -0.109 0.50471 p-value >0.05 | Accept Ho
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From the above table the results demonstrate that there is no pattern present in the

data series of Annual Average Low Flow of all nine sites.
4.1.4 Ljung-Box Q-Statistics

The Ljung-Box test is developed by Ljung and Box (1978) which is modification and
extension of Q tesk earlier devclbped by Box and Pierce. The Ljung-Box test
performed well as compared to Box and Pierce test. It is designed to check the
stationarity in time series data. The procedure of Ljung -Box test is as follows:

Hypothesis
Ho:  There is no autocorrelation in the data series.
p1=0, p2=0, p3=0....ovrvrnnenn. p=0
Hi: There is problem of autocorrelation in the data series.

Level of significance

a =0.05
Test Statistic ;
. - Q=
' K Pk
n(n+2) Zk=1————(n__k) (4.1.4.1)
Here )

n= sample size
h= number of lags

‘ ",%*-—-, sample autocorrelation at lag &
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Table 4.3 Test Results of Ljung-Box test

Sites LB P —value Result

Tarbela 0.621 10.570 P-value Accept Ho
Nowshera | 4.737 0.139 P-value Accept Ho
Kalabagh 5.040 0.327 P-value Accept Ho
Chasmha | 12.673 0.734 P-value Accept Ho
Taunsa 11.959 0.615 P-value Accept Ho
Guddu 16.833 0.695 P-value Accept Ho
Sukkur 14.324 0.708 P-value Accept Ho
Mangla 6.308 0.457 P-value Accept Ho
Marala 8.055 0.532 P-value Accept Ho

The test results of all nine (09) stations indicated no autocorrelation in the data series.

Hence the data series of Annual Average Minimum Low Flow of all nine stations

independently distributed.

4.2 Linear moments and Linear moments ratios

Linear moments "and Linear moments ratios 6f 09 sites are calculated by using the R

softwere. The results are presented in table 4.4. The values of linear moments and

linear moments ratios will be used for the calculation of quantiles function for the four

selected distributions by using Method of L-moments.

Table 4.4 Linear moments and Linear moments ratios

Station Iy I, [ Iy t ty t,

Tarbela 13650.00 | 2813.2184 | -274.236 | 169.6862 | 0.2060 | -0.0974 0.0603
Nowshera | 6§960.377 | 1107.3294 | 61.5013 178.2788 | 0.1590 | 0.0559 0.1609
Kalabagh | 21136.53 | 3774.6229 | 652.8643 | 385.9608 | 0.1785 | 0.1729 0.1033
Chashma | 12609.30 | 4474.6401 | -183.550 | 273.2477 | 0.3548 | -0.0410 0.0610
Taunsa 14390.00 | 2918.0460 | -349.261 | 511.5782 | 0.2027 -0.1156 | 0.1753
Guddu 15556.66 | 4716.6667 | 789.0805 | 281.2899 | 0.3031 | 0.1672 0.0596
Sukkur 823,5135 | 614.5168 | 351.9721 | 160.8738 | 0.7462 | 0.5727 0.2617
Mangla 5161,702 | 2003.3302 | 295.9482 | 185.6839 | 0.3881 i 0.1477 0.0926
Marala .1465.384 | 597.0769 | 7.8461 0.6220 0.4074 | 0.0131 0.0010

It is

observed from the table 4.4 that Sukkur site has the smallest average minimum

flows, while Kalabagh has the largest average minimum flows. The [; ranging from
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597.0769 to 4716.6667, [; ranging from -349.261 to 789.0805, [, ranging from
0.622 to 511.5782. Now comparing the results of Lcv from table 4.4 we found that the
site Nowshera has the smallest L-cv 0.159 and the site sukkur has the largest L-cv

0.7462. The range of t; is -0.1196 to 0.5727 and of t, is from 0.001 t0.0.2617.

4.3 Selection of Best-fitted Probability Distribution

Method of L-moments is used to estimate the parameters of four parameter kappa
distribution. The Kappa distribution is a generalized distribution and it produces many
distributions, if its shape parameter values are changed. For example, when h=0 and k
# 0 it becomes generalized Extreme value distribution(GEV) if h=-1 and k # 0 it
becomes generalized Logistic distribution(GLO), if h= 1 and k = 0 Kappa
distribution becomes an 2-p exponential distribution(2P Exp), similarly when h=1 and
k # 0 Generalized Pareto distribution(GPA) arises. Parameters of Kappa distribution

and its producing distributions is presented in table 4.5.

Table 4.5. Parameters estmates of 4-P Kapp Distribution

Station £ a k h Distribution.
Tarbela 10800.08 | 8235.56 | 1.0000 | 0.0003 | GEV
Nowshera | 6695.50 1244.69 | -0.0056 | -1.0000 | GLO
Kalabagh | 15581.59 | 8206.075 | 0.0003 | 1.0000 | 2P exp
Chashma | 7707.32 12245.65 | 0.3704 | 0.0001 | GEV

Taunsa 14836.51 | 2988.22 | 0.1423 | -1.0000 | GLO
Guddu 4137.35 16293.17 | 0.0006 | 1.0000 | 2P exp
Sukkur -9977.50 | 8830.19 | 0.0008 | 1.0000 | 2P exp
Mangla 2229.74 4578.11 | 0.0002 | 1.0000 | 2P exp
Marala -346.09 3529.10 | 0.0190 | 1.0000 | GPA

From thé‘_t.able 4.5 and according to the above mentioned conditions of kappa
distribution, GEV s best fitted distribution for Terbala and Chashma, GLO is best
fitted for Nowshera and Taunsa, 2P exponential distribution is best fitted for

Kalabagh, Guddu, Sukkur and Mangla while GPA distribution is best fitted for marala
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site. The purpose is not only to specify the best fitted distribution, but also to detect

the distribution that will provides correct quantile estimates for each site.

4.4 Testing the Goodness of Fit Measure

Three methods have been used to check the goodness of fit measure i.e. Anderson

darling test, Kolmogrove-Smirknov test, and L-moments ratio diagram. Actually, here
we verify the results of Table 4.5.

4.4.1 Anderson-Darling Test
The Anderson-Darling test is used to compare the fit observed distribution function to

AZ_

)
expected distribution function. Anderson-Darling test pays extra weight to the tails than
Kolmogorov-Smirnov Test. Test statistic used in this test is:

~n =101 - DRFX) +In(1 = F(Xn_i51))]
Here; n = sample size; F = distribution function.

(4.4.1.1)

If the calculated value of A? greater than the tabulated value we reject the null

value.

hypothesis at givenlevel of significance. By using Easy Fit package we calculate AD
. values for all candidate models then select the distribution having minimum AD

4.4.2 Kolmogorov-Smirnov Test

Kolmogorov-Smirnov test is used to make a decision whether two samples come from

identical populations. This is based on the distribution function. When we apply this

o

test, we focus on observed cumulative distribution function and hypothesized

cumulative distribution function. Let suppose that we have a sample x;, x5,

from a distribution with distribution function F(x). This test follows the steps as
under:
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4.4.3 Linear-Moments Ratio Diagram

Linear-moment ratio diagram is based on the relationships between L-moment ratios
of theoretical probability distributions and data samples. L-moment ratio diagram is
used to determine the best fitted distribution using data. This is simplest method to
find out the best fitted distribution. Hence, from the L-moment ratio diagram the
identification of parent distribution can also be achieved. The associations among
t3and t,are used for the four selected distribution containing GEV, GLO, GPA and
Exponentiai used in"this study. For each distribution the sample L-moment ratios take
the range -1 < 13 < 1. For this interval, 1, is computed for the four selected
distribution using their relationships with r3. Then the sample L-moment ratios are
plotted in the diagram as (t3, 7, ) the distribution for which their L-moment ratios are
close to the values of sample ratios are considered to be the best distribution for fitting
the observed data. Three parameters distributions are presented-with line and two
parameters distributions presented with dots in L-ratio diagram. L-moments ratio

diagram / plot for all nine sites are shown in Fig. 4.1.
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Summary and Conclusion

10 days Annual Minimum flow analysis has been performed on 09 sites of Pakistan.
The 10 days Annual Minimum flow data was taken from Pakistan flood Commission.
The average minimum streamflows was being measured in cusec. The record length

of average minimum streamflows varies from 30 to 74 year.

The average minimum streamflows of 09 sites of Pakistan being studied are located in
three proviﬁces of Pakistan namely Punjab, Sindh and Khyber Pakhtunkhwa (KPK).
Initially the basic assumptions of Low streamflow analysis are tested by different
tests that are time series plots, Mann-Whitney test, Mann-Kendall’s tau test, Ljung-
Box-Statistics. All sites satisfied these tests, which means that observations at any site
are ind'ep.envdent, stéfionary and homogeneous. Therefore data of all the 09 sites were

used for further analysis.

The sample Linear moments and Linear moments ratios are very useful for
summarizing statistical properties of hydrological data and can be used for parameters

estimation of distribution and choice of best fit distribution. The four selected

distributions GEV, GLO, Exp. and GPA are being applied to the average 10 days

Annual Minimum flow of 09 sites. Then the distributions are compared by 'using
goodness-of-fit tests as Anderson darling test and Kolmogrove-Smirknov test. While
for graphical representation of best fit distributions, the L-Moment ratio diagram is
being used. In this study of L-moments the result showed that for the most of the sites
EXponential"is best fitted distribution; followed by GEV, GLO, and GPA. For policy
implication and practical purposes at least these four distributions can be used for

minimum streamflows at these sites. In the study quantile estimates are found for that

distribution which is best fitted for that site. It can be suggested that gauging’
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networking system should be applied and increased in the country to improve national
water resources planning and development. These return periods and subsequently

estimates of quantiles are very significant in the design of Hydrological projects.

,
oA

Frequency Analysis of low flows is of immense importance in water resources
management such as amount of low flow for hydropower generation, water quality
management, designing of irrigation system and impact of prolonged droughts on

aquatic ecosystems in the country.
Recommendations for the Future Study

1. For future study the method of L-moment may be compared _with other
estimation meth'ods such as Maximum likelihood method or the Method of
Moments.

2. The study may be conducted using other estimation methods like TL-
moments, LQ-moments, partial L-moments and LH-moments then estimated
quantiles can be compared with L-moments.

3. The estimates of study can be used to assess the feasibility of construction of

new water structures in future.

Eed
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