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__Abstract

ABSTRACT

Wireless Sensor Network (WSN) is one of the most emerging technologies that
will change the world's future. Research work is in progress to enhance the
productivity and effectiveness of this technology. As with the growth of this
field, the challénges to sensor nodes are increasing with same pace. So for
researchers there are many dimensions of research. WSN is.the network of tiny
independent sensor nodes, called rribtes, generally they are battery operated and
due to their critical nature it not possible to change the batteries randomly,
which is one of the main concerns of wireless sensor networks and is directly
concerned to the network lifetime. For enhancement in the network lifetime
any well-o}ganized routing technique can play a vital role, as about 80% of
energy is consumed while transmission of data from senor node to base station.
To overcome this energy issué, this research “An Energy Efficient & Hybrid
Adaptive Intra Cluster Routing” which is a blend of previously used techniq_ues
is proposed that provides an Optimal solution. Quantitative analysis exposes its

energy competence over the other work published.

-
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Introduction

<
ty]

1. INTRODUCTION

"The field of wireless communications is facing Temendous growth. Wireless
I

technology is trying to cover every part of Earth. Mi

ions of people from different

communities and sectors communicate daily using myltiple devices, so are multiple

applications running on these devices. By the boom of this technology one is able 1o

communicate anywhere on the earth.

Enhancements occurred in wireless networks is rerparkable especially in mobile

networks and Wireless: LAN (WLAN). Bc;side these, Wireless Sensor Networks

(WSNs) are the most rapidly growing technology and] getting involved in almost all

sectors of life. The small and low-cost computation and communication devices called

sensors; are waiting for more research to maximize tHe capacity in terms of cnergy,

data storage and processing.

1.1 Wireless Sensor Network

“Wireless Sensor Network is a wireless network of v
devices scattered in specific geographical area with o

them to monitor changes in physical or environmental ¢

Field of Wireless Sen.sor Network is new-fangled and
inspiring research area which has attracted significanf
past. There is variety of research dimensions owing
many sectors of our daily life and economy. This resq

piece of knowledge in the vast field of WSN.

With the growth in WSN research, the challenges to s
equal speed. Besides networking, energy consumption

are important challenges.

1.1.1 Past and Present

- The idea of wireless sensor network was first provbk
its marvelous results, now it is being tried in almos

history, Internet was invented for military purposes

ry small autonomous wireless
e OF more sensors attached (o
tonditions.”’

is briskly expanding, so is the

research attention in the near
arch effort added a'significant
Pnsor nodes are increasing with

data management and security

bd by military, but after secing
t every field. If we look into

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing
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Chap #.1 o ) Introduction

Industrial applications and later on common man benefited by it, WSN has same

revolution history, it was introduced by the U.S Army to use in battlefield. but

nowadays the use of wireless sensor network, is becoming part of daily life as Internet

is. Few of the business oriented and daily life applications of wireless sensor network

are as follows:

Battlefield awareness (e.g., multi target tracking)[1]
Modelling long-range animal migrations

~ Observing inter-species predator-prey interactions
Analyzing the impact of human development on animal behavior
Machine surveillance (e.g., .ax'els of train)y
Industrial sensing and diagnostic (e.g., appliances, factory, supply chains, etc.).
Infrastructure protection (e.g., power grids, water distribution, etc.)
Context aware computing (e.g., intelligent home, responsive environment)
Envirenmental monitoring (e.g., traffic, habifat, security, pollution, étc,)
Intruder detection
Fire rescue and forest fire detection
Condition based maintenance

Air conditiening sensors, etc.

Industriat
Measurements

~Remote
Monitaring

Climate Sail Mcsitoring Quality arid Moniteriag - Health Health LA NN Taring
Consumpricn Mositoring Murétoring
Monitoring

Figure 1-1: Applications of WSN [1]

-
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Chap # 1

Introduction

1.2 Problem Identification

Wireless sensor network is a network of small tiny nodes called motes, the general
working of motes in WSN is similar to working of a normal workstation in a LAN.
These motes can perforfn limited processing, they can Share (send and receive) sensed
data with.other or neighborihg nodes connected to them or to other networks through
cluster head. Motes are powered by batteries and battery replaccment is not possible
in mbst of the ‘céses, therefore some significant actions are needed to be performed to

reduce the usage of énergy in the WSN.

Our research work is one in the chain of those significant actions to minimize the
energy consumption. We have devéloped an energy efficient mechanism for routing

in wireless sensor networks.

1.3 Contribution of our thesis in research

This new technique of routing “Hybrid Adaptive Intra Cluster Routing Mechanism” is
now in the fleet of WSN, it has reduces the energy consumption which results in the-
enhancement in network lifetime by using the energy in quite efficient manner. This
mechanism has been implemented and got mark able rise in results which is

illustrated in chapter 6.

1.4 About this Thesis

This thesis is structured as per the rules of institution. A brief description of chapters
is listed below.

Chapter 1 and 2: Describes Wireless Sensor Networks presenting general architecture,
hardware used for WSN, software and routing models used in WSN.

Chapter 3: Literature survey. Study, summarize, and critically observed the
publications of other researcher, who wbrked in the same domain.

Chapter 4: Complete details and core of the proposed technique.

Chapter 5: Simulation details: here we describe the details of TinyOS [2, 3], TOSSIM
. simulator [4, 5] and their working. Implementation details are also présented.

Chapter 6: Evaluation and comparison of proposed technique with previous
techniques and protocols, fesults are represented in graphs.

At the end, in Chapter 7 conclusions and future work is presented.

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing 4
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Chap#2 ‘ ‘ Wireless Sensor Networks

2. WIRELESS SENSOR NETWORK

Wireless Sensor Network is a new and fast growing technology. [t has grabbed the
attention and efforts of researchers towards itself and it is an innovative research
domain in wireless communications.

As it is known that change is the only permanent thing in life, so it is the nature of
humans to invent and discover more and more. Humans’ mostly advances are in the

area of science and technology to facilitate mankind.

2.1 Architecture of WSN

The inventions in WSN brought the combination of three main tasks, sensing
computation and communication performed by a device sized about a coin, but further
actions like computation, etc-are not performed. As networks are combination of
workstations'and servers, same as Wireless Sensor Networks have two broad lines,
sensing and computing. Motes are at sensing side. Theée are tiny, efficient with
wireless 'capabilities, cheap and battery powered sensor units are known as sensor
nodes. These are.to sense the changes in the concerned area then perform basic and
specific tasks on the required information and send to base station. This base station is
at the t:omputing side, which may be a laptop, workstation or heavy duty server
depending upoh'the requirements and nature of usage.

Sensor nodes are to be installed in the specific region for specific tasks 10 get the
required information that might be atmosphetic changes or physical monitoring like
spying, etc., and constantly send that information wirelessly to base station. At the
baée station/information is received and further processed as per requirements in order

to generate desired results. Figure 2-1 illustrates the WSN in a typical application.

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing ' 6



Chap #2 Wireless Sensor Networks

Figure 2-1: An Overview of a Wireless Sensor Network

2.2 Factors Affecting WSN

Here are few important factors which can affect the wireless sensor networks
seriously, which include lifetime, coirerage area, cost, ease of deployment, response
time, temporal accuracy, security, and effective sample rate. The lifetime of a network

is at the highest priority, therefore it is discussed in detail.A
2.2.1 Lifetime

Lifetime of any network is the time from the start, of any network, till the death of its
first node in that network. WSN nodes‘ar‘e.mostly placed unattended in open area for
years or even long. The major issue affecting the lifetime of a sensor network is the
energy level. Each'node must be designed in an organized way to properly utilize its
local energy to maximize the network lifetime. It is noticed that 80% of energy is
utilized during communication. _
Therefore our research work focus on the same issue. We designed a routing

mechanism to minimize the energy consumption during communication.
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2.3 Sensing Node

There are many manufactures manufacturing the sensor nodes’ hardware called mote.
Few are very spécific according to special environmental conditions, e.g. motes to
check the affect of chemical reactions are very specific in critical chemical
environments. Generally a sensor node has five main components named as:
Microcontroller, Sensors, Memory, Power Supply and Radio Transceiver. All
components are smart in size and energy consumption. Components and architectu;e

of sensor node are well illustrated in Figure 2-2. -

[ Memory J

4
@ Sensor - 1
=
m
i Controlier Sensor - 2
3
. § —
= Sensor -3
4

Transceiver

Figure 2-2: Components and Architecture of Sensor Node

2.3.1 Components of Sensor Node

Here is the detail of the components listed above.

-2.3.1.1 Microcontroller

Microcontroller is the most important component of a sensor node. It processes data

and controls the functionality of other components.

Easy to program, energy efficient (as -consumes less power), and flexibility in

establishi.ng connection with other devices are the key features of microcontroller

which let it the most suitable and appropriate for a sensor node and mostly the first
priority for other embedded systems as well.

Other substitutes of microcontroller are General Pﬁrpose Microprocessors, Field-
Programmable Gate Array (FPGA), Digital Signal Processors (DSP) and Application

Specific 1nt9grated Circuit (ASIC). But they have much more drawbacks, so can’t be

used in sensor nodes.

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing 8



Chap # 2 : : Wireless Sensor Networks

Among the four modes of transceiver, “Idle” should not be utilized because of its high
consumption of energy as in “Transmit” or “Receive” and there should be some
intelligent rule for transceiver to move to “Sleep” mode and vice versa as plenty of

energy is required in this process.

2.4 Sensor Hardware

Sensor nodes are minute sized, less energy consumers and mostly dispoéable. Few
common brands of motes are Crossbow Berkeley Motes [7], Dust Networks [8] and
Telos [9] etc.

There are multiple models of sensor nodes required for different types of tasks to be
performed. Names of few common motes are mica, mica2 shown in Figure 2-3,

mica2dot shown in Figure 2-4, Eyes, KMote IMote, Rene and micaz, etc.

Figure 2-3: Mica2 mote. [7] | Figure 2-4: The MICA2DOT mote |7

: Compléte specifications of mote models can be found on internet.

-

2.4.1 Future Motes

Size of electronic devices is reducing day by day and efficiency increasing
simultaheously. N@:w 5 square millimeter sized chip named as "Spec" has all the
components found in a normal mote: CPU, memory, sensed data reader and a
transmitter. To make it a complete functionally active mote only sensor(s), an antenna

and battery is required. Shown in Figure 2-5.
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Figure 2-5: "Spec" mote compared with the tip of a ballpoint [10]

25 Sens;)r Software

Design of software architecture in wireless sensor networks has a vital role to bridge
the gap between hardware and complete system. Avery sophisticated software is
required to meet’ the requirements of complex applications. It should be competent
enough that takes less energy to process the tasks, requires minimum memory and
must be able to allow different applic;ations to use system simultaneously. Software
for wireless sensor networks must be efficient in: :

e Real time On-senéor processing

¢ Time synchronization

e Managing data and events
2.5.1 Operating System

Operating system is a software which enables the hardware to run for the user, but for
WSN a less complex than general-purpose operating system is required; it is because
of energy constraints and applicatibns of WSN. To facilitate wireless sensor networks
there are multiple options of operating system to develop and implement aigorithms.
TinyOS by Hill et al [2] is designed explicitly for WSN; we use it for our research
work. Unlike multithreading used by general operating systems TinyOS uses event-
driven programming model and possess event handler to handle the events. TinyOS is
open source software freely available on Internet for application development for

wireless sensor networks.
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"Code of TinyOS and programs _writteh for TinyOS are written in a special extended
C-programming language named as “nesC” [11] specially designed for WSN.
There are few other operating systems for WSN. ‘
o “Energy Efficient Networks (EYES) ”. This operating system was proposed by

" Dulman and Havinga [12] for a European project. This project had

characteristics of distribution, small size, power conscious and

-
AL Kiam

reconfiguration.

“Contiki” by Dunkels et al. [13]. Contiki is an open source operating system
for embedded systems, implemented in C language, portable and supports
multi-tasking. Authors have also developed a simulator for it named as Contiki
network simulator.

e Sensor Network Operating System (SOS) by Han et al [15] in 2005.

f 2.5.1.1 TinyOS

We have used TinyOS operating system for our research work because of its
flexibility. It is open source and freely available on Internet. TinyOS is widely used as
compared to other operating systems. Lots of improvements have been made in latest

version of TinyOS.

2.6 Routing

Routing is evolved from route which means path, way, course etc. Routing is selecting

paths between one node to another in a network on which information is to be sent.

Routing has a key role in all kinds of networks, but each network has its own

requirement and priorities for routing. LAN, MAN, WAN are under the umbrella of

o
e
' electronic data networks that use packet switching, while telephone networks use
o, - ooy oy . C .
¢ " : circuit switching. In packet switching networks, data is sent in the form of logically

f addressed packets from source toward their ultimate destination either direct or
through intermediate nodes. The routing process is based on the routing tables which

maintain a record of the routes to a variety of destinations in the network.

Router’s memory has vital role in functionality of Routers. Constructing of routing

tables is performed in it, by which efficient routing is desired, normally most of the

% _ '
l ! An Energy Efficient & Hybrid Adaptive Intra Cluster Routing 12
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routing algorithms utilize only one network path at a time, but by the help of

multipath routing techniques multiple alternative paths can be used for routing.

2.7 Routing in WSN

-

Communication has a vital role in WSN. It plays a great role in deciding the routing
technique to be used. Conventional routing schemes have several limitations and are
not affective anymore when being used in seénsor networks since the energy
considerations - stipulate the only essential’ and minimal routing to be done.
Researchers have:put a lot of efforts to develop a best suitable and acceptable protocol
of routing in wireless sensor networks to enhance the life of network.

There are two main routing protocols for routing in WSN that are direct and indirect.
Direct is also known as One-Hop/Single-Hop, which means there are no intermediate
nodes between a node and base Station/cluster head. In indirect or Multi-Hop routing
data is sent to its next hop and so on until it reaches to the base station. Precise

description of above mentioned routing models are discussed in literature review.

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing : 13
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-

3. LITERATURE SURVEY

Wireless Sensor Network is a key research area since a decade, a lot of rcsearch has
been made and still the research is going on fo make this field more and' more
effective. Sti1.1 there are many un-discovered areas in this field to be revealed. We
have studied some of latest work done published in this area, which is for knowledge,
to know about the updated research work and better understanding in this specific

arca.

3.1 Already Published Research Work

Researchers have contributed a lot in designing multiple routing protocols for above
illustrated models but still more improvement needed; critics are discussed as well at

the end of each paper.

LEACH (Low-Energy Adaptive Clustering Hierarchy), a weli-known routing
protocol, it is developed by Heinzelman et al [16]. It’s a very classic protocol. Author
discussed and analyzed different routing prdtocols and their energy. Later on.
proposed a new idea of segmentation of sensor nodes into clusters. One node among
the nodes will be selected as Cluster Head. This CH role is ‘not specific to one node
and can be transferred to other nodes depending upon the energy level. Observing
analytically it is proved that by this rotation of CH role energy utilization can bé
reduced; in_result network lifetime will be increased eventually. By simulation it is
calculated that LEACH can have factor of 8 in reductions in energy consumption as
compared to other protocols.

The author focuses the selection of cluster head and  energy is controlled by
selection of cluster. This paper does not focus on the routing techniques used by the
sensor nodes other than the cluster head. Moving ihe cluster head from one node to
another again involves execution of cluster head selection algorithm, which in turn

consumes energy, consequently reduces the network lifetime.

Bandyopadhyay [17] presented another technique for cluster creation, in this paper the

author has presented an algorithm by which sensor nodes are organized into clusters

-

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing 15
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randomly. Energy has been saved by limiting the CH advertisement to specific .
number of hops. ,

The model pr:bposed by the author [1 '7] reduces the use of energy and préposed the
idea of clusters but here author again mentioned that withih the cluster, either
Direct or MultiHop routing will be used. So the mixture of the two routing
techniques ts out of scope of this paper which results in. reducing the network

lifetime.

Researchers in [18] have discussed the two major types of routing models in WSN,
Single Hop Routing Model (Direct Routing) and Multi-Hop Routing Model (Indirect

Routing). Precise description of these models is as follows:

One/Single Hop Routing Model (Direct Routing)

A common and simplest most routing model uses one to one sending. Nodes are
totally isolated; they are directly concerned with the base station in sending or
receiving data and have no relationship with the other nodes. It is similar to STAR
Topology architecture. Like in star topology all workstations are directly connected to

a central switch. Figure 3-1 is well illustrating the direct routing.

$

Base

/ T \Q

Sensor Node

Figure 3-1: One hop/Single hop Routing Model

No dependency to other nodes. No sharing, so no security hazard, but more energy

consumption. It is best suitable for small networks.

Multi-Hop Routing Model ('Indirect Routing)

This is almost opposite to the Single Hop model. In this model nodes are too social.

Except few which are close to base station, all nodes rely on other nodes to send data

-
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to the base station, This model consumes less energy and is suitable for bigger

networks as compared to direct routing. Scenario in quite clear in Figure: 3-2.

Base
Station

7N

S
o [

Sensor Node ‘*a\

#,

-

Figure: 3-2 Multi-hop mode!

Less energj: consumption, but security hazard, data can be sniffed at the

intermediate nodes. More burden on the nodes.near to base station.

Researchers in [18] also presented an advanced routing model named as Cluster-
Based model which later on became the core routing model in Wireless Sensor
Networks. In this model whole network is segmented into clusters on the basis of
distance between nodes. Few nodes form’ a cluster and one of them is a cluster head.
Cluster head gets data from the nodes of cluster and perform few basic caleulations, if
reqﬁired; then send the data to base stétion or to any other cluster head, where needed:
Figure 3-3 is showing level 1 and level clusters and cluster heads.

More efficient than the direct and multihop, less ‘energy consumption,

comparatively more secure than Multi-Hop.

An Enorov Fffirniont £ Hvhrid AdAantive Intyea £ 1vctor Roiitino 17
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Base Station

Cluster

Figure 3-3: Cluster based model [18]

Ming Ma et al in [19] divide the network into two types of nodes, basic static nodes
and mobile Cluster Head, on this basis he named the network as hybrid. Cluster Heads
are cons_idered as upper layer while basic static nodes are considered at lower layer.
Static nodes of lower layer sense the data and send it to mobile Cluster Heads. A
technique to position the Cluster Head dynamically is ‘propos‘ed here. Results show
that by updating the Cluster Heads to better iocation, lifetime of netwdrk is enhanced
and a balanced network can be achieved. Performance of this hybrid network is quite

better than homogenous network for energy utilization. An overview of this two

layered hybrid sensor networks is quite clear in Figure 3-4.

rr"‘OntsideObsmu

Cluster Head Layer

_____

Figure 3-4: A two Layered Hybrid Sensor Network [19]
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In the above mentioned paper, author achieves the energy efficiency by moving the
cluster head with passage of time. This paper again uses the static routing
technique. No doubt, energy efficiency can be achieved through moving the

position of the cluster head, but if some efficient and adaptive routing is used along '

with this model it can give far better results.

Goyeneche et al proposed a distributed data gathering algorithm for wireless networks
[20]. In which each node broadcast its data to its neighbdrs and so on until data
reaches to that specific node that has already sent its data to the BS. This node will be
elected as Cluster Head for the sénding nodes.

+/-: Mechanism for selection of cluster head. Although less energy is consumed

while selecting the cluster head, but this research work is not concerned with the

routing techniques.

Nauman Isr/ar and Irfan Awan in [21] proposed a cluster based routing algorithm to -
achieve the less energy utilization in wireless sensor network. In this algorithm the
node whose éentre is in the diameter range of transmitter of neighbor nodes becomes
the temporary Cluster Head of all those nodes. These temporary cluster heads are
considered at top layer and all nodes are at bottom layer. Nodes send data to
respective temporary cluster head at the bottom layer and at the top layer temporary
cluster heads deliver data to the base station using multihop routing. By performance
. analyses by the author it is shown that the suggested‘solution is more energy aware
and performs the balancing in network. Figure 3-5 shows the process of formation of.

temporary cluster head on the basis of coverage area and Figure 3-6 shows the general

operation of algorithm.

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing ' 19
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o« « O . . . .
LA .
L] hdt o - . :
3 Intrarluster comuwnmicarion L4

~»  Tutevcluster communicanon

.- Figure 3-6: General Operation of Algorithm [21]

In this paper [21 | author proposed the idea of temporary cluster head. Temporary
cluster head .teéhnique can be called MulitiHop routihg, because the basic
phenomenon is same. However selecting a temporary cluster head again requires
execution of somé cluster head selection algorithms, which require energy. So the

energy consumed by the algorithms reduces the network lifetime.
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Hoang at el. [22] presented one more energy conservation model. In this paper the
broadcast nature of sensor nodes is utilized. Each time the data is transmitted in the
coverage area, each node hears it even if that data is not for it. In this researéh work, a
technique is used in which a node compresses its own data by overhearing the other
cominunication. The energy utilization can be achieved. Col.laborative broadcasting

~and comptession used this technique for WSN is shown in Figure 3-7.
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Figure 3-7: Collaborative Broadcasting and Compression in WSN

The focus of this paper is to save the energy by minimizing the receiving traffic of
other nodes that is caused by the broadcast nature of the routing algorithms. But
here the authoragain describes that either to use Direct or MultiHop routing,ibut |

not both at a time.

In [23] LiLi et al proposes an algorithm for energy efficient clustering and routing in
WSN. In this algorithm cluster creation and routing in clusters is implemented.
Algorithm first forms the clusters the'n selection of cluster heads takes place on
accbunt of weight values of nodes. A balanced network can be achieved and less
amount of energy consumed during routing which results in the increase in network’s
lifetime. ‘

No routing issue is discussed. Even then in routing in clusters is only by multihop

or direct.

Wu et al [24] have presented a mechanism of Self-Reorganizing Slot Allocation
(SRSA). In this research work inter cluster TDMA interference is reduced. Also
presented a mechanism of reorganization of slot allocation on MAC layer by which

inter cluster interference can be reduced as well. This mechanism is adaptive and
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feedback based. Comparison of TDMA with CDMA, with randomly slot allocation
and with CSMA MAC protocols took place by the simulation.
No routihg issue is described in this paper. This work correlated to the MAC layer.

Energy efficiency is achieved through SRSA.

In [25] Irfan Ahmed et al presénted a routing protocol named as (Cluster 1D based
Routing in Sensor Networks). In this algorithm Cluster ID based routing is adopted
and cluster size adaptation is 'proposed. Here Cluster ID is used as next hop instead of

CH-ID in rQuting‘table. This eliminates the cluster formation process in each round of

" inter cluster communication. Cluster formation is only carried out in start and

reformation of cluster head doesn’t affect on inter-cluster communication. By this,
energy consumption reduces which results in increase of network lifetime to about
16%. The results are compared with traditional hierarchical routing protocols and got
the better results. ’ | ‘

+/-: This work is related to inter cluster routing, energy consumption is reduced
while communicating from one cluster to another. No routing issue is discussed

here in this paper.

A. Akhtar [26] presented a technique, Adaptive Intra Cluster Routing (AICR). Resilts -
show that this solution of routing minimizes the energy consumption. In which nodes
are categorized on the basis of distance of nodes from cluster Bead. Close regions are
formed by the nodes near to Cluster head. Only Direct routing is adopted in close
regions and MultiHop routing outside the close region, shown in Figure 3-8. This

utilizes the energy of network efficiently and improved the lifetime of the network.

o
2

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing
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Figure 3-8: Adaptive Intra Cluster Routing technique

Energy efficiency is achieved by the blend of both the routing techniques, direct and
multihop. But still they are not effectively used; full benefits of the blend are not
availed, so is not fully adaptive. Selection of nodes in close region ‘is static. Nodes
using direct or multihop routing will be stick to it till their death. Proper usage of

this blend can enhance the network life.

Chiu-Kuo Liang, Jian-Da Lin and Chih-Shiuan Li [27] in this paper suggested that
nodes in grid can save energy'in routing the data. In this scheme named Steiner Points
Grid Routing (SPGR) protocol, the nodes only in grid can communicate to each other,
rest of the nodes will not be eligible. Authors have improved the deficiencies in

already present grid routing protocols.

Yan Sun et al in [28] claim the reduction in energy consumption and quality of
delivered data by using their technique. In this solution authors no activity is there
when there is no event to ,perf.orm. Positive feed-back scheme enables the nodes to
work efficiently on occurrence of any event. Only negative-acknowledgment of

packets is entertained to achieve reduction in consumption of energy and bandwidth.

4 T . TVLYY e 4 D TY 1 1 401 ar ¥ s YT 4T e ~ o~
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-

Shancang Li; Xinheng Wahg and Zongbin Li in [29] Authors proposed a scheme for
scalability in WSN. This scheme is based on hierarchical structure. Nodes are
segmented into clusters in hierarchical manners. After organizing the nodes and

clusters, any intra or inter-cluster routing is used to make.the network scalable.

M LY Toke

Authors compared the proposed scheme with already present schemes and found it

better than others.

Guowei Wu et al in [30] designed an algorithm which collects the data from source

nodes in an efficient way. Nodes are grouped in a group and a mobile agent is allotted

7

#

to each group. This mobile agent is sent in the network to find the next hop, in case of

unavailability of next hop, mobile agent goes back to current node. Current sensor

O 4N

node then sends the mobile agent to the node next to the failure one. By this data - -
aggregated properly. This technique uses less number of mobile agents and so reduces

the overall energy consumption.

3.2 Limitations in Literature Survey

We keenly study the research work of resezirchers related to energy efficiency and
found that there should be something new and unique from conventional direct and
multihop routings. As published work is either on muitihop routing or direct routing,
in few cases they might work fine but not for most of the casés. For large networks
these techniques are not suitable as network lifetime will be minimized and resuits in

poor utilization of energy.

3.2.1 Limitations of Direct Routing

In case of large network size, if direct routing is selected as mode of routing which
means all nodes will send their data directly to Cluster Head. The node at less distance
will have more ’than enough energy as compared to the node at maximum distancc
from Cluster Head. The most distant node will have to invest more energy to send its
data to Cluster Head. So after sending very small amount of data packets it will be
dead which leads to small network lifetime. So using direct routing in large network

size is not feasible.

~
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3.2.2 Limitations of MultiHop Routing

If multihop is used for routing in a large network even than short network lifetime
will be the fate of WSN, beéause every node sends its data next to it, and the node
who receivéd the data send its own data as well as received data to its immediate node
towards cluster head, so it has to invest the double of its energy. In same case the
nodes closest to the CH will get maximum burden to be sent to CH and they become
dead in no time as they have to transmit huge number of data packets which swallows

its maximum energy.

3.2.3 Limitations of Adaptive Intra Cluster Routing

Nodes are grouped into two groups in Adaptive Intra Cluster Routing. foe group of
nodes close to the cluster head is termed as Close Region will always communicate to
cluster head using Direct routing and the nodes in 2™ group{which are far away from
cluster head will always communicate using Multihop routing. By this, nodes near 0
Close Region become overloaded and exhausted early and cause the end of network
lifetime. However few nodes remained with excessive energy with them, so energy is
not fully utilized or managed properly. Above mentioned grouping took place in the
very beginning of communication and remains constant till last. So this solution is
completely static in nature, besides the grouping of nodes, routing in the groups will
remain constant as well. Solution is less scalable as well; it doesn’t have ability of

adding or removing any node at runtime.

3.3 Problem Statement

After going-through all of the above research works, few issués and deficiencies are
explored which are essential to be addressed; Efficient use of energy, lifetime,
scalability, management and maintenance of Wireless Sensor Networks.

Most importanf of all above is the “Energy” issue which is the core concern as has
direct influence on the network lifetime. So an energy efficient routing protocol is

mandatory as energy consumption is the focal issue in WSN.

an Energy Efficient & Hybrid Adaptive Intra Cluster Routing 25
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Figure 5-6: Command for debug and to run the application

Here in this Figure 5-6 we only enabled the “led” variable i.e. DBG=led is enabled.
This will only show the status of LEDs on the nodes.

In 2™ command of running the application we have mentioned “5” after a space. This

means that application is running for 5 nodes only. If we write 20, then application

will run for 20 nodes.

L#a
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Figure 5-7: Output after specifying the debug variables

To save the output of screen on the screen in-a file
$ build/pc/main.exe 10 > result.txt

This command will save the results of output in the file named as result.txt. Location

of this file is build/pc/result.txt

5.4.1 Help for TOSSIM

-h or ~help shows the help page. Shown in Figure 5-8.
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Figure 5-8: Screenshot of commands of Help

In the Figure 5-9 it shows all the possible options we can use.

-gui: This option halts the execution until the GUI application is connected.

~a=<model>: Here specify the ADC models. Out' of two models Generic and
Random, Generic is default. _

-b=<sec>: Booting time of nodes can be specified here.

-e=<file>:  File for EEPROM, anonymous file is used by default.

-I=<scale>: Runs the simulation at the rate according to real time. E.g. -1=3.0
means simulator runs the thrice of the real time.

| -r=<model>:- To specify the radio models. Default is “simple” having options simple
lossy.

-rf=<file>: A topology file can be given as input, TOSSIM places the nodes
according to this topology file. By default is lossy model.

-s=<pum>: From specified network, only those numbers of nodes will be booted
which are mentioned here.

~t=<sec>: Run the simulation for specific interval of time.

num_nodes: Total number of nodes used in simulation.
5.4.2 DBG Modes

In TOSSIM debugging environment can be provided before the start of simulation.
DBG flags are set for each debug statement in code. Before running. the application

DBG modes should be specified else all the dbg modes will be enabled and we will
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have to understand the huge number of statements which will be very complex. To
enable single 'speciﬁc mode:
export DBG=led
to enable multiple modes in one go.
export DBG=led,usr1,usr2,adc,boot

The known debug modes are mentioned in help command.

Figure 5-9: Screenshot of all modes of DBG

Let us see a little bit detail of each of the mode shown in Figure 5-9.

all: Default value: Enables all DBG messages
boot: For Boot and StdControl modes

clock: " For Hardware clock

task: Tasks in Progress

sched: Scheduler of TinyOS

Sensor: For sensed readings of sensors

led: _ LEDs of Mote

crypto: For Cryptographic operations

route: For controlling routing _
am: Active messages (Transmission and Reception)
ere: For Cyclic Redundancy Checks on active messages
packet: Transmissi_on and Reception of Packet

encode: - Encoding and Decoding of Packet |

radio: -For radio operations like bits and b/ytes




Chap #5

logger:
adc:

i2e:
uart:
prog:
sounder:
time:
sim:
queue:

simradio:

hardware:

simmem:
usrl:
usr2:
usr3:

temp:

DBG modes are basically the flags that are set in the code and being manipulated at

For controlling of Non-volatile storage

" For Controlling Analog to Digital Converter

I2C bus controlling

For Serial Port configuration

Reprogramming the Network

For controlling sounder available on sensor board
Controlling of Timers

TOSSIM Internals

~ Event queue of TOSSIM

Radio models of TOSSIM
Hardware abstractions of TOSSIM

Allocation and De-allocation of memory in TOSSIM

For User mode 1 outputs -
For User mode 2 outputs
For User mode 3 outputs

For User Temporary Mode

run time. The code débuggirig is done by using these dbg modes. The user can define

these four modes are known as system modes.

5.5 TinyViz

~ his / her own flags using four modes which are usrl, usr2, usr3 and temp. Other than

TinyViz is a popular GUI tool for TOSSIM. As already described that --gui option

while running the application connects this tool with the application. To connect the

TinyViz we first give the command to the application with -gui option.

build/pc/main.cxe -gui 20

As shown in Figure 5-10.

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing
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Figure 5-10: Application waiting for GUI tool to be connected

Then open a new Cygwin shell and apply this command:

java net.tinyos.sim.TinyViz

Figure 5-11: Command to Run the TinyViz

This command will run a java based tool, TinyViz.




Chap #5 Simulation

M§ on Tava: 0.0000ac Dy, Jr

(T e

- A Headings

Durgmecton w simiAaio: weisbRetioil

Figure 5-12: Screenshot of IDE of TinyViz

Figure 5-12 is the IDE of TinViz. There is a start button at the top toolbar. Upon
clicking that button simulation will start and same button can be used to pause the
simulation. On/Off button will quit the simulation. Sim Time tells the simulation time,

‘Delay is used for controlling the speed of the simulation. By default there is no delay.
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Figure 5-13: Screen Dump of TinyViz
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3.6

nesC Lahguage

“Network Embedded Systems C” abbreviated as nesC is-an extension of C

programming language having syntax like C language. nesC is a component-based,

event-driven programming language used to write programs for the embedded devices

operated by the TinyOS, which are used for wireless sensor networks.

5.6.1

C/
°e

@
°

Basic Concepts Behind nesC

In nesC component based applications are developed, these applications can
have bidirectional interfaces. TinyOS uses nesC programming language to

develop applications to run for it.

To install the nesC compiler we need to have its rpm package as well as need

cygwin to run Linux applications in windows environment. First install the

)
9

cygwin then using this cygwin shell install rpm package of nesC compiler and

then configure it and set the class path.

For the communication of components with others components nesC has

interfaces as ports with the components. Only these interfaces are the gateway

to interact with the components, without interfaces components cannot be
accessed or used. Interfaces are bidirectional because components may

provide or use these interfaces.

A component can be an interface provider or an interface user, as key words

uses or provides are used to access the interfaces. For communication every

component rust need an interface to communicate with other components or

to access the other components.

An interface must be implemented by the user component if it is once used. So
it is quite kc,lear that interfaces méke complex interaction between the
components, for example after using the interface “Send” the Send.send
instance can’t be called until and unless Send.sendDone instance is

implemented.

' Class path sefting is of vital importance in configuration of nesC compiler in TinyOS

environment. For all applications two files for nesC programming must be created,

An Energy Efficient & Hybrid Adaptive Intra Cluster Routing 52-
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one for the wiring of interfaces called configuration file and other for actual

implémentation is called Module file. Extension of nesC file is .nc.

5.6.1.1 Configuration File

Components’ connection or wiring with each other is mentioned in configuration file.
In addition to wiring one component to another, configurations also need to export
interfaces. ' ’

The -code mentioned\‘ below is taken from Blink appliéation written in nesC. How
components are bound together through their interfaces is quite clear. This bounding
process is denoted by an arrow ->. The component at left side of the arrow uses the

interface provided by the component at right side of the arrow.

configuration BlinkTask {

} ,
implementation {

components Main, BlinkTaskM, SingleTimer,
LedsC; ’ ,

Main.StdControl -> BlinkTaskM.StdControl;
Main.StdControl -> SingleTimer;

BlinkTaskM.Timer -> SingleTimer;
BlinkTaskM.Leds -> LedsCj;

}

-

Here interface StdControl is used ’by Main component which is provided by

component BlinkTaskM. The configuration file starts the block with its own name

~

enclosed by braces, as shown in code above.

5.6.1.2 Module File

There are two main files with same name like BlinkTask, but 2nd file has an extra

~ letter M (Capital M) at the last of filename, i.e. BlinkTaskM. This 2™ file with M is

the module file which contains the actual implementation of the application. Few lines
of module file are as below:
module BlinkTaskM {
g provides {

interface StdControl;
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In module file interfaces used or provided are mentioned by the key word uses and
provides. As mentioned above -Main component is using the StdControl interfaces.

provided by component BlinkM. In module file this will be shown as:

module BlinkM

{

Provides

{
interface StdControl;
\ .

}

-

It shows that the component BlinkTaskM is providing the interface StdConrol.

How to set the dbg flags in nesC code. For debugging we need to set the DBG flags in
code and at run time we can easily debug the application by enabling the specific
DBG mode.

dbg (DBG_USR2, "Timer fired: \n");

The DBG flag USR2 is set and given a string value “Timer fired”. Now at runtime
when we will enable this mode then this output will be shown at screen.
We can get different variable values and can easily manipulate them for complex

calculations using this facility.

5.7 Simulation Process of Proposed Solution

Here are the details of simulation of our proposed solution. To implement our
proposed idea we used 30 nodes in a cluster with node IDs from 0 to 29. Node 0. ai
the top left corner is Cluster Head. The propdsed algorithm of Hybrid Adaptive Intra
Cluster Routing runs between 29 member nodes having IDs 1-29 of the cluster. The

screenshot of our simulation is in the Figure 5-14:

d
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Figure 5-14: Screen Shot of Simulation

5.8 Parameters for Simulation and Tests

We performed multiple tests and experiments by simulating different scenarios and
using different parameters.
e All nodes are in grid layout.
¢ Distance among node to node is fixed, that is 10 feet.
[“Lossy Builder” a Java application, is used to set the distance parameter|

¢ All nodes have same physical environment.

Three tests are stated below. Results are shown in next chapter, kecping in view the

parameters described below.

5.8.1 Test No. 1

Same energy level of each node is considered to check the energy consumption of our
proposed algorithm that is 300 mJ. This simulation is only for 30 nodes, same
algorithm can be checked with large number of nodes and different physical
environment in future, which is mentioned in future work. Simulation time is
approximately 20 rhinutes. In the table below contains the list of parametefs

considered for the simulation.
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Table 5.1: Simulation Parameters — Test No. |

Parameters _ Value
Lavout Topology _ Grnid
Simulation Time 20 min
Maximum Energy level 300 mJ
Distance Unit ' Feet
Cluster Size (Nodes) 30
Cluster Head Node 0
BroadcastID 65533
Geographical Area ' - 2000 Sq Feet

5.8.2 Test No.2

In this 2™ test we doubled the energy level. Initial energy level of each node is taken

600 mJ. Time consumed to simulate the results is 40 minutes. Rest all the parameters

are kept constant. Table 5.2 shows the parameters of simulation considered for this
test.
Table 5.2: Simulation Parameters - Test No. 2
Parameters Value
Layout Topology | Gnid
* Simulation Time | 40 min
Maximum Energy level 600 mJ
Distance Unit Feet
Cluster Size (Nodes) ' A - 30
Cluster Head : Node ©
ey Broadcast ID | 63533
';;' ' Geographical Area | 2000 Sq Feet
=4

5.8.3 Test No.3

Table 5.3 contains the parameters considered for next test. Here initial energy level of

each node taken is 900 mJ and simulation is run for 1 hour. Rest all the parameters are

kept constant.
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Table 5.3: Simulation Parameters - Test No. 3

Parameters

Value
Layout Topology Grid
Simulation Time 60 min
Maximum Energy level 900 mJ
Distance Unit - Feet
Cluster Size (Nodes} 30
Cluster Head Node 0
BroadcastID 63533

Geographical Area

2000 Sq Feet’
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6. RESULTS

Simulation mechanism, simulation assumptions and simulation results has been
discussed here and explained by graphs. These results show the efficiency of
suggested solution and objectives of research are attained.

To simulate the proposed solution we used TOSSIM simulator and operating system
is TinyOS. Results are deeply observed then compare them with the existing solutions
and found it more result oriented in terms of energy consumption. We used 30 sensor
nodes for the simulation of our proposed technique and evaluated it with the
Adaptive, Multihop and Single-hop routings. Multiple tests have been conducted to
achieve the most' favorable results. After that we evaluated fhe proposed mechanism
with all three above stated techniques to demonstrate the effectiveness of proposed

algorithm using following performance metrics.

6.1 Parameters

We considered the following metrics of performance:
1. Number of Packets sent in the network
. Total packets sent to the Cluster Head

2
3. Energy consumed by the network at a certain time t,
4. Energy left at a node after a certain time t,

5

. Network lifetime

6.2 Results of Simulation

In the first graph Figure 6-1 Hybrid Adaptive techniques is compared with other three
techniques of Direct, Multihop and Adaptive routing. Resulting graph shows that our
propdsed technique has capability of sending extra packets of data in network than
rest of three. In our proposed technique all nodes first send data using Direct method
until their energy level reaches to a certain level. After attaining that certain level of’
energy each node will start sending data using Multihop. This technique in contrast to
Adaptive, fioes not specify the nodes in the start that these specific nodes will always

use Direct routing and the others will always send data using Multihop, but this
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decision of selection of routing techniques is made at runtime depending upon the
energy level of the nodes. '

As in the start all nodes send data by using Direct method so nodes being close to
cluster head require less energy to send data, but they have to send the data of other
nodes as well when far most nodes reach at a certain energy level so . That’s the
reason the nodes near to cluster head have not sent maximum data items as like
Adaptive teclnique. Graph shows that in our proposed technique nodes near to cluster
head have high rate of data sending because in start they had less distance to send data
and no load of far nodes on them. Whereas the far nodes first send less amount of data
but later on send more data by using Multihop. So it is clear from graph that through

put of our suggested mechanism is more than the three other techniques.

Packets Sent in Network

160 -+ i

100 1 e
120 + 4 _
€ % . & Direct
;,"100 - y g N
1] v & Multihop
g 80 # - g # 8
%60 | s § s f B ?5 ; : !‘ %Wi, ® Adaptive
] : , é B ! 2 %
E 40 - iy 3 3 & SRR
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Number of Nodes
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Figure 6-1: Packets Sent in Network

Multiple tests have been made while considering different energy levels to get the
overall performance of the algorithms. Graph below in Figure 6-2 shows a
comparison of average number of packet sent in the network of having energy levels
of 300, 600, 900 and 1200. Graph clearly shows that packets sent to the cluster head
 are directly proportional to the energy level. But comparison with other techniques it

is quite clear that our suggested technique has capacity to send more packets of data.
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Figure 6-2: Average Packet Sent in the Network

Figure 6-3 shows the level of energy left at each node. This is the comparison of ali

e the four routing techniques. At time t, after the simulation starts, this energy level was

’ observed.

- Graph indicates that using proposed mechanism nodes have more power left with
[ them than the others. Upon the deeply analysis it is noticed that nodes close to the

i Cluster Head have more energy, as at these nodes less energy is required to send data

f;i to cluster head. But the nodes far from cluster head have less energy as they have to

f - spent more energy to send data packets. By the graph it is quite clear that

accumulatively “H;Ibrid Adaptive Routing” consumes less energy. So this mechanism

-;f“! leads to an energy efficient routing for Wireless Sensor Networks.
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Figure 6-3: Remaining Energy of Network at Time t,

Graph in Figure 6-4 indicated the total energy consumed by the nodes at any time t,.
Hence from the graph it is depicted that our proposed mechanism is more energy

efficient as compared to other routing techniques i.e. Adaptive, Multihop and Direct

routing.
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- Figure 6-4: Energy Consumed at Time t,
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Graph in Figure 6-5 shows the total number of packets sent in the network.
Comparison shows that our proposed meéhanism “Hybrid Adaptive Routing” is
competent cnough to send more packets towards the Cluster Head. If we statically
compare all the techniques then “Hybrid Adaptive routing” sent 35% more packets
towards CH than the “Direct routing”. 42% more packets than “Multihop routing” and
14% more packets than “Adaptive routing”. If energy remained with nodes is high so
that nodes can send more data towards Cluster Head. This is the -proof of our proposed
solution that Hybrid Adaptive routing technique is more energy efficient although

having same level energy as others.

Total Packets Sent
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Figure 6-5: Total no. of Packet Sent in the Network .

Network lifetime of the Wireless Sensor Network is core objective of our research

effort and there is a prominent growth in it by the proposed technique.
Lifetime of a network is a time from the start of network till the death of first node in

A;;;« that network. Graph Figure 6-6 indicates the evaluation of network lifetime in all the

techniques. Death of nodes occurring is quite delayed by using “Hybrid Adaptive” as
compared by using Direct, Multihop and Adaptive. So there is a remarkable increase

in the network lifetime. This was the core objective to start this research work so this

1s most major achievement of our proposed algorithm. _ -
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Figure 6-6: Network Lifetime

Experiment was not single in number, but multiple experiments have been performed
by taking in account of different simulation parameters. We have compared the
network lifetime of network by considering different energy levels in the start of
simulation. Results are shown in Figure 6-7. Graph clearly shows if we doﬁble the
energy level, double will be the differen;:e in netWork lifetime between “Hybrid
Adaptive routing” and other routing techniques. Proposed technique is the top ranked

in achieving higher lifetime than the others.
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Figure 6-7: Lifetime of Network

Results produced by our technique shows that required objectives have been achieved.
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7. CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

This research work is a new technique for routing among the nodes of cluster. This is
fully adaptive, energy efficient, hybrid, scalable, dynamic, etc. it enhances the

scalability of WSN and prolongs the lifetime of network.

In our solution Direct routing. is used along with the MultiHop routing at a time. A
node on the basis of its current energy level decides whether to use Direct routing or
MultiHop routing. The adaptive nature of the solution enables the node to choose one
of these two routing strategies. The Hybrid Adaptive routing algorithm sends more
packets as compared to the available three ‘techniques. So decreased the overall

energy consumption and increased the network life.

7.2 Future Work

TOP is always vacant, it’s very rare when there become an end in research of any
field, unless some new or more attractive filed is not introduced which grasp the
features of parent or child field. There are much more things to be explored in this
area. Like Data Communication is full-ﬂed.ge challenge for researchers to make this
technology more efficient and trustworthy. Even the utility of proposed solution can

be explored in different dimensions that include:
7.2.1 Redl Environmental Testing

We used TOSSIM simulator which can’t calculate the impact of real environmental -
factors. This research can be tried on actual motes to get the doubt free and mature

results.

7.2.2 Efficient Inter Cluster routing

We have applied this research work in intra cluster routing and showing best results
but it can be tested for inter cluster routing as well, which can have few more issues in

communication.
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7.2.3 More Efficient Intra Cluster routing

This technique is showing best results for communication of data to the cluster head,
but this work can be extended to more generalized level of routing. i.e., In case of
Multihop routing what should be the best route for data communication, what will be

the more appropriate next hop.

~

7.2.4 Infrastructure of Network

We assumed the nodes at a fix distance of 10 feet from each other and are in specitic
direction as layout topology is Grid having same physical environment. But this can
be checked on nodes at different distances and at different directions. As in reaf life in

some case it may not be possible to place nodes at exact distance in an unevenarea.

7.2.5 Size of Network

Currently we have tested the proposed technique on a cluster of 30 sensor nodes only.
It can be tested on the number of nodes double or triple to it, because real life

networks may require dense deployment.
7.2.6 Security

Data security hazard, data can be sniffed at the intermediate nodes during Multihop
routing. There should a secure mechanism that data reached from source to

destination without any theft.
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At present two main routing techniques are widely dsed at commercial level, direct
and multihop routing. Normally for small networks Direct routing is used and
Multihop for large rietworks to optimum energy consumption. But there occurred
some problems in large network upon using multihop routing i.e. Far most nodes send
data to its immediate neighbor towards cluster head. Now this nei ghbor has to send its
own data as well as the data of previous nodes to next hop. By this, nodes near to
cluster head have to send their own data as well as data of nodes behind them to
transmit towards the cluster head. The term Network lifetime or life of a network is
defined as: Time from the start of network till the death of first node in a network. So
in multihop closest nodes can’t survive longer due to heavy load of transmit. Such
mishap can also occur in direct routing. Nodes at the borderline of network need more
energy to transmit, as energy is directly proportional to distance. To overcome this
problem Hybrid 'Adaptive Inira Cluster Routing was designed, that improved the
problem till some extend by reduction in energy consumption. In this protocol
decision of making “close region” is taken in the start and they remain constant till the

network life ends. In the light of above mentioned issues a more scalable solution is -

- needed to resolve the energy issue in wireless sensor network and prolongs its

lifetime. Problem statement is quite clear in the figure 3-9.

-
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Figure 3-9: Problem Statement

3.4 Research Objectives

‘There is a quite enough room to work on adaptive routing. So a Hybfid Adaptive
Routing Mechanism is necessarily required to fill the existing gap in this field. The
major objectives for the de'veylopment of our new Hybrid Adaptive Routing Technique
are: |

e Should have supbort for large no of nodes.

o Take the benefits of both Direct and MultiHop routing.

e Should be better than traditional routing techniques.

e Should be energy efficient.

o Increased Network lifetime.

» Should have capacity of adding and removing nodes into cluster.

-~
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4. PROPOSED ROUTING MECHANISM

ENERGY EFFICIENT & HYBRID ADAPTIVE INTRA CLUSTER
ROUTING

This proposed routing solution is a complete in its nature for the above discussed
problem in WSN. As it covers every aspect of present problems related to energy

consumption. Now we will discuss the design features and proposed technique.

4.1 Design Features

Our designed protocol “Energy Efficient & Hybrid Adaptive Intra Cluster Routing”
possesses following features.

e Should support large no of nodes.

» To take the benefits of both Direct and MultiHop routing,.

¢ Should be better than traditional routing techniques.

. Incréased Network lifetime.

e Should be energy efficient.

o Should have capacity of adding and removing nodes into cluster.

-

4.2 Energy Efficient & Hybrid Adaptive Intra Cluster Routing

Out of multiple domains for research in Wireless Sensof Network routing is ranked at
the top. As existence is a key point, if a node became dead because of low energy, it
has no more existence, its whole hardware / software is of no use unless its battery is
charged or replaced. So to make a node alive for a longer period of time is the most -

critical issue and it can be solvedvby an appropriate routing protocol.

Main purpose of this research work is to increase the network lifetime of WSN, which

is a majbr challenging issue. In this algorithm each node decides during run time to
select the mode of routing depending upon its energy level that when to route the data
using direct routing and when by multihop routing. Finalfy the energy consumption is
reduced which results in the extension in network lifetime also increase in number of

packet sent in network.
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There are three main phases in the whole process that are:
1. Cluster Head selection
2. Cluster formation
3. Intra Cluster Routing (Inter Nodes Routing)
We worked on the Intra Cluster Routing only, as is the scope of our work. For first

two phases any energy aware technique can be exercised.

4.2.1 Intra Cluster Routing (Inter Nodes Routing)

With the help of RSSI value (Received Signal Strength Indicator) distance of each
node can be calculated. Value of RSSI is inversely proportional to the distance,
greater the RSSI value smaller the distance or vice versa.

Each node /cheéks its energy level, then on its energy level, it will be decided that
which routing techniﬁue is to be used? If the node has energy level greater than a
certain threshold, it will use Direct routing, in case of vice versa Mulihop routing will
be best option. ' ' _

In start all nodés- have maximum energy; ultimately Direct routing will be adopted.
With each packet send, energy consumes depending upon the distance. After-sending
each packet energy level is checked. Nodes have powerful dynamic transceivers,
which consumes energy according to the power by which data is sending. More
distant nodes need more energy to send data to its vparent node, which may be the
cluster head, baseV’ station or any other node.

Direct routing has no issue of parent selection but in multihop it is a tough job. We
have used “"Shortest Path Selection” in our work. For this each node has to maintain
its neighbor table, by which the shortest path towards cluster head is calculated.

While routing when energy level of any node reaches to an end, that node will stop
sending data and node will be considered as dead. At this time our algorithm
calculates the lifetime of network, energy consumed and number of packets sent to the
cluster head. o }

By implementation and simulation of our. technidue, it is calculated that overall
network lifetime is increased, energy consumption of each packet is decreased and

number of packets sent in the network increased remarkably.

The flow diagram of the proposed idea is illustrated in Figure 4-1.
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Figure 4-1: Flow Chart — Decision to select Routing (Direct / Multihop)

4.2.2 Pseildo Code for Intra Cluster Routing

START
kkdkdkAkdkdkhhdkbkhdhhbhkdhhkbhkhhkhhhhdhkhkik

Destination .ID = D-ID

Destination Address = DA

Source ID = S$-ID

Parent ID P-ID
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Cluster Head
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Initialization
S-1ID= Source Address
D-ID= DA
P-ID= Parent Address
Data, Energy Level
// End of Initialization '

Get Serised Info
Data= Info
Select C.H
IF (Energy > x) THEN
Call DIRECT-ROUTING
ELSE ,
Call MULTIHOP-ROUTING

DIRECT-ROUTING

Sense required info

Data

‘Info
D-ID

C.H

WHILE (Energy Level # Q)
Send Data to D-ID
END WHILE
Broadcast “Node is dead”

-

MULTIHOP - ROUTING

Sense required Info
Data = Info

Calculate P-ID for data Delivery

An Energy Efficient & Hybrid Adaptive intra Cluster Routing
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D~-ID = P-1D

WHILE (Energy Level # 0)
Send Data to D-ID
END WHILE |

Broadcast “Node is dead..”

END

43 Stepiby Step Visual Explanation

The algorithm first calculates the energy of each node. After that it checks ‘if all nodes
have enough energy to send the data using Direct routing. If test is true the data will
be sent by using Direct routing, as in the start every node will have full energy so
birect routing will be adopted. Whole'process is shown in the Figure 4-1. Figure 4-2
is showing it is the start, i.e. t0, every node is communicating directly to the base

station.

Cluster Head

N

C : € <

Figure 4-2: Situation at time t-
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After some interval at time t; the nodes which are at the long distance from cluster
head will face shortage of Energy, then they forms a “Low Energy Region” and start
MultiHop routing in Low Energy Region, shown in Figure 4-3.

I

Low Energy
Region !

Figure 4-3: Situation at time t-,

The reason to"use MultiHop routing is that at time t; energy level of the nodes of the

“Low Energy Region” reduces to a speéiﬁc fhreshold.

At time t, nodes which are at most distance from Cluster Head (excluding the nodes
~of “Low Energy Region”) also becomes the part of the Low Energy Region and the
Low Energy Region will be expanded. Shown in Figure 4-4.
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Figure 4-4: Situation at time t-,

At time t, few nodés which are close to the cluster head will be near to die because of
the full load of “Low Energy Region” on them. Like in above figure all load of Low
Energy Region is at node number 2 and 7 and these are acting as a gateway for Low
Energy Region to Cluster Head. So at this point of time a new close region will start
fqrming from the nodes closer to the Cluster Head. Figure 4-5 shows another “Low

Energy Region”.
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Another Low Energy Region
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Figure 4-5: Situation at time t-,

By implementing this mechanism energy of nodes became more balanced. Number of
packets sent in the network is increased. Every node utilizes maximum energy, where

as average energy consumption is decreased. Hence network life increases.
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5. SSIMULATION DETAILS

In this chapter the implementation details of our research work has been discussed.

5.1 Tiny OS

We have used TinyOS as working environment for Wireless Sensor Network.

TOSSIM simulator is available with TinyOS operating system.

5.2 TOSSIM Simulator

A simulator is “a device, instrument, or piece of equipment designed to reproduce the
essential features of something” [27]. It is recommended that before going towards
real implementations one should go through the simulation process because - in
simulation it is quite easy to check and track the errors and debug the application. In
case of WSN, the real mote is a costly hardware and is not commonly available for -
research. Only few research institutes have real motes for research work. So the only
option remained behind is simulation. There are many simulators available in the
market for simulation of wireless networks e.g. NS-2 [28], GloMoSim [29], EmStar
[30], SénsoySim [31], QualNet [32], OPNet {33} and SENSE [34] but TOSSIM [4, 5]

is selected due to its best features and easy to understand.

TOSSIM is a top ranked and dominant simulator for TinyOS. Simulation of a network
with thousand plus nodes can be easily handled by TOSSIM. TOSSIM is offering a
best deal that code can be burnt in motes without any further modification after
compiling it in TOSSIM. TOSSIM is quite easy and friendly in usage and in

debugging of code as compared to other simulators.

TOSSIM mainly focuses on simulation rather than simulating real world. it like other
simulators makes some assumptions and focuses on some special behaviors. Some of

the characteristics of TOSSIM are as follows.

-~
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5.2.1 Scalability

TOSSIM is able to handle network with large number of nodes. Thousands of nodes
in a network can be entertained. Individual mote has very small resources. Static

component memory model simplifies the state management.

5.2.2 Completeness

Behavior of TinyOS is simulated by"l’"()SSIM at very low level, and captures
complete system behavior. TOSSIM bridges the gap between algorithms and
implementation. It has instrumented nesC compiler. It has capability to deploy the

tested code directly without requiring any change in application.
5.2.3 Fidelity

Fidelity is to deal with accuracy. Reliability is a major concern in any simulator,
which can be judged by its fidelity. Bit-level simulation of TOSSIM can capture the
network at very high fidelity. TOSSIM helped in debugging some of the TinyOS

network stack problems, which were overlooked during the test bed deployment.
5.2.4 Simulation Time

In TOSSIM, simulation time is 4 MHz which is same as CPU clock of mica platform.
4 MHz is equal to 4 x 10° ticks/second. The code in TOSSIM runs without any

preemption.

-

5.2.5 Flexibility

TOSSIM has a flexibility of ‘adding new models. Some real world models are not
provided in TOSSIM but by connecting some external tools required functionality can
be achieved and used for the perfection of a given simulation. Connecting to any other
external tool couldn’t affect its efficiency.

Few external models are as follows:

5.2.5.1 Radio

Radio model is not available in TOSSIM. A java based tool named as

“LossyBuilder”, can be used to generate the desired radio model. By “LossyBuilder”
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An input file will be given to TOSSIM at run time to add radio model while
simulating the specific application. LbssyBuilder help us to attain characteristics like
Bit corruption, Delay and Propagation like real world. Chances of loss of each packet
may vary from others as not dependent on other packets. _

There are two main radio models which are normally in use, Free Space Model and
Two Ray model. As we are'considering that thefe is hindrance in the line of sight of

each model so in our research work “Free Space Model” is used.

5.2.5.2 Power / Energy

To calculate the energy consumption is not included in TOSSIM. But energy
consumption parameter can be simply added for any component used. The overall
energy consumption of that component can be calculated after the simulation by using

that parameter.

5.2.5.3 Building

TinyOS implementation of any protocol is required for its simulation because
TOSSIM directly builds from the code. Apparently it is difficult task to do but one

can simply run that code on real motes with no change.
5.2.5.4 Imperfections

Nothing is 100% in this world and TOSSIM also has some limitations with it. As
discussed before TOSSIM run the simulation instantaneously so no preemption is
involved during the simulation. But in real motes there can be preemption by any
interrupt occurrence, so the simulation never stops due to none of any interrupt

handling in TOSSIM.
5.2.5.5 Networking

40Kbit RFM networking stack is simulated by TOSSIM. It also includes MAC,

timing, encoding and acknowledgements.

5.2.5.6’ Authority

t

Performance analysis of the algorithms can be done through TOSSIM. But the results

of respective simulation are not so much authoritative. TOSSIM can tell you high data
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loss between two algorithms. but like real mote the data loss scenario cannot be

perfect.

5.3 How to Compile an Application in TOSSIM

TOSSIM is basically a Linux based application. But can be used and configured in
Windows as well, for windows a Linux emulator is needed. We have used Cygwin,
which is a CLI based Linux emulator like “Putty”. For simulation first install the
Cygwin then configure the TinyOS.

All versions of TOSSIM have capability to compile any piece of code written in NesC
language. Open the Cygwin shell, go to the application directory. Write “make pc”
and preés enter. It will compile the application and show errors and warniﬂgs if any.l
In “make pc”, pc is a platform, used only for simulation. Other valid platforms' are
mica,- mica? and mica2dot. These platforms have different names in different

versions, like-this “make pc” is for TinyOS 1.x but for TinyOS 2.x “make sim” is

used.

When compilation -of the application is complete a new directory build will be created
in the folder directory of application, as shown in Figure 5-2. This directory contains

all the compiled files in it. All commands are clearly mentioned on the screenshot of

Cygwin shell.
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Figure 5-2: Directory Structure

Inside the build directory there are sub-directories according to the platforms we have
compiled for, e.g. for simulation (“make pc”) theré will be a directory named “pc”
and for hardware (“make mica”) vt\here will be a directory ‘naymed as “mica”
respectively. In build there is a further more subdirectory named as pc. This pc

3

~ contains the compiled file “main.exe” in it, which is an executable compiled file.

Figure 5-3 shows all the contents of build and pc.
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Figure 5-3: Directory Structure and main.exe location

54 How to Run an Application

After compilation of an application now we need to run that compiled .application. To
run a pre compiled application, open the Cygwin shell. Reach to the directory of
application, which we need to run. This is the time to give the command for
execution. But before running the application we need to specify the debug variables
first, because it will enable all the debug. variables which results in a huge output
which is quite difficult to understand. First let me show you the .output without

specifying debug variables.
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Figure 5-4: Command to run the appiicaﬁon '

Figure 5-5: Output of running Application

This output is quite complex and difficult to understand but it will be quite easy to
understand the output, if we specify the debug modes before running the application.
See the next figures for debug command and output.




