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ABSTRACT

Security prices are too complic'aleci 'tc.). be successfully predfcfed and have not bef_:n
consistent in theery so far. Sécurity pricés'movemem is driveﬁ-b.y numerous factors, both
at ﬁétional and international levels, and because of the multiplicative effect of these
factors, the markets movement .has been majorly random. and very less predictable. A
" number of research studies have been undet;laken in the past to mode! the Security prices
m;)vemen_t. Research analysts are contiﬁuéusly charting data and conducting Fundamerital-
analyses to identify securities so as to design tﬁulti-Eagger portfolio’s which can
6utperfcrﬁ1 the benchmark index. Any ho&el; which can predict the security prioe§
movement would be helpful to investors to reduce their risk exposun;e, increase hedging
effectiveness and makimize retums. |

This study used to forecast the stock index, crude 0il prices and exchange rate with
respect to USD, using past data from January 2000 to December 2013 on monthly basis
with the time span of 14 years. First part of study predicted future security prices usling
data of SAARC countries i.e. Pak_istan, Srilanka and India. And in second part compare
the forecasting accuracy of the two models ie. Art_iﬁcial Neural Network (ANN). and
Geometric Random Walk Model (GRWM). Predicting power of the these models are
compared by the different techniques i.e. Mean Absolute Frror (MAE), Root Mean
Square Error (RMSE), Median of Absolute Deviation (MAD) and sﬁocess Ratio (SR).

The result is concluded that best methodology varying with situation with its accuracy or
significance of results as, mean return and standard deﬁiation_create \;ro]atility chaﬁgés in
the prices. For example, in forecasting exchange rate, sfock price and crude oil prices if
the investor risk lover then GRWM is best suitable model; better than ANN model and if

investor want to forecast directions in this case better ANN model is better than GRWM.




COPY RIGHTS

© Awais Ur Rehman (2015). All rights reserved. No part of this publication may be
reproduced without the permission of the copyright holder.

o oam dm o

B




DECLARATION -

I hereby declare that this thesis, neither as a- whole nor as a part thereof, has been
- copied out from any source. Tt is further declared that T have prepared this thesis
entirely on the basis of my personal effort made under the sincere guidenance of my

supervisor.

No portion of the work, presented in this thesis, has been submitted in support of any

application for any degree or qualification of this or any other university or institute of

learning,

Awais Ur Rehman
MS (Finance)

Faculty of Management Science




ACKNOWLEDGEMENT

Praise is due to Allah, Whose worth cannot be described by speakers; Whose bount.ies'
cannot be counted hy calculators and Whose clain"; .(to obedience) cannot be satisfied
by those who attempt to do so. All the praises are attributed to the sole creator of the
uriiverse “ the Almighty Allah”, _the Compassionate, the Merciful, the.'So.urce of all
knowledge and wisdom, Who bestowed upon i'ne'health,._fhought, télénfed, sincere and
cooperative teachers, friendly blmthers and sisters, helping friends and power of

communication and Who gave' me the strong courage to complete this thesis.

1 express my deepest and sincere gratitude to my-'honor'able supervisor Dr. Syed
Zulfiqar Ali Shah for his inspiring guidance and continuous encouragement during the

completion of this project.

I offer my deepest felicitation to my teachers ‘for their kind contribution in my
knowledge and experties, especially Dr. Zaheer Abbas, Sir Faisal Rizwan, PhD

Scholar Rizwan Mushtaq and PhD Scholar Nacem Ullah Khan and all other teachers.

T am also thankful to all members of MS/PhD'Commiﬂ_ee for their kind gliidance to

ensure the quality of work in my dissertation.

I also express my gratitude to a MS/PhD Program office special_ly to Mr. Hamid
Mahmood for their unforgetable support during my stay in this institution. T am also
indebted to my friends Mr. Abubakr Cheema, Mr. iw_o'een Ul Haq, Mr.Usama
Suleman, Mr. Saleem Arshad, Mr. Bilal Iqbal, Mr Jahanzaib Ramzan and Mr. Ali

Amin for their kind support in my research work.

~ Awais Ur Rehman




Fo'recasﬁng Stock Retiirns, Exchange Rate and Oil Price: An
- Empirical Investigation of SAARC Countries

- Awais iJr Rehman

107-FMS/MSFIN/S11

Supervisor

Dr. Syed Zulfiqar Ali Shah

Faculty of Management Sciences

International Islamic Univérsity, Islamabad




Table of Contents

LISt OF FAUTES cvvvvuvvvsvens srarersarsrmssassenssarsmisssss sis sassssssasasssisibassonss b bonsassssssesenasansesss siassssssassss 3

Abbreviations ..eccercicrenens emrh e hbE LA RS B LA e b e 4449 TP 1 b AR H0R SR SRRR e EaLPE ettt braraatarabererrararen 4

1.

5.
6.

Introduction: 5
1.1 Problem Statement: 7
1.3 Research Que;nona
1 STIIICANCES o e rereersners s ssossssr s ssse e s sssessss s ssssssnre s et

1.4,1 Contextual Cmﬂibutioﬁ: et it it smee oo 10

1.4.2 Theoretical ContFIBUION: . o....eievereseereeeerreeeeeeeesmeesaeessssnssesrassessssemnisssssassasseassanss 10

2.1 Stock Return and Artificial Neural NetWork: ... — S 11
2.2 Exchange Rate and Artificial Neural NetWork: .........ceeererrmocmsscssssssssssesscsnsissssmnises 14
2.3 Crude Oil Price and Artificial Netral NetWOrK: ..o cvssmesscercsimrstrscssissssssessns 17
2.4 Stock Return and Geometric Random Modekiui i eresr s nassiaas 20
2.5 Exchange Rate and Geometric Random Model: ............ tvevsarens s RSN 23
2.6 Crude Oil Prices and Geometric Random Walk Model: ..oviviiimrannninnininnn 24
2.7 HYPOthESES auuvvcrrnrensarermnennes IR teeberass e sh st sttt bt st sne g srbngsrsegas 0 2O

Data and Methodology: ....ov i s et A b R s 27
R TN OO T
3.2. Methodology:......... eeeoeeaesereruene e sass et e een b A RO AA S £ e dns sttt B e terrteen 28

322, Geometric Random Walk Model (ARTMA):.......ccociiiinnninnnsiin e 30
3.3. Comparing Models for Forecasting Models: .........oovvv e R — 31
Result and DiSCUSSIONS: .....c.ccurmmrareraacns reveseneratasien s eaa e ena e b SRR SE e A A e s reA e eR b s srms 34
A1, DesCriptive SEaIStICS oo ecere e s e s e bbb s s s ns s e ns e ana e re s S0
4.2.  Results of ARIMA Regressipn:............._. ........ et e b e n s n st s 35
43, Exchange Rate Forec_asting ComMParnison: .....coveeiervoiens e 36
4.4.  Stock Index Forecasting Comparisons: .. ..o eieccsinermnsssssnns wroreserereaisears erarans 37
4.5.  Crude Oil Prices Forecasting Comparison: ... nnea, reeesrnieiaresaresnae 38
Future Research / Limitations:..... R e e errparans cameirssnsesmosssemens 39

CONCIUSION: 1errarerrrasmonesessrorossssads ssasesssrosnse sesssonssass s onssasnsase e nsarnssasatsrersssesserasns P 40

ReEfErences; vmmmeaermmrmemannin AP H1E PO H L HrORE PSS BeE PO PH ORI SR LS SR RE AR S 42




Figure 01.

Figure 02.

List of Figures

The structure of BPNN and the process of BPNN-based time series .

FOTECaSIING ..ot e e e 27

A flow chart of ANN-based forecasting system..........................28




ANN
ARIMA
BPNN
BSE
.CSE
DPS
. EPS |
GARCH
GRWM
KSE
MAD
MAE
MAPE
REER
RMSE

SAARC

Abbreviations

Artificial Neural Network

Autoregressive Integrated Moving Average

Back-Propagation Neural Network

Bombay Stock Exchange

_Colombo Stock Exchange

Dividend per Share

Earning Per Share

Generalized Autoregressive Conditional Heteroskedasticity .

Geometric Random Walk Model

Karachi Stlock Exchange

Median of Absolute Deviation

Mean Absolute Error

Mean Absolute Percentage Error

Real Effective Exchange Rate

Root Mean Square Error

South Asian Association for Regional Cooperation

Windows Neural Network




1. Introduction:

Volatility may have becorhe a topic .cnf huge signiﬂcance to almost anyone v_vho.is
concemed. in the financial markets, even as aln observer. To many among the general
public, the term is simply identical with risk: high volatility is thought of as an |
indication of market oommotion.. Teo them, {ro]atility is meant as securities, exchange.
rate and prices of oil are not being .cost prét'ty. and the investment industry is not
performing as well as .it should. But for thdse whoe deal with mixture invc_s-tments,-
knowing movements, predicting it. perfectly, and handling the visibility of theil;
domaiﬁ investment portfolios to its resuits are essent.ial.

Modern choice costs concept, starting with Dark aﬁd Scholes (19?3), according tb
movements a main part in identifying the reasonable worth for a choice, or any
mixture device with choice characteristics. Whereas the profits movements of the
actual resource is only one out of five factors in the basic Black-Scholes (BS) choice
costs system, its significance is arhp]iﬁed by the reality that it is only one that is not
straight visible, Stock cost, attack cost, a chance fo choice expiry, and the interest
amount are all well-known or able to be quickly acquired from industry, however
movements should be estimated. Even though the noticed movements above latest
times can quickly be calculated Clll.lt of traditional data, an option's theoretical value
nowadays relies on the movements that would be knowledgeable .Iater_ on, over the _
choices entire staying life-time. |

From the starting, movements forecast has presented significant problem;s for thbse
enthusiastic about implementing types assessment designs, but the .probiems has

become greater recently as the maturities of available equipment have prolonged




(;onsiderably. Tn Nineteen s'eventi;:s, most dealing choi;:es were in value choices witi'l
maturities of only a small numbe-r of months. Whereas it was idéntiﬁed t_hét a

- come back movements of security can be predicted to vary eventually, on cdndition
that this only happens progressively, it should be probable tol achieve a logically fine -
temporary predict via simplc. supposition of that movements above long nin would
" stay regarding the same as it was observed in the earlier period. Thase éuppositions
hecome less reasonable as longer the adulthood of the choice that i-s costed. |

Now there is effective dealing in types of -all varieties with maturities lﬁat might be
10years or more than it. How one should go regarding - identifying the suitable
movement’s limit to assess a decade cap agreement on .th,e Déutschemark / money
return rate? On the other hand one chooses to do such kiqd of forecast, it i.s limited ﬁo
be topic to significant mistake. To what extinct doubt is present  regarding the finest
feasible forecast for a moment period like that? Several problems are there that will
concentrate on in this monograph.

This research will talk about and assess the-sigﬁiﬁcant techniques for predicting
movements, always with an eye toward forecast rather than modeling and dmcribing
movement’s actions. Moreover, this research would be mainly involved with precision
of forecast, not with theoretical or econometric beaufy, as beauty habitually comes at
the cost of sturdiness in out-of-sample predicting. The rest of this release would think
about the essential query about what th¢ movements éctually is? And why individua_lé
want to forecast it? Out of many significant complications in solving the justifications
on either type dealing improves the market’s movcmeﬁts one is that the phrase_ is
recognized in various ways by dissimilar individuals. ..

Limiting our interest to experf types investots. and investments cdmpahiés wﬁo use-

statistical choice costs designs, and to the instructors who develop them, one might




anticipate pretty close contract éboﬁt how to determine movemeﬁts, at least as far as
how it is used in the designs.

This study adds to the accessible body of literature in such a way that the method that
adopted in this study i.e. the comparison of Artificial Neural Network (ANN) and
Geometric Random Walk Model (GRWM) are unique in the context of SAARC
countries these methods are very less used and are not ever’ coﬁpafed all together
before. So this study contributes to literature ._that it has provide a caparison in this
regards. Moreover the .variables used in 'this_smdy are less discussed in.r.esear.ch
related to SAARC countries. These variables afe separately studied in research but
this study provide a comprehensive analysis by studying the variable stock returns,
exchange rate and oil prices collcct_ively. It has beén observgd the stock returns
extensively studied before in literature but forecasting cxchénge rate and oil prices on
the bases of these two methods of forecasting that used in this study are very least or
even not studied extensively in literature. So this study will open new horizons for

research related to these constructs in detail.

1.1 Problem Statement:

‘This study aimed to predict the fiture prices of the securities by comparing the
predicting models that are widely used by the analyst namely Artificial Neurﬁl
network and Geometric Randqm Walk Model. Thus to thé question regarding which
model is best predicting model in tlhé context of SAARC coﬁntries. In SAARC
countries almost all the countries are developing ecdnomiés and the fluctuations in the
oil prices, exchange rates and stock retumns are ﬁhenorﬁenal, and these are the most
important components of t}le £conomy. So there is. desperaté need to

forecast/predict/estimate about these ihdicators for SAARC.




1.2 Oijectives:

The aim of this study is;
e To forecast prices of crude oil markets, .stock exchanges return and exchange
rate. |
¢ Comparing the forecasting accuraéy of the Artificial Neural Ne;work (ANN)

and Geometric Random Walk Model (GRWM).

1.3 Research Question:

This thesis looks for to answer the subsequent research question:

How could SAARC countriéé ﬁredict long-term stock prices, exchange rate and fuel
prices in better way to improve the makeover of the ecénomy of these couniries to
face ﬁurrent intimidation improve logistics planning and improve fimancial planning?
Giving answer to this question the following exploratory questions will be deal with:
1. What forecast model has been most exact at medicting historically stock returns,

exchange rate and ﬁlel prices?
2. Which model is performed better in context of developing countries like SAARC

countries?

1.4 Significance:

As for as the significance of this study is comcern, this study is conducted on
developing economies that are the significant members of the SAARC. As far as the
methodology of this study is concern, the study has used unique methods to conduct
rescarch on developing economies. The variables studied are also not studied in

combine before this study. In this study forecast are being made about stock retune,

[ S




- exchange .rate and oil prices on the baslis of financial data of countries-that in:c!ilde
'Pakis;tan, India and Sri Lanka. So th1s study willl be beneficial for the ﬁolicy makers
while establishing findncial policfes for the develbping economies like the SAARC
countries. Anot-her important contribution is the unique method of comparison
between ANN and GRWM. So this will help to provide empirical evidence that which
method of forecasting will best suit tile developing 'economics. So this study will be a
beneficial addition to._the existing body of literature in the abov¢ discusses ways.

In this highly dynam ic envirdnment, it has been obs.erved that 95% of the research t-hat
has been compared contrasted aﬁd tested theories methods and construct is conducted
in the developed countries (Farashahi, Hafso; and Molz, 2005) and only 5% of this
sort of research is conducted in the developing .countrie.s. Considering this demand of
conducting research in developed countries and providing and empirical evidence to
the existing body of literature the focus of this study is on the countries that are the
significant South Asian Association for Regional Cooperation (SAARC)Y’s members.
The countries which are studied for this purpose of research include Pakistan, India,
and Sri Lanka. The main focus of this research will be on the financial data of our
forecasted variables of these countries which are listed above. In this research after
collecting data from the stock market, forex market and form commodity markef of
the above countries foreéast will be made about the following; stock returns, exchange
rate and oil prices which are the main Variables of this study. For the purpose of
forecasting these variables two n'.lc'thods of forecasting are used which are Artificial
Neural Network (ANN) and Geometric Random Walk Model (GRWM) to forecast
these variable and compare its result with oth'e_r two models. In this study a

comparison will be made between these two methods and as a result empirical
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evidence can be ﬁ')ulnd that would illustrate lhal'“—.fhich method of forecasting will Suit
those SAARC countries.

1.4.1 Contextual Contribution:

This paper will serves as the bases for policy'makers. to adjust the oil prices, qqantfties
of trades of fuel and how to protect from unseen velatility of these prices. as for as

stock market is conéern, this study analysis would be base on two major forecasting

techniques i.e. ANN and GRWM so having conclusion regarding predictions of stock -

prices this research will be able to make recommendations necessary for stock market
investors, hedgers and other stakeholders. When we came towards exchange rate, it is
a main participant of the forex markét and its volatility has several economic

implications for whole economy and for sub-sectors of the economy, hence it might

be very useful to forecast the fiture movements in the local currencies of SAARC

countries.

1.4.2 Theoretical Contribution:

This paper is diﬁ‘erént from previous studies in a significant manner. First this paper is
using specifically data of SAARC countries jointly and individually, Secondly our
attempt is to declare the best forecasting method for stock market, exchange rate and
oil prices for SAARC. Tt opens a new debate regarding intercc-:mnections of these most

important economic factors.

el i s i e, S, b B b M W .
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2, Literature Review:

2.1 Stock Return and Artificial Neural Networlk:

Peﬁple used to invest in common stock as it is of ﬁs high returns over time, Many
highly interrelated economic, political, psychqtogical and even social factors effect on
Stock market and these factors act together in a very complex way. Consequently, it is |
very éomplicated to predict the whereabouts of stock markets (Abdoh, 2000). Inspired
artificial neural networks in the braiﬁ and nerve cells (neurons).exist. Although human
knowledge about the human brain is very limited, but too many details are in
connection with the anatomy and physiology of the brain has neurons. The output of
gach neuron is axons that arc. disciplines that have seen too long. Artificial neural
network protected a much smaller sized range that scientiﬁc sensory systems and the
capability of scientific sensory systems are much less. What actually is the capability
to perform computational system in a particular activity is such as pushing a function
approximation. Symptoms or electrical impulses are produced by atomic nerves and
axons that are moved through the divisions. The systems are analyzed in three main
areas; one, Network atmosphere and training data, two, Network Company and three,
Network efficiency.

Stock industry forecast is very difficult, The efficient industry spcéulation .declares
that the present rate fully shows all available details. What this means is tha; past and
present details is iniegrated into inventoﬁv' cost, thus cost changes are merely due to
new details and unrelated to carrent details. Since news happen arbitrarily and cannot
be estimated, inventory cost should FoIIOw ﬁunique move design. I_F this speculation is

true, then any efforts to estimate industry will be useless. The unique move design has
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been examined substantially in various marketplaces. The results are combined and

some timeframes contrary.

However, most of the recent studies (Gallagher and.Ta_vlof (2002), Gately (1996),
Gooijer and Hyndman (2006), Hurst. (1951), Rotundo and. Valente (;999), Refenes
(1995) on inventory markets decline the unique move actions of inventory values.
Although numerous reviews produce proof tha.t invent'ory. values are not simply,
ﬁnique, they all agree that the actions of ﬁventow values is approximately close to é
unique move procedure.

Mareover, if the actual procedure to a market time sequence is a fraxel unique move,
which can be deduced by calculating the Hurst exponent, then the only methods
available for forecast are the sensory algorithms (Rotundo and Valéme (1999), Qian
and Rasheed (2004)).

An artificial neural network. is a statistical design or a computational design based on
scientific sensory techniques or, in other terms, is an emulation of a scientific sensory
system. Tt includes a connected number of artificial neural networks and procedures
information using a connectionist strategy to calculations. The ANN is a highly
effective device for nonlinear time sequence designs and, in the last years, was used
with achievements in fixing nonlinear forecast and predicting problems. In particular,
ANNs are used to forecast marketplaces, since théy are able to understand nonlinear
mappings between inﬁmjnatioﬁ a_nd results, _the systems' design is no required (no
priori supposition is needed) and can be used to non fixed information. Neural system

predicting designs have been commonly used in economical time sequence research

during the last decade (Enke and Thawornmong (2005), Gately (1996), McNelis

(2003), Moreno and Olmeda (2007), Priddy and Keiler (2005), Walczak (2001), Zirilli

(1997).
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Birgul Egeli, N-[elte'm OZturan, Bertaln_ Badur analyzed Research cﬁnducled on Turkish
inventory retu-m has suggested that the information to the system may be taken as:
past day’s catalog value, past day’s TL/USD return amoﬁnt,- past day’s 6vernight
interest amount and 5 phony factors each éomprising the business déys of the week.
After the information has been wentified, the information has been collecied for the
period of July 1, 2001 through Feb 28, 2003 from the Central Bank of Republic of
Poultry. Coaching set is identified to include ah;out 90% of the information set and the
rest 10% will be used f;or examining purposés_. Systefn structure is identified to be
Multi Layer Preceptor and General Feed Forward systems. Coaching and examining is
conducted vsing these two network Architectures. However, it shows that artificial
neural network have better activities than moving eamings. |
Artificial neural network has been used fn inventory return forecast during the last
decade. One of the first projects was by Kimoto et. al. (1990) who had used ANN for
the forecast of Seattle inventory return catalog.

Mizunc et. al. (1998) used ANN again to Seattle inventory retun to predict dealing
alerts with an overall forecast amount of 63%. Sexton et, al. (1998) determined in
1998 that use of strength and start of learning at unique points may fix the problems
that-may occur in training process. Phuaet. al. (2000) used sensory network with
genetic critetia to the inventory return industry of Singapore and expected the industry
direction with a precision of 81%,

Abbas Vahediin 2012 predicted the stock price of Tehran Stock Exchange Using
Artificial Neural Network for annual data from 2000 to 2008. In this regard this
approach is established with investment income; stock sales income, earnings per
share and net assets as inc_lepeﬁdent (Tnput) variaﬁles. Resulis showed fhat estimatior..

and predictions of stock price with Artificial Neural Network is possible and have
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suitable and stronger outcomes. Most exclellent_'structu.ral design is a n;etwolrk which
has unseen layers and twelve two neuron in unseen layers alongwith hyperbdlic,
tangent transfer function both in unseen and output layers with. Qﬁasi “Newton
training algorithm.
Mahdi Salehi, ValiKhodadadi and Hakim Abdolkhani (2011) try to design a model to
* forecast stock price of steel industry,- using artificial neural‘ networks. The designed
mode! used a three-layer network a s'igmoid transfer function, 7% Alpha, 2% Etta-and
Windows Neural Network (WNN) software. The input ﬁariab]es of the network
include net assets, P/E ratio, dividend per share (DPS), earning per share (EPS),
amount of stock transactions, and stock price network output of companies being
studied. The resulis from designed model show that if an artificial neural network is
taught correctly, it can recognize the relationship between variables and it can help to
farecast the stock price of steel industry with minimum error (35% in this research),
Investors can forecast the stock price of steel manufacturing companies using these

inputs variables and WNN software.

2.2 Exchange Rate and Artificial Neural Network:

In the earlier period, balance of payments was us_ed to determine foreign exchange
rates. The balance of payments was the only way of listing receipts and payments in
country’s iniernational transa_ction_s. Payments involve a demand fof foreign
currencies and a supply of the domestic currency. Receipts involve a supply of foreign
currencies and a demand for the domestic currency. The export and import of goods
were used to determine the l?ala_nce. As a result, the forecasting of the exchange rates

was not a difficult problem in the earlier period.

A om
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Unluckily, the local and international supply-demand factors and interest-rates had
become more relaied to each currency afterwards. The fixed foreign exchange rates

were abandoned and a floating exchange rate systemi was executed by the

industrialized nations in 1973 on the top of this. In recent times, farther liberalization

of trades is discussed in General Agreement on Trade and Tariffs,

The economic theory has not supplied econometric models so far to produce efficient

forecasts of exchange rates, even though'many studies have been dedicated to the -

equilibrium of exchange rate’s eslirﬁation from the 20s to the Tecént years {Vincenzo
Pacelli, 2012). Many flourishing é!aims of using neural network based market
forecasting systems have been published. Unluckily, much of this work has to bear
insufficient documentation concerning methodqlogy (Binks and Allinzson ( 1991)I,
Collard (1991), Lee and Park, (1992)) or claims of positive results not backed up by
comparisons with other relevant forecasting techniques (Binks and Allinson (1991),
Lee and Park, (1992), Collard (1991) Weigend et al (1992)). So it is difficult to make
both duplicate preceding work and achieve an exact evaluation that how good
connectionist methods really act upon in comparison to other techniques of
forecasting,

Joarder Kamruzzaman and Rubul A. Sarker (2004) have examined artificial neural
networks based an prediction of modeling of foreign curﬁ:ncy rates using three
learning algorithms, named as, Standard Back prqpagation (SBP), Scaled Conjugate
Gradient (SCG) and Back propagation with Bayesian Regularization (BPR). The
models wete being train from past data using five technical indicators to predict sik
currency raedtes against Australian dollar. The predicting performance of the models
was assessed using a number of éxtensively used statistical metrics and contrasted.

Outcomes show that considerably close forecasting can be made using simple

ek . ma mmm mm e = — . a .



16

technical indicators without wide information of market data. Ambngst the three

models, SCG based model outperforms other models when measured on two

commonly used metrics and achieved comparable outcomes with BPR based model

on other three metrics. The result of network architecture on the act of the forecastin g

model is also offered.

Anastakis and Mort (2009), Majhi, Panda and Sahoo (2009), Bercau, Lopez and
Villavicencio (2010), Bildirici, Alp and FErsen (2;0]0), have studied the predictability
of the dynamics of exchange rates of r-mn-linear models such as aﬁiﬁcial neural
networks, genetic algorithms, expert systems or fuzzy models, Iéading however to
conflicting results.

Mehdi. Khashei and Mehdi Bijari (201 ])I an improved design of the artificial neural
network is suggested using autoregressive incorporated moving average designs, to be
able to gencrate more general and more precise multiple design than artificial neural
network for time series predicting, Tn our suggested design, the unique advantages of

the ARIMA designs in straight line modelling aré used to be able to pre-process the

under-study data for using in artificial neural network. Scientific results in every week

Native Tndian rupee against the United States dollar exchange rate indicate that the
suggested degign can be an effective way .to improve predicting precision achieved by
artificial neural network and traditional straight line designs.

Many scientists have examined the synthetic sensory systems as designs for predicting
forex rates and have shown that sensory systems can be one of the very useful teols in
forex trading marketplaces forecasting [G. Zhang, B. E. Patuwo, M. Y. Hu, (1998)]. Weigend
et al. (1991) have found that neural networks are better than that of random walk
models in forecasting the Deutsche mark in opposition to the exchange rate of US

dollar. Kuan and Lin (1995) use both recurrent neural networks and feed forward to
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predilct five foreign exchange rates <:;f the Canadian dollﬁr, the' British pound, the
Japanese yeﬁ, the Deutsche mark aﬁd the Swiss franc against the US dollar. They
discover that neusal networks can improve the sign predictions and its forecasting is
always enhanced than that of random walk forecasts. Hann and Steurer (1996) make

evaluation among the neural network and the linear model in US dollar against the

Deutsche mark forecasting. They report that, neural network is much better than both

the random monetary and wgt.k models if weekly data are used.

Santos et al. (2007) examined the hypothesis tﬁat the non_linear mathématica] models
of multilayer perception and the radial basis ﬁmction néura] networks can provide a
exact out-of-sample forecast than that of traditional linear models. Their results show
that Ann’s perform better than their linear models.

Wu (1995) conducted a relative study between ARIMA model and neural network in
predicting the Taiwan/US dollar exchange rate. His judgments indicate that neural
network produces appreciably better outcomes than the best ARIMA model. Gencay
(1999) compares the neural network’s performance with.lhose of GARCH models and
random walk in forecasting daily spot exchange rates for the Deutsche mark, the
Japanese ven, the British pound, the French franc and the Swiss franc. He discovers
that forecasts produced from neural networks afe superior to those of GARCH models
and random walk, Brooks (1996) document some inevitability of daily exchange rates

by wsing artificial neural networks.

2.3 Crude Oil Price and Artificial Neural Network:

Qil is one of the most essential resources of energy on the world with wide price
changes. Tt has important results on the sales of major areas worldwide, and its

movements affect financial commitment spending budget plans as well as the value of
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foreign-dénomfnated source financial commitfnent'opponunilié's. The raw oil price
madifications could Ering a lot of financial doubt in oil distributing and oil taking
countries in both de.signed and developing countries. Oil price lumps have oftenly
been described as Igading to unfavorable macroeconomic results on complete result,
price, and profession in countries across the world. The oil price forecasting is, thus,

essential to suppliers and plan makers,

There have been many projects to control styles could explain the activities. of raw oil
price and forecast it completely in identify and come back business market gegments.'
These styles can be organized in three categories: directly range, structural and

nonlinear time series styles. The structural styles have been outstanding in explaining

the factors real the supply and need movements, but not always useful for forecasting
oil expenses (Pindyck, 1999). The directly range and nonlinear time series, such as,
ARCH and ARMA kind styles, can do a better job in forecasting oil expenses

[Morana (2001)]. On the other hand, if the real details of process of generating the oil

expenses are crazy and nonlinear, using the directly range and nonlinear parametric .

ARCH-type style with varying means and variations will be mis.le'ading‘ To forecast a
crazy series, we require & supple nonlinear and local optimizer style for instance
artificial neurological system (ANN) style, that is confirmed to be able to discover the

details domestically and forecast it more completely than other aggressive directly

range and nonlinear styles [Moshiri & Cameron (2000).) Traditional econometrics -

styles do not have an outstanding history in forecasting. Although time series styles, in
common, do better job, flexible and nonparametric styles, for example Artificial

Neural Network (ANN), are outstanding in forecasting nonlinear and complex series.

e h i ——— - = m -
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In a latest study, Lackes et al (2009) presented an ANN model to. forecast crude oil’

trends for 5, 20, and 60 days ahead. To improve the forecast output, the authors chose

to predict five pﬁce levels (classes): strong decfease, decre'ase, constant, increase, and
strong increase (Lackes et al, 2009). Pan et al (2009) presented a model baséd on the
feedforward artificial nevral network to preaict the direction of crude oil price three
days- ahead. The goal was to test if crude oil futures contracts contained newer
information about spot price in the neér future by using a non-linear ANN mﬁdel.
Moshiri and Foroutan (2006) studied chaos and non-lir;earity in crude oil futures
price. The author concluded that crude oil futures prices time seriés were not chaotic
(for the sample tested); rather they were stochastic and non-linear.

Moshiri and Foroutan (2006) in evaluation directly range and nonlinear_styles for
forecasting raw oil futures dealing trading expenses. The authors iﬁ evaluation ARMA
and GARCH, to ANN, and discovered that ANN is outstanding and designed as in
past statistics important forecast. In a appropriate analysis Yu et al (2007)
recommended a decaying way for time series before coaching with ANN. Medical
Strategy Splitting down (EMD) was used on daily raw oil recognize price which
smashes down the exclusive time serics into a number implied method components
and a repeating. Only six of these signals were selected as reviews to feedforward
program along with the exclusive series. The authors identified that this way bf
decaying ontperformed using the exclusive series absolutely,

Wang et al (2605) offered é several strategy to forecast raw oil monthly expenses. The
design contains combination of three personal c;:)mponents, Web discovery from
which the authors attract out idea centered program, moreover ANN, and ARIMA

styles. These three components work disjo.intedly, and then intergraded together to get

am m = e am o e .
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 the results, They meﬁlionéd that nonlinear developﬁent of these three Sfyles has
outperformed any individual oﬁe. |

Salaverry states that use of ANN 'styles lie in the point.that “they can be used to infer a
.functicm from results. This seems particularly usefol in applications where the
complexness of the information or tasks creates them wrong te design such a function

manually, as is the situation of oil ki_nds._Here the main drawbacks are: the

requirement of specific sofiware packages, high level of training, and unpredictable .

béhavior when the network is poorly designed” (Salaverry, 2007)

2.4 Stock Return and Geometric Random Model:

Stock market is a platform fo.r investors to own some shares of a company. Invcsiors
will become a part of the company members and sha-rc in ‘both profits and losses of
that company. This is the opportunity for the investors to produce exira income apart
from their daily jobs. Changes of share prices on the daily basis make them more
volatile and difficult to predict. When purchasing a stock, it does not guarantee
anything in return. Thus, _it makes stocks rigky in investment, but investors can gain
high return. Wrong conclusion in choosing the counters may cause a capital loss
Therefore, this paper is available as a basic guide for investors to predict future share
prices using geometric Brownian motion. This model can predict share prices in 2
short period of time [Ladde, G.S. and L. Wu, (2009)] by taking in_tol account the
important elements of the share prices. Investment in short period of time is the time
awaited by every investor to earn profit immediately. This model is very efficient for
investors who want immediate share pricés outlook.

There are many mathematical models introduced by researchers in predicting share

prices. Among the models are Hidden Markov Model'(HMM_), high-order ﬁJzzy time-
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series model, moving average autoregressive exogenous (ARX) with combination of

Rough Set (RS) and Grey System (GS) theory, Clustering-Genetic Fuzzy System

(CGF8) , Markov-Fourier Grey Model (MFGM), which were introduced by [Hassan,

M.R. and B. Nath, (2005) & 'Hadav_andi, E., H. Shavandi and A. Ghanbari (2010))
respectively. Unfortunately, these model_s are not suitable for short-term investments
as desired by most of the investors. Tt is suitable for long-term _investrﬁent and
forecast.ing the closing price of next day.

Meanwhile, thé methed such as ANN is problematic because it requires the use of
fuzzy systems and architectures in predicting share prices [Hassan, M.R. and B. Nath,
(2005)]. Tn addition, it also requires some background knowledge of experts.

_ Thus, a mathematical model as éimple as Geometric Brownian Mot_ion (GBM)_.is
required to assist investors in forecasting share prices for a short period of investment
time. Qur result shows that GBM is highly accurate model proven by the MAPE value
and it can be used to predict the future share prices for the next two weeks of
investment in SAAR countries. Therefore it gives some room for investors to évaluate
the decision to be taken now and gain profit in a maximum of two weeks of
investments undertaken.

High wvolatility refers to share prices rapidiy moves up and down over the short
periods of time. Tn simple words, it refers to the risk level, since the fluctuation of the
prices is unpredictable and uncertain. Tavesting in stock market is risky. Tnvestor will
face either loss or profit after investment, Therefore, volatility of the rate of return (or
standard deviation) can be used as the measurement of risk level (Chen, L.H. and L.

Huang, 2009). Higher volatility refers to the higher level’s risk.
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Accbrding' o (Wiirﬁott, P., 2006), he believes that the returns ﬁay be written as
random variables, concluded from a riormal distribution with a anOWn, constant, non-
zero mean and a known, constant and non-zero deviation as the return is ¢lose encugh
to normal distribution. The usage of 'normall distribution because the value of return
differs in one unit of time by an amount that is normally distributed with mean and
standard deviation. Tﬁe normal distribution is a good choice because the return

variable is being influenced additively by many independent random variables.

More than half century Iatg:r, Bachelier's idea of the market was taken out of the grave
by Samuelson (.1965) who bmvided evidence that the capital price is a martingale { in
other words, that fuature earning is unpredictable. Samuelson modied the Bachelier
model (also known as the arithmetic Brownian motion model} assuming that the
comeback prices, instead of the stock principles, follow a Brownian activity (also
known as the geometric Brownian activity style or the financial Brownian activity

model). As a result of the geometric random walk the stock principles follow a log-

normal distribution, instead of a frequent distribution as considered by Bachelier |

(1900). Program of the exclusive shift style to the finalized series indicates that the
forecast for the next value of the exclusive series will comparative the past value plus
an ongoing amount amplifies. Geometric random walk is useful in modeling stock
prices over times. This view also contributed to Fischer Black and Myron Scholes
- (1973) formulation of the Option Price model known as the famous Black-Scholes
mode. This model has a widespread use innance today.

Shu and Zhang (2006) examines the relative performance of the four range-based
volatility estimators including Garman-Klass(1980), Pér‘kinson (1980), Rogers-

Satchell (1991), and Yang-Zhang (2000) estimators for S&P 500 index data, and
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discovers that all the price range estimators accomplish very well when an asset price
follows a continuous geometric Brownian motion. On the other hand, significant
differences along with various range estimators are perceived if the asset retumn

distribution invelves an 6pening Jump or a large glide.

2.5 Exchange Rate and Geometric Random Medel:

Come back quantity between two forex trading is the quantity at which one currency

 trading is interchanged for another. It is usually approximated with regards to the
number of designs of one currency trading that can be nterchanged for one unit of
another currency trading. The prediction of currency trading costs acquired
significance because of ﬂexiblc return quantity program around the world. Tt has an
effect on imports, expoits, balance of expenses, increasing costs and public debt. 1t is
also essential for finance managers, borrowers, business treasurers, and specific
traders. Thus currency trading costs execute an important part in the economy and
financial recommendations of a country. The primary factors affecting currency
trading costs include financial symptoms, for example growth, rates and increasing
costs, and government factors. Psychological factors also execute a part given the lots
of dangerous working in the market. The relationships of these factors are complex,
making return quantity prediction generally difficult. Researchers experienced with
problems of this characteristics progressively hotel to techniques that are nonlinear
and heuristic.

After the collapse of the Bretton Woods System, the study of the estimation of
floating exchange rates has been taking a steadily increasing share in the financial

literature. Besides the structural-monetary modeling techniques of exchange rates

based on different basic variables such as the gross domestic product, money supply,’
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domestic interest rates, foreign interest rates and inflation and their differences, there

are also various econometric techniques making use of time series.
Model using structural modeling technigues based on uncovered interest rates parity,
law of one price and rational expectations theory enable the estimations. Thesé models

also include moving average (MA) and autoregressive (AR) regression processes.

These kinds of models are widely used in the literature. The structural~monetary

techniques and their accuracy have been studied by.Hanscn and Hodrick (1980),
Taylor (1995), Mark and Choi (1997) and Mark and Sul (2001). -

Leun (2004) used a two-stage methodology (combination of multivariate and ANN
technique) to predict exchange rate. In the first stage estimate of exchange rate were
gengrated using time series models, followed by General Regression Neural Netwofk
in order to correct the errors of the estimates and they found that this approach

produces better exchange rate forecasts.

2.6 Crude Oil Prices and Geometric Random Walk Model:

The analysis of oil price is one of the most effective areas of analysis in overall
expenses and fund. Given current improving energy market segments and public and
social problems in energy dependent cost-effective. methods, work on acting oil

expenses activities new complications. Launched results on the linkages between oil

price and the macro-economy or market segments are mixed, as interest in this

guestion has typically duplicated the ¢bbs and goes off the market. In this fictional
works, main problems have lately based around nonlinear shock transferring methods
and around non-lmear relationships between energy expenses and macro-economic or

cost-effective aspects, so impressive econometric acting methods have become

indispensable Hamilton (2003), Hamilton and Herrera (2004), The common constant
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contract from the above described research is that predicting oil cost continues to be

generally important, despite methodological exp1anatidns about the best way to do it.

The enhance in the oil and power expenses has drawn a lot of interest in the imaginary

works of pow.er overall expenses. There have been many' research analyzing the
connection among raw oil recognize and fotures dealing working delaling expenses,
such as Abosend}a and Baghes&ani (2004), _Bekims and Diks (2008), Kaufimann et al.
(2008). This document offer medical proof of nonlinear Eost modification in the rz}w

oil market and thereby enhance the imaginary works.

TFutures cost is the cost at which both the clients are i finish coniract to business
sebum upon distribution. Therefore, futures dealing working dealing cost have been
recognized for the best forecaster of upcoming oil EXpEnses. Though, due io the risk
. top quality, comfort generate, or stock results among others, oil futures dealing
working dealing expenses do not actually indicate the best prediction actions of

upcoming spots {Pindyck, 2001; Considine and Larson, 2001).

Presently, the technigques for raw oil cost forecast are the straight liné regression
strategy, the ARIMA design, the GARCH design, the VAR design, and the restricted
parametric design. Mohammadi and Su (2010) used several ARIMA-GARCH designs
for every week raw oil identifies cost performing and predicting. Hou and Suardi
{2012) recommended a nonparametric GARCH design to forecast raw oil cost, and the
outcomes had a excellent efficiency comparative to an comprehensive type of
parametric GARCH designs. Morana (2001) provided a resiricted parametric
mathematical strategy depending on the bootstrap way of short-term oil cost
predicting. These designs show the design of time sequence, but it is difficult to find

the nonlinear information and catch the inflection point.
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Dooley and Lenihan (2005) and Lanza, Manéra and Giovannini (2005) deal with

system elements and raw oil, respectively. Dooley and Lenihan judge an insulated

ahead cost design and an autoregressive incorporated shifting regular (ARIMA)

design- to assess the cash cost predicting power. They determine that ARIMA

performing supplies partially better forecast outcomes. Lanza, Manera and Giovannini

in tim implement co integration and a mistake modification design (ECM) to

determine raw oil costs. They determine that an ECM outperforms an immature

design that does not engage any co-integrating connections.

2.7 Hypotheses:

Ho:

H|:

Hao:

H2:

ANN has more precision in predicting future stock r'eturn's, crude oil prices and
exchange rate, ' |
ANN has less precision predicting future stock returns, crude oil prices and

exchange rate.

GRWM has more precision in predicting future stock prices, oil prices and
exchange rate,
GRWM has less precision predicting future stock prices, oil prices and

exchange rate.
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3. Data and Methodology:

3.1.Data: :
In this study the secondary data will be used. Secondary data will be collected from

different secondary sources like stock returns data from official websites of Stock
Exchanges of SAARC countries like Karachi Stock Exchange (KSE), Colombo Stock
Exchange (CSE), Bombay Stock Exchange (BSE) and Real Effective Exchange Rate
" (REER) data from forex ma_rkets and .crudt.: oil pricés data from commod'rty'f:xchange
| markets like Pakistan Mércantﬂe Exchahge Market etc. the data of the variables-like
.stock returns, exchange rate and oil prices are collected on the monthly basis from
January 2000 to December 2013 with the time span of 1;1 years. After collecting data
the following two mgthodologies are used to forecast i.e. Artificial Neural Network,
and Geemetric Random Walk Model These two ._models are selected because
Geometric Random Walk model is belonging to the ARIMA family model that is
econometric model. It is the member of ARIMA family, ARTMA family is known to
have better predicting power as compare to other econometric tools. On. the other hand
the Artificial Neural Network is the mathematical model that is considered as the
leader predicting 'mc.adel in mathematical tools. These models are used widely
wotldwide by the analyst to predict the securities prices. Thus_this.research used these
models to predict the securitiés prices of the developing economies of the SAARC
countries. After conducting the forecasting in next step the predicting power of the
these models are compared by the different techniques i.e.. Méan Absolute Error
(MAE), Root Mean Square Emmor (RMSE), Median of Absolute Deviation (MAD),
Mean Absolute Percentage Frror (MAPE), and Success Ratio (SR). Tn predicting
literature we found a gre.it debate about these three models ANN and .GRWM

however still vague and opposing results. Some researchers are in support of ANN

e m———
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" and some are in the favor of GRWM, so the purpose-of selecting these mﬁdels is to
suggest the best prediction m;adel of underlying varia-laiés for SAARC. And according
to my best knowledge preQiously for SAARC cﬁunlries and for these specific
indicators comprehensi've and conclusive study has not been found. Tﬁese

methodologies are discussed in brief in the next section of this research thesis.

3.2.Methodology:

3.2.1. Artificial Neural Network:

In this study, artificial neural networks (ANNs), is used. ANN models with hidden

layers are a class of general function approximates capable of modeling non-linearity
(Z. Tang, P. A, Fishwick, 1993), which can incarcerate nonlinear patterns in _time
series. |

In tecent times, ANNs have become popular as growing and. compiicétcd
‘computational technological mnovation and they provide a new opportunity to
discover the characteristics and complexness of a wide range of realistic programs.
The ANN used in this research is a three-layer back-propagation neural network
(BPNN) (see Fig. 01) (D. Rumelhart, G. Hinton, R. Williams, 1986) including the
Levenberg-Marquardt algorithm for training, |

Artificial Neural Networks (ANN) is based on “simple mathematical models of the
way brains are thought to work™. They are defined as information processing systems
that are originally inspired by biological cognitive systems and have the ability to
“learn”. In Neural Networks (NN) we have a different terminclogy than the common
forecasting terminology. For example, instead of a “model”, we have a “network™.
Instead of “‘parameters”, networks have *“weights”. And instead of “talking about
“estimating parameters”, NN férecasters talk about “training the network™. “For an

extrapolative or time serigs forecasting problem, the inputs are typically _fhe past
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" observations of the data series and the output is the future value. The ANN performs

the following function mapping;”

Y1 = f(Yt: Yi-1, --wYt—p) _____ - —(3.01)

Whete v, is the observation at time t. Thus, ANN’s are equivalent to the nonlinear

_autoregressive models for the time series forecasting probléms” {Zhang et al, 1998}.

Inputlayer  Hiddenlayer  Ouiput layer

Fig. 01. The structwie of BPNN and the process of BPNN-based time series forecasting
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Fig 02.A flow chart of ANN-based forecasting system

3.2.2. Geometric Random Walk Model (ARIMA):

The econometrical designs are widely used in enough time sequence predicting with
regards to regression methods, Econometrics has a lot of modeling techniques and
styles, such as the Program of the unique move de-sign to the signed sequence
indicates that prediction for the value of next month of the unique sequence will
' equivalent the value of past month plus a continuous amount improve. To see this,

observe that the unique mowve design for LOG(Y) is given by the equation:

LOG(¥(t)) = LOG(Y(t-1)) + a
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Where the constant term (alpha) is the average monthly change in LOG(Y), which is
approximately the average monthly percentage change in Y. .Exponeﬁfiations both
sides of the preceding equation, and using the fact that EXP(x) is approximately equal

to 1+x for small x, we obtain:
Y({t) = Y(t-1) (EXP(a)) »~ Y(t- L)1+ a)

This forecasting model is called geometric random walk model, and it is the defanlt

model generally used for stock market data.

3.3.Comparing Models for Forecasting Models:

In order to measure the performance of forecasting of models under deliberation.
Formal investigation of predictive capability has been investigated by five frad'rtional
measures. Thcse' measures of forecasting performance include Median of Absolute
Deviation (MAD), Mean Absolute Error (MAE), Root Mean Square Error (RMSE),

Success Ratio (SR) and Mean Absolute Percentage Error (MAPE).

3.3.1. Root Mean Square Error {RMSE);

Root mean square error is simply the standard deviation which measures the power of
performance of the model. The disadvantage of this technique is square of the
_difference o_f the value, for the reason that squaring small values makes them more
smaller and squaring large values capitulate even larger values. Absolute value is the

solution of this problem,
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)2

Where i = Actual value = Forecasted value

3.3.2. Mean Absolute Error (MAE):

This is relatively better as that of root mean square error for the reason that it takes the
absolute value for measuring the error, but it is not able to foretell the outlier in the -
data. In order to solve problem of outlier, the median of absolute deviation (MAD)

parameter is used for performance measurement.

MAE = ~ >y =9l

3.3.3. Median of Absolute Deviation (MAD):

This parameter is very functional as it handles ihe outlier in the data. Consequently,
this technique is of better-quality than that of other which had been discussed earlier.
But it does not tell us the weather models are predicting in the right or wrong
direction. Success ratio technique that measures the right direction of the predicted

valites is used.

MAD = th ; | X; — median |
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3.3.4. Success Ratio (SR):

This parameter is w.;ery helpful as it indicates the predicting power in the rigﬁt direction
which means if it is anticipated that exchange rate will depreciate then prediction
should also be at depreciation and if it is anticipated that exchange rate will appreciate

th_e:n it will also be'at the appreciatioh side.
&, '
SR=—>"I(r,r, >0)

Where

SR~ Success Ratio.

I= Indicate function.
Ra= Actual Return.

Rp= Forecasted Returns.
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4. Result and Discussions:

4.1. Descriptive Statistics:

Fhe descriptive statistics shows the mean return and standard deviation and the
volatility changes in the prices. While analyzing the descriptive statistics (Table 01),
the exchange rate with respect of dollar mean return for India is all time low with the
value of 47.08 on the ather hand mean of ?akistan and Srilanka is high i.e. 70.74 antél
105.71 respectively then the méan. Teturn of' -India and the standard.ﬂeviati(im of the
exchange rate for lsakistan Srilanka and Tndia are 15.27, 13.71 and 4.57 respectively,
which shows that the standard deviation (Risk) of India is ﬁlso véry low -then the .
others. The exchange rate with respect to dollar pfices show that the Srilankan

exchange rates with has more volatility and the Indian currency with respect to dollar

is more stable than two ofthers.

Figure 01: Descriptive Statistics

The stock market data of these countries shows that the Pakistani stock market is
highly volatile stock markets then the two others. The variation in the stock index is

too high in the sample time spam with the min value of 1133.43 and the high value

Descriptive Statistlcs
Countries | Variables | Exchange Rate | Stockindex Ol
Prices

Mean 70,746 8727.079 | 4829.251

. Min 51.77025 1133.43 | 1127.2
Pakistan

Max 107,526 25261.14 | 11473.08

Std. Dev. 15.27025 5651.078 | 3203.953

Mean 105.3235 2738.944 | 7005.311

Min 72.5065 403.6 | 1718.01
Srilanka

Max 132,527 7797.96 | 14784.44

Std. Dev. 13.71507 2126463 | 4091.788

Mean 47.0824 11231.08 | 3012.488

india Min 39.3556 2811.6 887.42

Max 63.7778 21170.68 | 6928.11

Std. Dev. - 4,570145 £263.728 1658.5
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25261.14. The Indian mean return is high with the value of 11231.08 and the standard

deviation of the Srilanka is 2126.463 low then the 6ther once,

In the commodity exchange market the variablé is crude oil, in India the oil prices are
stable the Pakistan and Srilanka. The Pakistani and Srilankan crude oil prices are more

volatile than the Indian Oil prices.

4.2, Results of ARIMA Regression:

Countries Pakistan Sri Lanka “India
. Stock Exchange Stock Exchange Stack Exchange
Variable Returre Rata oil Prices Returns | Rate oil Prices Returns Rate ail Prices
E"f;;"t 0.920008 | 0.723827 | 0.400091 | 0.867418 | 0.922617 | 0.468185 | 0.597946 | 0.562848 | 0427513
T-Stats | 15.23982 | 5.997322 | 2.257463 | 6.987804 | 24.60078 | 2.775582 | 10.28162 | 3.190046 | 2.120035
Probability 0 o 0.0254 0 0 00062 0 0.0017 | 0.0356
R-squared | 0.054228 | 0.129329 | 0.174829 | 0.026577 | 0.188694 | 0.175864 | 0.120916 | 0.109325 | 0.130585
F-5tats 4,38634 17.74249 | 16.20809 | 2.088661 | 11.78411 1877721 | 6.965085 | 9328565 | 11.48017
P;::tg‘ 0.014049 0 0 012737 | 0000001 | O 0.0002 | 0.000151 | 0.000022
3;‘;::; 1.943848 | 1.971446 | 1.997088 | 19504649 | 2.020525 | 2.008963 | 1.807926 | 1.595321 | 2.008854
Pakistan

In the contest of Pakistan, stock returns, exchange rate and oil prices results of ARMA
(1,1) are significant at the 95% level of significance with the probability of 0.00, 0.00
and 0.0254 respectively which is less than 0.05. As the t-stat vales of stock retumns of
Pakistan are 15.23, 5.997 and 2.257 respectively. The values of F-stat which are
4.386, 17.749 and .16.208 also significant at the level of 95% as probability of F-stat
are also Jess than 0.05. Durbin Watson test also shows that the estimates are free from.
antocorrelation in contest of Pakistan with the values of 1,943, 1.974 and 1.997

respectively which are closed to the value of 2,
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Sri Lanka

While analyzing the estimates of Sri Lankan -variables. The ARMA (1,1) equation
.used for stock returns and oil prices and ARMA (1,2) equation used for exchange rété
on the basis of the values of Akéike info criterion én_d Séhwarz criterion. The t—sfat
values stock returns, exchange rate z;nd oil prices are 6.98, 24.60 and 2.77 with the
probé_lbility of 0.00, 0.00 and 0.006? respectively which shows that estimates renﬁas -
are signiﬁcant at the level of 95% level of signfﬁcance. The F-stat values 11.78, 16.77
and 6.96 are also significant at 95% with the probability values 0.00, 0.0002 and
0.0001respectively which are less than 0.05. the Durbin Watson test also shows that )
the estimates are free from autocorrelation with the values 1.90, 2.02 and 2.00
respectively. |
India

The ARMA (1,2) equation used for stock returns and ARMA (1,1} is used for
exchange rate and oil prices. The estimates results shows that the t-stat values are
significant at the significance level of 95% with the probability values of the variables
are less than 0.05. The t-siat values are 10.28, 3,199 and 2.21 with the probability
values of 0.120, 0.109 and 0.130 respectively. F stat values are 6;96, 932 and 11.49
which are also significant as the prob (f-stats) values are 0.002, 0.0001 and 0.00002

which are also less than 0.05.

4.3. Exchange Rate Forecasting Comparison:

If we analysis the figure 02, while analyzing the exchange in the content of Pakistan
the Mean absolute Deviation (MAD) is 0.479 and Success Ratio {SR) is 89% which is

high for Artificial Neural Network {ANN) and Root Mean .Square Error (RMSE) for
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geometric random walk model (GRWM) is 0.902 and Mean Absolut:e Error (MAE) is
0.662 which is lower than the ANﬁ. lf' the investor is the- nsk lover then *‘or those
investors Geometric Random Waik Model (GRWM) is- best forecasting model
becéuse the GRWM has less er'rors.th_en the ANN, while if the investor just want to
know the direction of the forecasting values the Artiﬁciél Neural Network (ANN) is

best in content of Pakistan for the exchange rate prediction.

_ EXCHANGE RATE-
Countries | Methods RMSE MAE MAD SR
ANN 3.405188 | 2.740717 | 0.479378 | 89.00%
Pakistan ‘GRWM | 0.902035 | 0.662725 | 1.651957 | 78.00%
P L 1.149232 | 1.040522 | 0.733005 | 100.00%
GRWM | 1.175738 | 0.924041 | 2.431002 | 34.00%
India ANN | 8.622026 | 8.174727 | 0.944735 | 56.00%
GRwWM | 1.822375 | 1.482985 | 4.210027 | 56.00%

Figure 02: Exchange Rate Forecasting

In thé content of Srilanka the ANN is best for predicting the direction of the
forecasting values with the 100% Success Ratio and 0.733 MAD, further that in
Srilankan content for exchange rate forecast the Artificial Neural network is Best for
forecasting as well as for directions notation because of less error term and absolute
deviation and high success ratio. In Indian content the GRWM will be more accurate
for predicting the exchange rate prices then ANN. The risk Lover investof suits the
GRWM for forecasting the prices for exchange rate in Indian content because of lower

errot terms of i,

4.4. StockIndex Forecasting Comparisons:

The empirical results of stock index forecasting in figure 03 shows that, Mean
Absolute Deviation is 262.4343 and Success Ratio 100% for ANN in Pakistan content

for stock Index, which shows that ANN can be used for direction notations for
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predicting the stock index in Pakistan content. Error rate GRWM is less then ANN in
Pakistan content. Tts means that GRWM is best in predicting the stock index

movements for Pakistan.

Stock Prices
Countries | Mathods [ RMSE MAE MAD SR
Pakistan ANN 3471.531 | 3074.59 | 262.4343 | 100.00%
GRWM 1 1441.359 | 1167.459 | 1488.675 | 56.00%
Seilanka ANN 134.3016 { 116.2609 | 52.26996 IO0.0Q%
GRWM 256.7646 | 186.6787 | 87.57399 | 67.00%
India ANN 1254.834 | 1025.825 | 166.8542 | 44.00%
GRWM 6792277 | 536.0999 | 342.8083 | 44.00%

Figure 03: Stock Index Forecasting

For Srilanka, ANN has less. error values and deviation and higher success ration then
the GRWM. Its means that ANN is best model for forecasting the stock index
movement of Srilankan stock market. For forecasting the stock index movement of the
Indian stock l.narkel, according to results GRWM is with low error values of 679.22 of
RMSE and 536.099 of MAE, so GRWM is best for prediction for India. Tnvestor can
use the GRWM for stock index forecasting and ANN is best for predicting the.

directions of stock index movement for Indian.

4,5. Crude 0il Prices Fofecasting Comparison:

The figure 04 shows the forecasting analysis of the crude cil prices of Pakistan,
Srilanka and India. In Pakistani scenario GRWM madel has less errors in forecasting
the crude oil prices then the ANN, the mean absolute error and root mean square error
(RMSE) are 284‘7.44 and 363.93 of GRWM is respectively has less than ANN (See in
figure 04.). The results show that for investors the GRWM is best for forecasting the

due to less error and for finding the direction of the forecasting values the ANN is best

for it.
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. Dil Prices

Countries | Methods | RMSE MAE MAD SR .
Pakistan ANN .627.746 562.7475 | 294.5057 100..00%
GRWM . | 363.9366 | 284.7441 | 703.871 67.00%

Srilanka ANN 686.0804 . 580.897 | 1154216 | 56.0086
GRWM 490.3194 | 384.9843 | 742.0029 | 67.00%
di ANN 602.5167 | 492372 | 171.2709 | 100.00%
India GRWM ' | 267.3725 | 234,4899 | 4825782 | 89.00%

Figure 04; Crude Oil Forecasting

The result of the Sr_iianka shows that GRWM ha.s.lcss e;‘ror'then ANN, its mean
~ GRWM is shows best forecasting resul_ts then ANN and if wclanalysis the MAD and
SR is Srilankan content we analysis that the GRWM is give us the best forgcasting
with less error and shows_ better direction for forecasting values. Tn India for fisk
takers investors the GRWM IS l.;vest f_‘or.forecasﬁng the érude oil prices due to the less
error repoﬁ then ANN with the value of 267.37 and 234.48 for RMSE and MAE
respectively. But if the investor wants to find the direction for the future values then

the ANN is the best tool then GRWM for direction findings.

5. Future Research / Limitations:

» This study has limited up to SAARC countries.
e This study has only three variables that cause volatility.

Future study will be continue by expanding more variables and other countries of
the world and find more appropriate madel to get more accurate results to check

volatility in returns, exchange rates, ail prices and so on.




6. Conclusion:

Volatility has become high conbern_ of developing econoﬁiés of SAARC countries
(Pakistan, India, Sri Lanka) in stocks, oil_ prices and exchange rates. Five parameters
associated to forecast the volatility of any security sﬁch as; stock price, strike price,
time, option and expiration. In 19?0, security of few mont_hs" matt_lrity used due to less.
uncertainty. in return but now in active trﬁding system use derivétives havingl -10 or
more year’s maturities. Thls study deals with the accufacy of volatility results ﬁot \ﬁith
theoretical volétilily forecasting by using different methodologies ANN and GRWM
for three signiﬁcaﬁt variables stock return, exchanges rate and crude oil price to
predict volatility in sﬁort and tong'mﬁ. Data collected from different stock markets
such as, KSE, MSE, CSE, REER of SAARC COuntries. Two of the methodologies
ANN and GRWM for variables volatility forecasting used to fofecast the exchange
rate and compares the results which are better to forecast volatility by doing jointly
and individually analysis of SAARC countries. These results are bencficial for
hedgers, risk seekers and investors and ako useful for further future forecasting,
Thorough we develop hypothesis to check which is more and less accurate model to

predict volatility with less errors,

According to some researchers ANN is a best mathematical model to forecast
volatility by nonliqear autoregressive model's with three layers and time series and
other called GRWM best moedel because its belongs to the ARTMA family. ARTMA
family is known to have better predicting power as compare to other econometric
tools. Some researchers are in the favor of ANN. To forecast performance by
multivariate models that are usually better than those of univariate models for

example, by five traditional measures. These measures of forecasting performance
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include Root Mean é'quarc_Error (RMSE), Mean Abso lute Error (MAE),- Median 61‘
| Absolute Deviation (MAD), Mean Absohite Percentage Error (MAPE) and Succéss
-Ratio (SR). After conducting the results of Imethodologies it is concluded that beﬁ

methodology varying with gimation with its accurady or si_gniﬁcénce of results as,'
_ mean return and standard deviation create volatility changes in the 'prices. For
example, mn forecé.stitig exchange rate, stock price and crude oil prices if the investor
risk lover then GRWM is best sﬁitable model; better than ANN model andlif investor

want to forecast directions in this case better ANN model is better than GRWM.
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