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Preface

In this thesis, the center of discussion is some Iimitations of soft set
matrices and its uses. The soft sets concept was exirressed by Molodtsov in L999

[17]. This concept is used to solve some complications in the fields of economics,
engineering and environment because all these areas have some distinctive
uncertainties regarding these problems. The concept of soft set is applied in
fuzzy sets, intuitionistic fuzzy sets, vague set, interval mathematics and rough
sets. In this thesis, some discussion is also done on matrices, which have a

significant role in the vast field of engineering, economics and science. But, the
old theory related to matrices is failed in solving ,the uncertainties, which are
caused due to inaccurate circumstances. Matrices have different properties
which include: commutative law, associative law and distributive law.

In the study, the idea of soft sets is described by linking an adirantageous
method with soft matrices. This study also involves the Naim Cagmanis and S.

Enginoslu [5] research which highlights the usage of soft set theory in more
precise manner. He describes the different dimensions of its applications.
Initially, with the help of rough sets, he gave the theory of soft sets in decision
making problems. Xiao et. all 127) had done a research highlighting business
competitive capacity based on soft sets. Maji et al, [13] defined the fuzzy set, as

the time passes a lot of work has donE in fuzzy soft set. The definition of soft
group was given by Alitas and Cagman [1]. They also made a comparison
between soft sets to the rough soft sets and fuzzy soft sets, Subsequently, many
other researchers have done a lot of work on this concept and gave many other
theories related to the soft sets. Roy and maji [25] have also done some work on
the applications and decision making problem. Majumdar [16] introduced the
reduction of fuzzy soft set and then examine a decision making problem by fuzzy
soft sets. The theory of the Rough sets is explained by Pawlak [23] for the
analysis of the data possibly with inconsistent information. This theory has been
used in many fields such as beauty contest, pattern recognition confliict analysis
and switching circuits.

In the light of above mentioned facts, we intlicates some limitations of the
products of soft matrices given by Naim Cagman [5]. We pointed out that the
products of soft matrices are not binary. It does hot satisf,i many laws which
include Closure law, associative law and distributive- law. Keeping in view this
drawback in this thesis we have introduced new products of soft matrices, which
are binary. We have also shown that accociative laws and distributive laws also
holds.

Structure of the Thesis

The thesis is organized chapter wise as follows:

.rt=
ili''

j:(

v
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Chapter 1:
This chapter is introductory and sets up the background for the problems taken
in the thesis. Semirings, Soft Sets, Soft-Union-lntersection Sum, Soft-Union-
Intersection Product and related results are discussed.

Chapter 2:
In this chapter the article "Soft matrix theory and its decision making" is
reviewed.

Chapter 3:
In this chapter, keeping in view the drawbacks and limitation such as the
products of soft matrices defined in the paper reviewed are not binary and that
associative and distributive laws are not satisfied, we improved the products of
soft matrices and named them B-products of soft matrices. It is also shown that
the defined products are binary. Further it is also shdwn that these products now
Satisfy the associative laws and distributive laws as well.
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Chapter 1

Preliminaries

This chapter provides the essential definitions and preliminary results, which are us€ful

for our subsequent chapters. For undefined terms and notions we refer to ([1], [2], [3],

[4], [5], [8], [10], [14], [16]; [15], [17], 123),125);127)).

1.1 Semigroups

Let ,S be a non-empty set and "*" be a binary operation on .9. Then (.9, *) is called

a sem'igroup if this operation is associative, that is

ax(b* c):(axb) xc for all a,b,ce S.

A semigroup (,S, *) is called commutat'iue if.

a*b:bxa for aII a,b€ S.

1.1.1 Definition

Let (S, *) be a semigroup. If there exists an element e € ^9 such that

a*e:e*a:a foralla€^9,

then e is called the identi,ty elernent in ,S and (S, *) is called a monoid.

An element r € ,S is called idempotent li u u* r : r. lf. every element of ,S is

idempotent then we say that ,S is idempotent.

Usually instead of writing (S, x) we write ,S & instead of writing r, * A we write ry,
for all r,y e S.
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1.1.2 Examples

1. (N, *) is a semigroup.

2. Let S: {or, a2, as,.....} such that x be defined on S by ai*aj'- a4. Then

(,S,*) is a'semigroup.

3. (No, +) is a Monoid, where No : N U {0}

4. (2,.) is a Monoid.

5. {0, 1} is a monoid under ".1t.

6. For any set X; (P(X), U) and (P(X), o) are monoids.

L.2 Semirings

A semiring is an algebraic system consistiqg of a non-empty set .R together with two

binary operations called "addition" and "multiplication" (denoted by "+" and ".",
respectively) such that (rB,*) and (r?,.) are semigroups and multiplication distributes

over addition from both sides, that is

o' (b+ c) : a'b* a' c, and (b+c)' a :b' a*c' a

for all a, b, c e R,

1.3 Soft Sets

Soft set theory was introduced by D. Molodtsov [17]. It is a new approach for the real

world problems in the field of economics, engineering, management.etc. Molodtsov's

soft set theory was proposed for dealing with ambiguity. He also defined some opera-

tions for soft set theory.

1.3.1 Definition [17]

Let U be an initial universe'; .E be the set of all possible parameters under consider-

ation with respect to U and .4 be a subset of E. Then a pair (F, A) is called a soft
sef over U, where .F is a mapping given by, F : A --+ P(U).

For e € A, F(e) may be considered as the set of e-approximate elements of the

soft set (F, A).
-Parameters are often attributes, charabteristics, or properties of objects in soft

sets. For example big, airy, tall, cool, hot, wooden, expensive, cheap etc.
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In other words, a'sofb set over U"is a parameterized family o'f subsets of the universe

U. For e e A, r'(e) may be considered as the set of e-approximate elements of the

soft set (F , A).

1.3.2 Definition [15] i

For two soft sets (F, A) and (G, B) over a common universe U, wesay that (fl A) is
a soft subsef of (G, B) if

L AgB and

2. F(e) e G(e) for all e e A.

We write (F, ,4)-(G, B).

.In this case (G, B) is said to be a soft super set of'(F, A). I

1.3.3 Definition [1-5]

Two sofb sets (F, A) and (G, B) over a common universe [/ are said to be soft equal

if (F, A) is a soft subset of (G, B) and (G, B) is a soft subset of (F,,.4).

L.3.4 Definition [2]

Let U be an initial universe set, -E be the set of parameters, and A e E.

1. (F, A) is catled a relative null soft set (with respect to the parameter set A),
denoted by Ae, if ,F,(a) : A for all a e A.

2. (G, A) is called a relative whole soft set (with respect to the parameter set A),

denoted by 5le, if G(a) :.U for all a e A..

The relative whole soft set with respect to the set of parameters .E is called the

absolute soft set over U and denoted by 51a. In-a similar way, tlie relative null soft set

with respect to E is called the null soft set over U and is denoted by Ae.

We shall denote by 06 the unique soft set over (/ with an empty parameter set,

which is called the empty soft set over [/. Note that Ag and Ae are different soft sets

over U and 06-0n-@, A)e[n-Lls for all soft set (r', A) over U.

1.3.5 Definition [2]

Extended un'ion of two soft sets (F, A) and (G, B) over the common universe U is
the soft set (I1, C), where C : AUB and for all e€ C,

G
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$
if ee A-B
ifeeB-A
if ee AnB
B) : (H, C).

1.3.6 Definition [2]

Let (F, ,4) and (G, B) be two soft sets over the same universe [/, such that AnB I A.

The restricted union of (F, A) and (G, B) is denoted by (F, A)UR(G, B) and is defined

as (F, A)UR(G, B) : (H, C), where C : AnB and for all e € C, H(e) : F(e)uG(e).
If An B:A, then (F, A)th(G, A1 :ttrr.

t.i.T Definitibn [2]

The ertended intersection of two soft sets (F, A) and (G, B) over a common universe

[/, isthe soft set (H,C) where C: AUB and for al] ee C,
( e@) if e€A-B
IH(e): { c(") ifeeB-A
I

I r(")nG(e) if ee AnB
We write (F, A) oe (G, B) : (H , C)

1.3.8 Definitiori [2]

Let (F, ,4) and (G, B) be two soft sets over the same universe [/ such that An B + A.

The restricted i,ntersecti,on of (F, A) ancl (G, B) is denoted by (F, A)nn(G, B)'and is
defined as (f', A)nn(G, B) : (H , AnB), where H(e) : F(e) nG(e) for all e e AnB.

If A n B : A then (tr', A) nn (G, n1 :6r.

1.3.9 Definition [2]

Let (F,.4) and (G, B) be two soft sets over the same universe [/ such that AnB +A.
The restri,cted di,fference of (F,.4) and (G, B) is denoted by (r,, A) -n (G, B) and

is defined as-(f', A) -n (G, B) : (H, AnB), where H(e): F(")'- G(e) for all
eeAnB.

If AnB=A then(F, A)_n(G,81:gr.

1.3.L0 Definition [2]

The complement of-a soft set'(F, A) is denoted by (F, A)" and is defined by (F,
A)' : (F", A) where F' : A -- P(U) is mapping given by F" (") - U -F(e) for all

3€A 
!

( r@)
H(e): { 

"f"l[ 
"1") 

u G(e)
We write (F, A) Ue (G,

il

i
I

{

,t

{

I



t\;:'

1. Prelirninaries

clearly (F, A)' : LLA uR @, A) and ((F, A)")" : (F, A).

1.3.11 Definition [15]

Let (F, A) and (G, B) be any two soft sets over a common universe U. Then the basic

intersection of,two soft sets (F, A) and (G, B)"is defined as the soft set (H, C) :
(F, A) A(G, B),where C : Ax B, and. H (a, b) : F G)nG (b) for all (g, b),e Ax B.

L.3.L2 Definition [15]

Let (,F., A) and (G, B) be any two soft sets over a common univeise U. Then the

basic union of two soft set's (F, A) and (G, B) is defined as the soft'set th, C1 :
(F, A)v (G, B,), where C : Ax B, ancl H (a, b) : F (a)UG (b) for all (a, b) e Ax B.

1.3.13 Theorem

Let (.F, A) and (G, B) be two soft sets over the same universe [/ such tnat in B I A.

Then

(1) ((F, A)uR (G, B))' : (F, A)'n7- (G, B)"
(2) ((F, A)nR (G, B))'= (r', A)"un (G, B)"

L.3.L4 Distributive Laws for Soft Sets

In this section, we discuss distributive laws on the collection of soft set's. It is interesting

to see that the equality does not hold in each and every case. We see the improperness

in some assertions and counter example is given to show it.. Let [/ be an initial universe

and .E be the set of parameters then we denote the collections of soft set as follows.

SS(U)E : The collection of all soft sets defined over U.

55(U)a: The collection of all those soft sets defined over U with a fixed parameters

set A.

1.3.L5 Proposition [3]

Let (F, A) be a soft set ouer the un'iuerse set U .

(1) (r, A)a(F, A) : (F,,A)for all a e {nv,u17}
(2) (F, A)nn 0e : Ae

(3) (r, A)un An,: (F, A)

(4) (,F, A) nnUA: (F, A)
(5) (r, ilvnsJi:tre
Proof. Straightforward r

s

ii-
e
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1.3.16 Remark [3]

Let a, 0 e Iu, o, Ur, fir). Then

(F, A)o((c, B)0(H, C)): ((4 A) a(G, B))P((F, A)a(H, C))

" holds when we 
^have ] otherwise 0 in Table 2.

Table 2 shows that, if a, 0 e {Un, O71, U", n"}, then there are sixteen combinations

in all, there are four tombinations in which o : 0 and for eight combination equal-

ity (4 A)a((G, B)P(H, C)): ((F, A)a(G, B))P((F, A)a(H, C)) will holds.

Proofs in the case where equality holds can-be followed by definitionl of respective

operations. For four remaining o and B this equality does not hold. To show this we

have following example

L.3.LT Example [3]

Let U be the set of sample designs andE be the set of available,colors for dressds in a
boutique,

U : {St, Sz, St, Sa, Sr, 56, ^97, ^9s} i
p: {Red, Green, Blue; Yellow, Black, White, Pink}.
Suppose that
a: {Red, Green, Blue, White}, B : {Green, Blue, Yellow, Black}

and C: {Blue, Yellow, White, Pink}.
Let (F, A), (G, B) and (H, C) be the soft sets over (1, which are defined as follows:

Gf

,F(Red) : {Sr, ,S2, ,S3, ,9a};

F(Blue) : {Sr, 52, Sa, S7};

G(Green) : {^94, 55, ,96, Ss};

F(Green) = {Se, ,5a, ^9s, ^90};
.F(White) : {Sz, ,Se, Sa}.

G(Blue) : {Sr, ,Sz, ^9e, ^9a};
G(YeIlow) : {Sa, Ss, So, Sz, Sa}; G(Black) : {Sr, 52, Sa, 57}

and

f/(Blue) : {Sa, Sa; ,S7, ,Ss};

I/(White) : {Sz, ,Sa, ^96, ,Ss};

Let

I/(Yellow) = tSa, Ss, ,92);

f/(Pink) : {Sz, ^93, .95,"^97}.

Uv Oa U€ lle

Un 1 1 I 1

f\v 1 1 1 1

ue 0 1 1 0

ne 1 0 0 1

Table 2
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e

(F, A) u. ((G, B)un@, C)): (1, Au (B n C));

((F, ,4) U, (G, B)) ua ((r" 1) u" (H, C)) : (J, (A u B) n (Au C));

(F, A) u, ((G, tiluo@, C)) = (K, Au (B n C));

((r, A) u, (G, B)) un (@, A) \J" (H, C)) : (L, (A u B) n (Au C));

(F, A) uu ((G, B)u" (H, C)) : (M, A u (B u C));

((.F, A) U" (G, B)) u" ((F, A) U, (fl, C)) : (N, (/ u B) u (B u C));

(F, A) u" ((G, B) v" (H, C)) : (O", Au (B u C));

((r,.4) U" (G, B)) u" ((F, A)u,(H, C)).: (P, (AuB) u (pvC)\.
Then

/(Red) : {Sr, 52, ^93, ^9a};
I(BIue) : {Sr, Sz, Ss, ^9a, ,S7, ,96};

/(White) : tSz, Se, Sa).

/(Red) : {Sr, Sz, St, Sa};

"f(Blue) : {Sr, ^92, ,Sa, ^9a, ,Sz, ,Sa};

J(White) : {Sz,,Ss, Sa, ,So, ,Ss}.

Thus

(F, A) u, ((c, B)'un @ , C)) t (@, A) u" (G, B)) un ((F , A) u, (H , C)).

Now,

K(Red): {Sr, ,Sz, ,Sg,',Sa};

K(BIue) : {Sa}; .
K(Yellow) : {,Sa, ^9s, Sz};

I(Red) : {Sr, ,Sz, ,Ss, ^9a};

I(Blue): {Sa};
I(White): {^92, Sa}.

Thus

(F, A) r-1. ((G, B)nn(H, C)) + ((F, A)a,(G, B))nn{(F, A)n,(H, C)).

Again, we see that

I(Green) : {Se, ,9+, ^9s, 
,So};

/(Yellow) : {S+, Ss, ,So, ,Sz, ,9e};

J(Green) : {Sa, S+, Ss,,So, ,Ss};

J(Yellow) : {Sa, Ss, So, ^92, ,9e};

t.s(*
K(Green) : {Ss, ,Sa, ,5s, ,50};

K(White) : {52,,5a, Sa}.

.L(Green) : {Sa, Ss, ,So};

I(Yellow) : {Sa, ,Ss, ,Sz};

M(Red) : {Sr, ,92, ^93, ,Sa};

M(BIue) : {Sr, ,Sz, Ss; S+, Sz};

M(Black): {,S1, Sz, Sa, Sz};

M(Pink) : {52,,S3, ,95, 57}'
and

N(Red) : {Sr, ,92, 
^93, 

Sa};

N(Blue) : {Sr, Sz, ,9g, S+, Sz};

N(Black) : {Sr, 52, Sa, S7};

N(Pink) : {Sz, ,S3, ,S5, ,S7}.

Thus

(F, A) uu ((G, B) ne (H, C)) +

M(Green) : {Se, Sa, Ss, ,50, ,Se};

M(YelIow) : {Sa, ^9s, ,Szh

M(White) : {Sz, Ss, Sa, ^90, Sa};

I[(Green) : {Se, Sa, ,Ss, ,90};

N(Yellow) : {S+, ,9s, ,Sz};

N(White) : {Sz, ^9s, ,Sa};

((F, A) U. (G, B)) n" ((F, A)u" (H, C)).

.i
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$

Now,

O(Red) : {Sr, Sz, Ss,-Sq};

O(Blue) : {Sr, Sz, Sa, Sz};

O(Black) : {Sr, 52, Sa, S7};

O(Pink) : {52,,S5, ^95, ^97}

and

P(Red) : {Sr, ,52, ,S3, ^9a};

P(Blue) : {Sr, Sz, S+, Sz};

P(Black) : {Sr, Sz, Sa, Sz\';

P(Pink) : {52,,S3, ^95, 
57}.

Thus

(F, A)n" ((G, B) u€ (H, C)) + ((r, A) f1" (G,B)) u" ((r, A) n, (H, C)).

l-.3.18 Definition[15] :

Let U be an initial universal, P(U).be the power set of U, ,E be the set of all parameter

and,4,BeE,
Let (fl A) and (G, B) be the two soft sets over a common universe U.

Then the basic intersection of the two soft sets (F, A) and (G, B) is define as the

soft set

(H, C) :(F, A) 
^ 

(G, B)
where C: A x B such that

H(ev e2) : F(er) n G(e2) Y (e1, e2) e A x B.

1.3.19 Definition [15]

Let U be an initial universal , P(U) be the power set of U, ,E be the set of all parameters

andA, BgE
Let (fl .4) and (G, B) be the two soft sets over a common universe U.

Then the basic Union of the two soft sets (fl A) and (G, B) is defined as the soft

(H, C) : (F, A) v (G, B)
where C : A x B such that
H(ev e2) : r'(er) u G(e2) v (e1, e2) e A x B.

1.3.20 Theorem [2]

If. (F, A), (G, B) and (I{, C) are three soft sets over [/, then

1. ((4 A) 
^(G,B)) ^(H,C): 

(F,A)'^((G,B) 
^(H,C))

O(Gre6n) : {Sa,',Ss, ,So};

O(Yellow) : {Sa, Ss, 56, ,92, ,Ss};

O(White) : {Sz, S+};

P(Green) : {Se, ,5a, ,Ss,'llo};

P(Yellow): {Sa, Ss, So, Sz, Se};

P(White) : {Sz, ^9a, ,Sq};

+\
tr\
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1. Preliminaries

((F,A)v (G,B))v (H,C): (F,A) v ((G, B)v (H,C))

(F, A) 
^ 

((c, B)v (H,C)): ((4/) 
^ 

(G,B)) v ((4 A) n(H,C))

(F, A) v ((G, B) 
^ 

(H,C)) : ((F,A) v.(G,B)) 
^ 

((4 A)v (H,C))

The following remark shows that the paiameter sets on both sid6s of the above

assertions 3 and'4 are inconsistent in general.

L.8.2L Remark [2]

Let (F, A), (G, B) and (H, C) be soft sets over a common universe [/. The soft

set (fl A) n((G,B)v (H,C)) on left side of 3 has the parameter set Ax (B xC)
and the soft set.((4 A)A(G, B)) v ((4 A)A(H, C)) on right side of 3 has a set

of parameters as .(A x B) x (Ax C). But in [15] we can not find any notion which

ensure

A x (B x C) : (A x B) x (A x C). Hence in Proposition 2.6 [t5], two statements

1. (4 .4)^ ((G, B)'v (H,c)): ((4/) 
^(G,B)) 

v ((4 A) 
^(H,c))

2. (F, A) v ((G, B) 
^(H,C)): 

((F',.4) v (G,B)) 
^ 

((4 A)v (H;C))

are not true.
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Chapter 2

Soft Matrix Theory and its
Decision Making

In this chapter de review the paper of Naim Cagmlan and Serdar Engino'$lu [5].

2.L Soft Matrices

2.L:L Definition [5] t

Let U be an initial universal, P(U) be the power set of U, ,E be the set of all parameter

andAeE.
A soft set (fu,,E) over t/ is defined by the set of order pairs.

(f e, E): {("fa(r), e) : f n@) e P(U), e e .E}

wlrere f e: E -+ P(U) such that f a(") : d it ei A.

Here fa is called approximation function of the soft set (1e., E). The set (fa, E)

is called e-approximate soft set. The element /(e) is called the e-approximate value,

which consists of reiated object of the perameter e e E

2.L.2 Definition [5]

Let (f n, E) be an approximate soft set over U. Then a unique subset of U x -E is

defined by

Rt. : {(u, e) : u € fe@), e e E}

is called approximate relation.

10



2. Soft Matrix Theory and its Decision M"!'"9

2.L.3 Definition [5]

Let us define a mapping Xao: U x E -t {0, 1} such that

I t, if (u,e) e Ra
Xn4\u,", : 

t o, if (u,e) (. Rn.

lf. U : {ut, uz, 'tt;t - . ., u-} and E : {"t, e2t e3, ' ' ' , en} and 
'4' 

C '8, then Rn can be

presented by a table as in the following form

Rt eL ez en

ul xno(ut,et) xno(ut,ez) xn.^(ut,e,,)

u2 xno(uz,"t) xno(uz,ez) xn ^(uz,e,.)

Uln Xn ^(u*,et) Xn ^(u*,ez) Xn.^(urn,e,.)

if. a6i : Xno(ut, ei) we define a matrix

la;i)*,n:

Aml ArnL Amn

Which is called aL n'L x n soft matrix of the soft set (fe,O) on a universe U'

Various types of prod,ucts for the elements of SM*yn are defined in the following we

reconsider these products.

According to the definition, soft set (/4, E)is uniquely characterized by the matrix

la6l. lt means that a soft set (f e, E) is formally equal to its soft matrix lo1),n*n'

Therefore we shell identify any soft set with its soft matrix and is use these two

concept as interchangeable

The set of. all m x n. soft matrices over U will be denoted by SMroxn. Flom now

on we shell delete the subscripts rn x n of.laiil,nrz we use [a;i] instead of.faii)rnvn

2.L.4 Example [5]

Assume that U : {ut, 'tt2t'tl3t u+, us} is a universal set and E : {"r, Q2s e3t e4, e5} is a

set of parameters. If A: {ez, %, e4} and, fa(e2): {uz,u4}, fA(q): $',fa(ea):U,
then we write a soft set (fe, E) : {({uz, ua}, e2), (U, 

"+)} 
and then the relation form

of (le,.E) is written by Ra : {(uz, ez),(uq, ez),(ur, ea),(uz, ea),(us, ea),(ua, ea)}

hence the soft matrix [a;1] is written by

11

!
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.ir
&+

0001
0101
0001
0.,1'0 1

000r

2.L.5 Definition [5]

Let la;l e SM,nxn. Then [o1;] is called

1. A zero matrix is denoted by [0], if aii:0 for all i and j

2. An"A-universal soft matrix [6,;l,if onj:l foll € Ia: {j: ei e A} and i:1,
2,3, "', T

3. A universal soft set matrix denoted by [1], if a;i : 1 for all i an$ f

2.t.6 Example [5]

Assume that t/ : tzt, 112,'u,"s) u4, uj' is a universal set and E : {"r, e2t e;tea} is a

set of parameters and loti,l"ii,[&i1e SMs^q,.

If. A: {"r, "e} 
and /n(e1) : d, fe(es): @ then loni: [0] is a zero soft matrix

written,byA\*o

[oti:

[a17] : [0] :

["ri] :

0000
0000
0000
0000
0000

11
11
11
11
11

If C : {"r, .z} and fs(e1) : U,

soft matrix written by
1r.00
1100
1100'
1100
1r.00

fc(.2): U. Then l",il : [ai] ir a C-Universal

,f\'
19

If D :.8 and fo(e) : U, for all q € D. then ldU) : [1] is a Universal soft matrix
written by

11
11
11
11
11

[d,i] : [1] :
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2.L.7 Definition [5]

LeL [a;l e SM,nxn. Then

1. lo,,i)is the soft bubmatiix of [b1i], denoted by lo;il e llti,lf. a6i 1bi3 for all i
and j.

2. [atilis the proper soft submatrix of [b17], denoted by [air'] L [Uni, if a;i l bii for

at least olne item aii l bii all i and j.

3. lod is the soft equal matrix of [b1;], denoted by l"ul:lbti,if. a;i:b;i for alli'
and j.

2.1.8 Definition [5]

Let la6l,lbul e SM,nrn.Then the soft matrix [r,r] i. called

1. Union of lailand [b6r'], denotecl by lotiulUul = lsil, it [qj'] : .rru* {aai,b;) for

all i and j.

2. Intersection of [aa1] and [b;7], denotea Uy [o;7]n I 
b;i] : l"iil , if lcii) : min{atj,b;i)

for all i ar,d j.

3. Complement of [a;y] , denoted by [o1i]" : ["ni], if qj - f - aii for all i and j.

2.L.9 Definition [5]

Letla;il,lbti1 e SM**n. Then [a;i] and [b;i] are disjoint,if.faiililln;: [0] for all i
and j.

Z.L.LO Exarpple [5]

13

5\

E

Assume that [a;i] :

Then

failulb;il:

[bril :

100
000
100
000
0 0'0

0011
0101
0011
0001
0001

0r1
110
011
100
000

1.

1

1

1

1

I

I
J

,l

I

l

J

I

I

I

I

1

0

1

0

1

011
1 1-1
011
111
111

P6;AP;;: [o], lo;ilo :
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z.l.LL Proposition [5]

Let [a;y] €,SM*x,. Then

1. [[rii]'l' : [rri]

2. [0]' : [1].

2.1.L2 Proposition [5]

Let [aii], lbiil,l"iil € SMmx,,. Then

1. [a;1] ! [1]

z. tol i [qr]

3. [ori] e laul

4. Ioiili p,il and [b;i] i toil a fa;ili toil.

2.L.13 Proposition [5]

Let [o;i], lbiil,l";i € SM-x,,.Then

1. ["ir] :lb;il aud [b;7] :l"ri<+ [oii] : [cij]

2. la;ile [bii] and [b;r'] e la,ie [qi] :lbiil.

2.L.14 Proposition [f]

Let [qr], lb;il,lqil c SM-y,,.Then

r. latiu [oti] : loril

2. latilu tol : t*il
3. [oii]u [1] : [1]

4. lotilu [a;i]": 1t1

5. ["ir]U [bii] : [bii]u [rii]

6. ([rri]u P,yl) i toil :lo;ilu (p,rli teil).

r9

e
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2.1.L5 Proposition [5]

Let fail, [b;A,lci] e SM,nxn.Then

t. [orilAbni]: laril

2. lotin tol : tol

3. lo;in 1r1 : 1o,r1

A. lotin [a;1]' : 1O]

b. lorililunil -- lbiln[a;l

6. (lo;i)n ta,il) AV,t: lo;in (ta,il n tcil).

2.L.L6 Proposition [5]

Let [a;;], [b;i] and l"rile SM**n.Then De Morgan's laws are valid

1. (lotin [a,i])o : lonio u [a,i]o

2. (lotiu [a,i])o : lorilo n [a,i]0.

Proof. For all i and j
i. 

".

([qi]n [bri])o : fmax{aii,b;i})"
: [1 - max{o;i, b;3}]

: [min{1 - aii,l - ki})
: [aulo nlb,.i"

It can be proved similarly r

2.L.L7 Example [5]

Let laiil, [bUl e SMsr+ as in Example 2.1.10. Then

([ori] u [b,;i])o : [rti]o n [bri]o.:

and

([o,;] n [bri])o : lo,ilo i[b,j]o : [1]

100
001
101
010
111

0

0

0

0

0
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ire
2.1.18 Proposition [5]

Let fa;il, [b;i] and l"iil e SM*yn. Then

t. lorii (ta,il)n tcil) : (la;ii to,il)n ([o,i]u t"ril)

2.,lotiln (ta,il) u trril) : (lori)n tanil) n ([r,i] n toil).

2'.2 Product of Soft Matrices

In this section we define four special products of soft matrices to construct soft decision

making methods.

2.2.1 Definition [5]

Let [a;1, lbU] e S M**n.Then And product of laal and [b;6] is defined by

A: SM*xn x SMrn*n ---+ SM*xn2, lotil Albil,): l"iol
Where cip : min(a'ii,btx) such that p -- n(i - 1) + k'

2.2.2 Definition.[5]

Let fa;l,lki e SM*r,,.Then Or- product of.lail and [b;6] is defined bv

Y : SMrnyn x SM**n * S Mrnxnz, l"tilv lb*): l"ipl
Wrere cip: max(ati,b;x) such that p = n(i - 1) + k'

2.2.3 Definition [5]

Let laiil, [hi e S Mmxn.Thrdn And-Not-product of fa;l and [b1p] is defined by

A: SMn xn x SM*xn ---+ SM*xnz, [o,.iAlb;"]: l"ipl
Where cip: min(a4,7 - b;7r) such that p : r(i - 1) + k'

2.2.4 Definition [5]

Let la;il,fb;il e 5M,,,,,,. Then Or-Not- product oi la;il and [b;1] is d.ehned by

Y: SMrnyn x SMrnrn --r SM,nrnz, [ailYlb;1r]: l"ool

Where c1p: max(ati,l - b;;) such that p : r(i - 1) + k.

2.2.5 Example, [5]

Assume that [o;i] ,lbUl e SMs,t

1

,l

I

I
I

_i
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loul:

00
01
01
01
01

1'1
11
10
00
01

100
100
001
001
001

and'its Decision

lhil:

1

I

I
I

1

Then
0000000010011001.
0000100110011001.
0 0 0 0 0 0"110 0110 0 0 0

0000001100000000
0000001100000011

similarly we can find the other product lail V [b;r] ,loril n [b;7,], [a1i] Y [b;1]

note that the commutativity is not valid for the soft matrices.

2.2.6 Proposition [5]

Let fa6il,lb;ile sMpnxn). Then the following De Morgan's types of result are true

7. (l"dn [bri])o : [ou7o v [bri]o

2. (l"r,iv [bri])o : [otilo 
^ 

[bti]o.

3. (t;l Y [bei])o :lorio n [bri]o.

a. ("ti I [b;i])o : lou)o Y [bri]9.

2.3 Soft min-max Decision Making

In this section we construct a soft max-min decision making(SMmDM) method by

using soft max-min decision function which is also defined here. The method selects

optimum alternative from the set of all alternatives

2.3.L Definition [5]

Let lqi e SM**nz, Ix : {p :1 i, qo +0, (k- 1), < p < kn} for all k € I : {1,

2,3,..., n). Then the soft max-min decision function, denoted by.-Mm, is defined i.s

follows

Mm: SMroxn2 1 SMrrxt,

where

lotil n [b,;r] :
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2.3.2 Definition [5]

Let U : {ut, ui, ..., un} be initial universe and Mmlod: [fi1]. Then a subset of U

can bdobtained by using [dlr] as in he following way

Qtlanrl (U)': {ui: u; e U, d1: l}
which is called the-optimum solution.

Now, by using the definitions we can construct a SMmDM method by the following
. algorithm.

Step 1: Choose feasible subsets cjf the set of parameters,

Step 2: const'ruct the soft matrix for each set of parameters,

Step 3: find a convenient product of the soft matrices,

Step 4: find a max min decision soft matrix,

Step 5: find an optimum set of U.

Note that, by the similar way, we can define soft min max, soft min min and soft

max max decision making methods

which may be denoted by SmMDM, SmmDM, SMMDM respectively. One of them

may be more useful than others according to the type of the problems.

2.4 Applications

Assume that a real estate agent has a set of different types of houses U : {u1, u2,

'uzt'u4t u5) which may be characterized by a sei of parameters E: {"r, e2, e3, e4}.

For j: 7r2,3r 4 the parameters e3 stand for'"in good location", "cheap",r"modern",

"large", respectively. Then we can give the following examples.

2.4.1 Example [5]

Suppose that a married couple, Mr. X and Mrs. X, come to the real estate agent

to buy a house. If each partner has to consider their own set of parameters, then we

select a house on the basis of the sets of partners' parameters by using the SMmDM

as follows.

Assume that U : {?r, 'uzt'ust u+, us} is a universal set and E : {et, e2, e3, e4} is

a set of all parameters.

Step 1: First, Mr. X and Mrs. X have to choose the sets of their parameters,

A: {ez, et, ea} and B : {er, e3) e4}, respectively.

S[ep 2: Then we can write the following soft matrices which are constructed ac-

cording to their parameters.

18
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0011
01lL
0110
0100
0101

lbi*l :

1011
1001
0011
00l l
0001

Step 3: N*, we can find a product of the soft matrices [a;i] and [Da] by using

And-product as follows

Irql:

loiil n [b*] :

0111
0011
0110
0100
0100
X and Mrs.

011
001
000
000
001

000000001
000010011
000000110
000000110
000000010

Here, we use And-product since both Mr.

considered.

Step 4: We can find a ma:r min decision soft matrix as

Mm([rit]^ [6de]) :

1

0

0

0

0

Step 5: Finally, we calr find an optimum set of U according to Mm.[qi] A [blr]

optM m.6,1ata*t. (U) : {u1 }
where u1 is an optimum house to buy for Mr. X and Mrs. X.

Note that the optimal set of U may contain more than one element.

Similarly we can also use the other products ([orr'] v [D*]) , ([ot] I [04])and ([a;r'] Y [b6])

for the other convenient problems.

X's choices have to be

as

s
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Chapter 3

SoftSoft Matrix Thec
Decision Making:

Theory arid its
A New

Approach

In this chapter we are going to define new type of products which are binary and

satisfies associative laws and distributive laws.

3.1 Binary-Product Of The Sdft Matrices

3.1.1 Definition [5]

Let [ail,lhi e sM,o*n.Then,

i. And-product of [q1] and [b1;] is defined by

A: SMrnrn x SM*x,-'-+ SMmxn2,loti A[b&]: ["ip]

Where Qp: min(a4, bir,) such that p: n(j - 1) + ,t.

ii. Or-product of.fa;il and [ba7] is defined b'y

I
Y : SM^yn x SM*rn --+ SMmxnz,loUlY [b*]: ["ip]

Where cip : max(a1, btx) such that p : n(j - 1) + fr.

iii. And Not-product of. faii]"and [b1i] is defined by

tt: SMrrTn x SMrnxn'- SM,nxiz,lo;il nlb&l: [.qo]

Where ep : min(44,1- b;7,) such that p : n(j --1) + k.

L-
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iv. Or Not-product [a;i] and [b67] is defined by

Y : SM,nyn x SM*xn -'+ SMmxnz,lotilY[b;x]: l"Ol

Where cip:max(aq,l- b;lr) such that p:n(j - 1)+/0.

Flom above deflnition it is clear that all these products are not binary operations.

Even if we consider two soft square matrices fuom SM*yrn, dty of above mentioned

product will not give us a soft square matrix from SMrny-. As above mentioned

products are not binary operations, therefore there is no question of associativity in

these soft matrix product.

In the following products, for soft matrices are redefine so that they happen to be

associate binary operations for the elements of SM*rn. These products will be called

Binary-Product or simply we can write it as B-Products.

3.L.2 Definition

Let [ail, lbu) e SM**n.Then And-B-Product of lasl and [bi7] is defined by

n : SM*yn x SMmxn---+ SMmxnt [ou) Albtx]: ldrnl: 
L,rV,,.r,*rl

for all i : l, 2, ..., rn and e: L, 2, ..., fr.

Where a.p: n.in(a4, hx) such that p: n(i - 1) + k.

3.L.3 Definition

Let la;|,[bU) e SM*rn.Then Or-B- product of laiil and [b;6] is defined by

v ; sM*yn x sM**n--+ sMmxnt [oni)V[b,;*] : ldrcl: t x torll
LP:(q-r)"+r l

for all i : t, 2, ..., rn and e -- 7, 2, ..., fl.

Where cip: max(a;i, k*) such that p: n(i - 1) + k

3.L.4 Definition

Let fa;il,lbtil e SM*r,Then And -Not-B-product of [qi] and [ful'] is defined by

for all i : \, 2, ..., rn and g: l, 2, ..., fl.

Where qp: min(a4, L - bil,) such that p : n(i - 1) + /c

I : SM,n,n x SM*xn---+ SMrnxnt laii)A[bi1,]: ldts): 
L,r!,,.r,orr]
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si( Let [a;i],[b;i e SM*rn.Then Or-Not-B-product of. fail and [b16] is defined by

-l-qnl
y : SM,nyn x SM,nxn--+ S.M*xn,l";ilylb*l: ldq): I A ("r) 

I

LP:(s-r)n+r l
for all i : l, 2, ..., rn and e: l, 2, ..., fl.

3.1-.5 Definition

Where cip:max(a4,1- b16) such thatp:n(j - 1) +/t. '

3.1.6 Theorem.

The And -B-Product is a binary product.

Proof. 'Let la;l and [b;i] e SM,nxn. Then And-B-Product of lail and [b;7] is

defined by

A: SM*xn x SM-xn - SM*rn

lotA Alb*l: [dtn)

where o*: (:,,Y,.,t"')
..., TL

for all i :7,2, ..., ffi ar.d q:1,2,

for all i : 1, ?, ..., m and q : 7,2,

where eb: min(a;i, b*) such that p = n(j - 1) + k, then l"ti Alb*l: ld;d t

3,1.7 Theorem

The Or-B-Product is a binary pioduct.

Proof. Letlail and [b67] e SM*x,,. Then Or-B-Product of [a6l and [b1i] is defined

by

Y : SM**n x SMn xn ---+ SMrnxn

lodv [bil,]: ls&)
/'"\

wheresiq:l A (fel
\r(a-1)n+1 I

"', n
and fi, : max(aii, b;;) such that p : n(j - 1)+k I

3.1.8 Theorem

The And-Not-B-Product is a binary product.

Proof. Let la;il and [b;7] e SM,nx,,. Then And-Not-B-Product 6f [ai) and [b;7] is

defined by
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A:. SM*yn x SMrnrn ---+ SMrnxn

[odllb;x]: [du)

where on': (r:rY,-,-,t'"') ror all i : t' 2' "'' ffi a,d q: t' 2'

"'t n
* and e;o: min(a;r:, t - b;x) such that p : n(i - 1) + /t r

3.1.9 Theorem

The Or-Not-B-Product is a binary product.

Proof. Letfa;l and [b;1] e SM,nxn. Then Or-Not-B-Product of [qi] and [b;i] is

defined by
v: SMmxnx SMrn*n- SMrorn

l"dY[b*): lsh]

/q"\
where nnr: I n " Udl forall i:7,2,...,mand.Q:1,2,...,

1p:(q-1)n+1 / "n

and f;o: max(aii, t - b*) such that p: n(j -'1) + k r

3.L.10 Example

(And-B=Product)

Let U : {ut, u2, uB} be the universal set, E : {.t, "2, %, e4) be the set of parameters

and A : {eb "z}, 
B = {es, e4} be the subsets of E.

Let f n: E --+ P(U) be such that

le(") : {q, uz}

f e@z) : {uz, ut}

fe@il : fn(ea): Q

Rt: {(ut, er), (uz, ez); (uz, e2), (q, e2)}

]*
3

-g

Ra eI e2 e3 e4

Ul 1 0 0 0

u2 I 1 0 0

u3 0 1 0 0
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0 0l
0 0l
0 0l

It og A:bri:lr 1

Lo 1

?Ld f a : E -+ P(t/) be such that

fp(ee) : u
f ska) : {ut, us}

fo@i: fB(e2): g

Rs: {(q,.s), (uz,.s), (ut, 
"t), 

(q, ea), (us, ea)l

. ld;,)

ar,.d d;o

Io o I rl
B:lbri): lo o 1 o I

Lp o 1 ,l
Ir o o ol Io o 1 rl

laii)nfbs,l: | , 1 o o l^ | o o L I ,

L0 1'0 0l L0 0 1 1_l

.f o o I 1 o o o o o o o o o o o o'l: lo o 1o o o 1o o o o o o o o ol
L0 0 0 0 0 0 1 1 0 0 0 0 0 0.0 0J

: min(a6r', b;7r) such that p : r(j - 1) + k

s

for all i: l, 2, 3 and g :1, 2, 3, 4(,,r))
/c+

Where yq: ( V
\P:(q-r)a+r

Then

[Yl : [arolsr+: [au] A lb*l

tlt:
00
10.
10

Ra el e2 eB e4

Ul 0 0 1 1

u2 0 0 1 0

ug 0- 0 1 1

J*" T,

loul A [b,r] :
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n
,=r"

3.1.11 Example

(Or-B-Product)

Let U : {ut, u2, us} be the universal set, E : {er, e2, e3, e4}

and.4 : {er,Sz}, B: {e3, ea} be the subsets of E.

Let f n: E -. P(U), be such that

fik) : {ur, uz}

fi("il : {uz, ut}
fe("s): fn(ea): $
Ra: {(q, et), (uz, ez), (uz, e2), (q, e2)}

be the set of parameters

*1.u
I

- 
f r o o ol

A:laul: I 1 I 0 0 |

Lo 1 o o.l

and /6 : E ---+ P(U) be such that

f s("s) : u
f a(.il : {q, yt}
fak):f6(e2):S
Ra : {(q, es), (uz, es), (us, ez), (ur, ea), (q, ea)}

Io o 1

lo o 1

Lo o 1

0 0l l-

o olvl
0 0l t

B : lbij):
1l
0l
1l

00
00
00l:i 1;l

11j

Rt el e2 e3 e4

UL 1 0 0 0

uz 1 1 0 0

us 0 1 0 0

Rn e7 e2 es e4

U1 0 0 1 1

u2 0 0 I 0

ul "0 0 I 1
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Ir 1

: lr 1

Lo o

: max(a;i,

g

/s
(,,:,,4,.*,

Vnol

and f;o

1 1 0 0 1 1 0 0 1 1 0 0 , ,l
1" I 1 1 1 1 0 0 1 0 0 0 1 0 

I

1 1 1 1 1 1 0 0 1 1 o O'r rl

b;;) such that p : n(j - 1) + k

if. r;o - (fir)) for all i:7,2,3and g :7,2,3,4

SO

[X] : l*q)"*n: la4l V [bt,t]

f-r o o_t
lotiv [bie] : | 1 I 0

I

L0 1 0

3.L.L2 Example

(And-Not-B-Product) 
,

Let U : {ut, uz, ut} be the univ-ersal set, .E = {er, €2, eyt ea} be the set of parameters

and .4 : {er, ez}, B :.{es, ea} be the subsets of E.
Let fn: E ---+ P(U) be such that

fe(e) : {ur, uz}

fe@z) : {uz, us}

fa(es): lA(e4):0
Rt: {(q, .r), (uz, 

"z), 
(rz, e2), (q, e2)}

I]

;l
A: [a;i]:

and /s : E ---+ P(U) be such that

fa(es) : u
f s("a) : {ur, uz}

t:
00
10
10

Rt el e2 es e4

ul 1 0 0 0

u2 1 1 0 0

ug ,0 1 0 0
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fn("): fs(ez): d
Ra: {(q, es), (uz, ez), (uz, es), (ut, ea), (q, ea)}

F
ldu)

and d6o

,-r) for all'i:1, 2,3 and q:'1, 2, 3, 4

l"tilA [bar] :

D

Io o 1 1l
a:lb;il: I o o 1 o I

Lo o 1{l I

Ir o o ol lo o 1 1l i

lorilAlbnul : I r 1 o , ln I o o I o I

Lo I o ol Lo o 1 ,l
lr 1 o o o o o o o o o o o o o ol

: lrrorlloroooooo'ool
Lo o o o 1 1 o o o o o o o o o ol

: min(a;i, t - b;n) such that p : n(j - 1) + k

[k*]

/q+
where aq: I V

\r=(a-r)a+r

Then

[Y] : [arq]*n: fa;il'A

Ir o o ol
lr l o ol
Lo 1 o ol

3.1.13 Example

(Or-Not-B-Product)

Let U : {ut, u2, u3} be the universal set, .E : {et, €2t ezt ea} be the set of parameters

and.4: {er, "z}, 
B: {es, ea} be the subsets of ,8.

Let f n: E --- P(U) be such that

r*\.lg

I

RB e7 e2 el e4

ul 0 0 1 1

U2 0 0 I 0

us 0 0 1 1

L

I

l
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l

I
"1

leki : {ur, uz}

f e("2) : {uz, us}

feki: fn(ea):S
Rt: I(q, er), (uz, ez), (uz, e2), (q, e2)j

A=lou):

and /a : E --+ P(t/) be such that

fo("s) : u
ln("s) : {ut, us}

fe(e): fs(e2): g

RB: {(rr, es), (uz, et), (us, es), (ut, ea), (us, ea)}

Ir o o ol
lr^, o o l

Lo 1 o ol

B,: lbij):

Ir o

lor.i)Y[an*] : I r 1

Lo I I

Io o I
lo o 1

Lo o 1

o o'l
0 0ly
0 0l

il
01
01
01 il

Uur) :

ard fio :

f r 1

t11
1,1
max(a.;i,

1111001100110
t 111111101110
0011111100110

t - bt*)such that p : n(j -1) + k

:l

Re el e2 e3 e4

U7 1 rQ 0 0

uz 1 1 0 0

ug 0 1 0 0

Ra e7 e2 e3 e4

Ul 0 0 1 1

u2 0 0 I 0

uz 0 0 1 1
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so

[X] : [reo], ,n: lo;il Y [hr]

Ir o o ol-tt
lo;ilY[bdft] : I I 1 0 0 I

Lo 1 o ol
so the above example shows that the defined product is a binary operation

3.1.L4 Theorem

The associative law holds with respect to And-BProduct.

Proof. Let l";i, [hil,lqil e SM*,n.
Then And-B-Product of faiil and [b;i] is define by

c") A: SM,,xn x SMn x,.' SM*xn

\0
: ,s lo;ilt[b*] :[4q]\Y/q,\

. where itno: I V (er) I for all i:1, 2, ..., rn and Q: t, 2, ..., n
\-r \r=rr_i1*+r 

' 
f

and ei, - min(a6y, D66) such that p : n(i - 1) + &

novv

([rri] n [b4]) n lqil: l&ol n1or1

(["rt] n [b*]) n lail: lh;r1

/q,.\
where hro:l V ("ro)l forall i:7,2,..., rnand q:L,2,...,n

\r:(a-'r)n+r /
aud s;, : min(d;i' q7') such that p - n$ - 1) + k

now R.H.S

[hi]n[er] :[oiq]

/q"-\1* where g;c: I V (/ir) | forall i:1,2,..., rnand q:L,2, ..., n

\o:1q_'r;,.+r I
and fi, : min(b;y, c;1) such that p - nQ - 1) + k

fqil n ([bir] n [",r]) : [oir] n ([g,c])
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Now

51
l'r*

[oui n ([br*] n ["ii) : [n,o)

and tir,: min(o,6i, 9*) such that p 
= 

n(j - 1) +,k

than

([ori] n [b6]) n lal = lo;i n ([b4] n [ci]). r

3.1.15 Theorem

The associative law holds with respect tb Or-B-Product.

Proof. Let fa;l,lki,lail e SM*,n.
Then Or-Proddbt of.[a;l and [b;r] is define by

Y : SM^yn x SMrnxn ---+ SMmxn

[rri] v lb&\: ldtu)

where n* : (=,,[,.,t',,')

arrd eio - max(a;;, b;y.) such that p : n(i - 1) + k

( ["ti] v [b*]) v lqi: lddv l",il

for all 'i 71., 2, ..., m and e: t, 2, ..., fr

fora!i:1,2, ..., m and g-,: L, 2, ..., fl

for aII i:1,2,..., rn and e:1,2, ..., fl

where o* : (:rr4,,.,,rr,)

([a;i] V [b;7,]) v l",i: lhi,ql

where n* : 
l=,,A,.,,,*,1

and s;, : max(d;i, q7,) such that p : n(j - 1) + k(laalv [brt]) v lal : lh;rl

now R.H.S

lbilv lc;1,1: lo4)

where n,n:( 

^ 

,(/,,)) 'roraui:1,- 
\P:tq-r)"+i I

tt^k: mg'x(b;3, qt) such that p : n(i - 1) + 't

loulv ([b*] v l"niD : l"ulv (lshl)
ii

lonilv ([b*]v l"ai):lhd' !

*

I
l
l
l
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Ar
\Ef

/s"
Where hnr: I A

\r:(c_r)
and t4, : max(aii,

([ori]v [hk])v"[ei]

\
(td I

n*L /

g17r) such that p: n(i
: [atil y ([b*] v [qr]).

for all i: l, 2, ..., m and e:1, 2, ..., fr

-1)+/t
I'

3.1.16 Theorem

The associative law holds with respect to And-Not-B-Product.

([ori]n [b;r]) X loil:lotiv ([b;r]4[r;r])

Proof. Strightforwordi r

3.L.17 Theorem

The associative law holds with respect to Or-Not-B-Product.

([qi] Y [b*]) Y lci: l"tilY ([b;6] v [ci3])

Proof. Strightforword. I

3.1.L8 Example

(Associative law with respect to And-B-Product)

Let U : {ut, u2, ut} be the universal set, E : ,{et, €2, €3t ea} be the set of parameters

and A : {er, ez}, B : {es, u+i, C : {e2,e3} be the subsets of E.

Let f n: E - P(U) be such that

fa("i : {ur, uz}

f ekil : {uz, uz}

fe("s): fe(ea): d

Re -- {(q, er), (uz, ez), (uz, e2), (q, e2)}

A: lati:

and, f s : E -+ P(U) be such that

ln("s) : u
f a@a): {ur, us}

3l
olti

00
10
10

Rt e1 e2 ez e4

'?.,]. 1 0 '0 0

u2 1 1 0 0

uB 0 1 0 0
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Rn el ez e3 e4

'ul 0 0 1 1

u2 0 0 1 0

uZ 0 0 1 1

fs(e): fs(e2): g

Rn : {(rr, et), (uz, es), (us, et), (W, ea), (q, ea)}

B : lbij):

and /o : E --+ P(t/) be such that

fckil: {uz}"

fc@s) : {uz, us}

fcki: f6(ea):Q
Rc : {(uz, ez), (uz, e3), (u3, e3)}

.N.
\n=t:

Io o 1 1l

L::l?l

F:

Io o o ol.
c:lsil: I o 1 1 , 

I

L0 0 I 0l
Now to prove ([a;7] n [b;6]) n l"oil: lo;il n ([b4] n [ci])
Firstly we Find that ([a;7]n [b;e]) n [c,i]

toul^,,,_, : 
[ : i 3 I ] ^ 

I I 3 I

0 0l

331

;l
,l

00
00
00

0

0r

0

1100000000
1000100000
0000110000

b;;,).such that p : n(j - 1) +,b

Io o: lo o

Lo o

: mh(a;i,

p, ldul

ar,d dio

RC el e2 eB e4

Ul 0 0 0 0'

U2 0 I 1 0

uB 0 0 I 0
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whereo*:( V (d,r))
\r=(c-r)a+r I

so

lYl : [vq]s,a : io;iln [b4]

$

lu;lr,n: [aul Albik) :

for all i: l, 2, 3 and q :1, 2, 3, 4

00
10
10

for all i : t, 2, 3 and g = 1, 2, 3, 4

tl

tl

lj
I

l

I
I

l

I

l

J

J

I

I

I

I

Now

(l"ul 
^ 

[br*]) n loil : lt)ul nyq*1

Ir o o ol Io o o ol
lyiilnlcul : I r 1 o o l^ | o I L 

I

Lo 1 o ol Lo o 1 o.l

Io o o o o o o o o o o o o o o ol
l";ol: lo 1 1 o o 1 1 o o o o o o o o ol

L0 0 0 0 0 0 I 0 0 0 0 0 0 0 0 0l

and ei, : min(y;y, 91) such that p : n(j - 1) + k I

(,:,,Y,,.,''-')Where uie

SO

Io o o ol
lr 1o ol
Lo 1 o ol

lW) : [rh\,,o:

[.u]: [arl n1qu1 .

l.td: (l"d n[b;xD n[ciil

(l"ul^[b4])nl"ri:

Now we find [o17]A ([b*]n [c;])

Io o o

lr l o

Lo 1 o

-I
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Let

[/ip]

and fip

b* ^,-,,: l3 : i l]^ll I i l]t

l-o o o o o o o o o o o o o o o ol
: lr o o o o o o o o 11o o o o ol

Lo o o o o o o o o o 1 o o o 1 ol

= min(6;i, q3) such that P : n(i - 1) + fr

Io o o ol
[rir] :[b4]^tci] : I o 0 1 o 

l

Io o 1 tJc

Io o o ol
:lr 1o ol

Lo 1 o ol

for all i: l, 2, 3 and q: L, 2, 3, 40r))
/qa

Where u;q: I V
\P=(c-r)l+r

SO

[V] : hrle,a: [b*]n [c,i]

o o'l Io o o ol
o o lnlo o 1 o I;;l Lo o 1 ,l
o 0 o o o 0 o 0 o o ol
0 r 0 0 0 0 0 o 0 0 0l
0 1 I 0 0 0 0 0 0 0 0l

thatP:n(i-1)+k

for alli : L, 2, 3 and q: l, 2, 3, 4

["it]n ([b*] n [ei]) : [a;i]A [u;q]

Ir o

[rii]n11;31 : I t I
Lo 1

Io o o o o

lg,,l:looroo
Lo o o o o

and gip : min(b;i, 
",3) 

such

where"r:f v k)l
lr:teJrP+r I

so

[s] : ["io],,.

G'
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[r;s] : la6l A[u;r)

^r [rrs] : lonil n (lbt*) n]"ril) t i
D PtqJ- 1 ,.. iso " i"I t"l

fro o-o^ o'l
loti^([b,r]nleil) : I r I 0 0 |n . ,F .l 

Lo 1 o ol
there fore 

L

\ ([o,i] n [b6])'n [oi: [oti 
^([b;r] 

n [ei])
.t I now it can satisfy the associative property

: r I r -:l i i

,i

8.1.19 Example ,1 j. , .,, - _ ,
. (Associative law over Or-Ii-Prodrict), r i

!i

I andA: {"t, "z}, 
B : {us, "a},C - {.ii.r}bet}iesubsetsofE.

' Let f a; E --- P(U) be such that i
fe(e) : {ut, uz} r
fe(eil : {uz, us}

'l .1

1

'IsI

I
t

I ,.,
tl

f,-.r ,. 11 0 0 0
I', A:lau):,|1100
I

! r , ; L9 I o o

and /s : E --+ P(U) be such that

fa("s):U , t' I ir !

fa(ea) : {ur, us}

f nk) : f6@2): g
Ro : {(ut, es), (,y,2, 

"r), 
(?J, 

"s), 
(ur, ea), (us, e,a)

:11

4e el e2 e3 e4

Ul I 0. 0 0
2

uz 1 1 0 9,
u3 0 1 0 0

R6 el e2 e3 e4

U7 0 0 1 1

u2 0 0 1 0

u3 0 0 1 1

1E
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Ir o o ol
lr l o ol
Lo 1 o ol

NE; lY): lytr): [o;iv [b,r] :

lvdv ["ix):

Now

([ori] v [b4]) v l"iil: lyulv

00
11
01

for all i:7,2,3 and q:1,2,3, 4

loi)

ll?::1"[:??:l
Lo I o ol Lo o 1 ol

:l
ol

Ir 1 1 1 o o o o o o o o o
I1111111110110 0
lr
L0 0 1 0 I 1 1 I 0 0 1 0 0

^u*1yni, 
g7,) such that p: n(j -1) + k

Ir o o ol

l;l3sl

Ir o o ol

L;t:31
bdv l"iil)

Io o 1 ol lo o o ol
i*-r:1331:i"l;113]

(tr:(

,ri] Vbu

lori

tz

Now we find

l"ul 
.

and eio :

(r-))Where tl4n :

SO

/qa

(.,=,,4,n*,lS'

lW.l: lwh)t*+:

l.ul: [uti1v 1"i*1

[.;r) : (l"oiv [b&]) v ["i,i]

([rrr.] v [tur])v loi:
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I

Let

Io o

L:;
max(b6i,

.ia\v
Voi :

and f;, :

0000001111000
1001101111011
1000101111111

qp) such that p : n(i - 1) + k

tl

/qa
Where uis: I A

\n:(a-r)++r

(/-))

now

l"ulv ([bri] v ["niD : ["ulv

,,,]

for all i: l, 2, 3 and q :7, 2, 3, 4

l\-\ts,
.

[V) : lurq]s,+: lbtilv [cr]

lodv lr;x):

lofi :

ard gi, :

110011001100
111111001000
111111001100

c;7") such that p : n(j - 1) + k

[ru):

lbill v lcax] :

Io o 1 ol
ln o l ol
Lo o 1 ,]

Io o 1 ol

L:31:l
[rtu)

It o o ol Io o 1'ol

l;13:l"L;:i:l

t

I

t

ljj
max(ba;,

r rl

r:l

1,..-

!'v fsa
Where slq: I A

LP:(q-r)a+r

for all i:7, 2, 3 and q :7, 2, 3, 4
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[s] : [t,;n]sra

as [s;o] : faq)Y luril
[rro] : loulv ([brr.] v [".,i])
SO

lo;iv ([bzi] v [oi]) =

there fore

([ori] v [b4]) v loil: ["u]v ([b;*] v [e;])
Similarly we can prove

(["u]A [b*]) I [oi: [oti]A ([b67,] n [c;1])"

(["ti]Y [b6]) y loil: l";iY ([b;r] y [c;])

3.1.2O Theorem

Or-B-Product is distributive over And-B-Product.

Proof. Let faifl,lhi], {al e SM***.
Then

lbiil A[ci1,) = ld;s]

Ir o o ol
:lrlool

Lo 1 o ol

Ir o o ol

ll13:l

whereo,o:( (7 ("*))
\P:(c-l)n+r /

and eir: min(a;r', b;7.) such

now

l"dv ([brr'] n ["oi) : lotiv

ir stq: (,:,,4,-,("))

thatP:n(i-1)+,k

[d;x]

lo;iv ld*l= [grq]

for all i : l, 2, ..., rn and q -- 1, 2, ..., fr

flor all i : l, 2, ...,

Where f4: max(a;j, b;*) such that p: n(j - 1) + k

loulv ([b;;] n ["niD : lotiv ld&) = lsti)

m and q:7, 2, ..., fl
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u
Now R.H.S

Where s;7 :

wn","n,:( 

^ 

(,,,))
\r=(c-t)n+r /

and t;, : max(a;i, b;7r) such

Now

[:,,A*,''-')
max(aii, q7r) such

lod n[h*): lh;q]

for all i :

thatp-n(j-1)+/c

lotiv ["rr] : [r;s]

for all i :7, 2, ...,

thatp:n(i-1)+k

lhul nl'ui: l*ql

7, 2, ..., rn and Q:7, 2, ..., fr
!;

rru and e -- 1, 2, ..., fr

And u1, :
!

r 1'-
iS,'

where *oo : 
l:,,V,,.,t'*']

And y1p : min(hii, glr) such that p : n(j - 1) + k
SO

l"ulv ([bri] n l";il) : ([rri] n [bri]) n ([odv [si]) r

3.L.21 Example

(Or-B-product i's distributive over And-B-Product)

Let U : {ut, uz, ue} b'e the universal set, E: {er, e2, eB, ea} be the set of parameters
and,4 : {et, "z}, 

B : {es, "a}, C : {e2,e3} be,the subSets of E.
'. Let f e: E --+ P(U) be such that

le(") : {ut, uz}

7e("2) : {uz, us}

fe(ei: fn(ea): S

Re: {(q, et), (uz, ez), (uz, e2), (us, e2)}
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ard f6 : E --+ P(U) be such that

fc@z) : {u2}
fc@il : {uz, us}

fc@r) : fcki: Q

Rc : {(uz, "z), 
(uz, ei), (ri3, e3)}

iir4

Ir o o ol
A:[ori]: | , 1 o o I 

I

Lo 1 o ol r

and /6 : B * P(t/) be such that

fa("s) : u
f a@D: {ur, ur}

fa(e): fu(e2): g

Rs: {(q, "s), 
(uz, ez), (us, es), (ur, ea), (q, ea)}

1(l.

Io o 1 1l
B:lbri): I o o 1 o I

Lo o 1 1l

io o o ol
c:l"iil: I o I 1 o I

Lo o 1 ol
To prove lonilv ([fui] n l",iD : (odv [bri]) n (["dv l",i)

&

Rt el e2 eZ e4

uL 1 0 0 0

U2 I 1 0 0

us 0 1 0 0,

Rn el e2 e3 e4

Ul 0 0 1 1

u2 "0 0 1 0

us 0 0 I 1

Rs el e2 es e4

ul 0 0 0 0

u2 0 1 1 0

u3 0 0 1 0
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i
I

I
I

L.H.S

firstly we find.

I

[gfi :

and glo :

ip^

for all i :1,'2, 3 and q : l, 2, 3, 4

Io o 1 1l Io o o ol
br,i)nlci): l'o o r o In I o 1 1 o I

Lo o 1 rl. Lo o 1 oJ

f o o o o o o o o o o o o o o o'o'l
l0 0 0 0 0 0 0 0 0110 0 0 0 0l
Lo o o b o o o o o o 1 o o o 1 o.l

min(b17, q3) such that p : n(j - 1) + k

Io o o ol
["r] : I o o 1 o I .

Lo o I rl
Io o o ol

["or]:lbrilnl",il:lO 0 1 0l
Lo o 1 r]

Now

l"riv ([bei] n l"oi} : [aii]v lsinl

I-r o o ol l-o o o ol
lo;ilv[",*] :l,1o,|"l, o 1,I

L0 1 o oJ L0 o 1 1l

Ir 1 1 1o'o o o o o o o o o o ol
lful: lr 1 1 1 1 1 1 r bo 1 o oo 1 ol

Lo o 1 I 1 1 I 1 o o 1,1 o o 1 ,l
and fio : max(a;i, siTr) such that p: n(j - 1) + k
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2, 3 and e:7, 2, 3, 4for all 'j : 1,

Ir o o ol
lr r o ol
Lo 1 o ol

Ir o o ol Io o 1 1l
([ori] vla,;l): I r 1 o o lu I o o 1 o I

Lo 1 o ol Lo o 1 ,l

Ir o o ol

L;l3tl
Ir o o ol Io o o

lr l o olulo 11
Lo 1 o ol Lo o 1

Ir 1 1 I o o o o o o o o

: lr 1111r 110110
I

L0 0 1 0 I 1 1 I 0 0 1 0

: max(aii, q7r) such that p : r(j - 1) + k

(n,)) 
1

rF /qa
Where etq: I A

\r=(c-r)a+r

.lonilv 
[rtr] : l"u):

'Now R.H.S

i?l
Ir 1 1 1 o o 1 1o o 1 1
I:1111111110010
L0 0 1 I I 1 I 1 0 0 1 1

j max(a;i, "b61) such that p : n(j - 1) + k

[dt )

and d;o

00
00
00

for all i : l, 2, 3andq:1,2,3,4('-))where *ir:

Now

la4)

and yi,

/s+

[:,A,.,,

([ori] v[b;i]):l*tu1:

("tilv l"riD : 3l
oj ,

0 0 0 0l
01, ol
o o 1 ol
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where ,or: ( ;( rrrl)
\r:(c-r)a+r I

rE

f r o o o

Irloo
Lo 1 o o

[rrcl: (["dv [oi) :

(l"d nlr*l) : :l
ol

0 0 0 0l
o o o ol
0 0 0 0l

[sd :

an'd g;, :

00
10
10

00
00
00

1)+k

Ir o o ol Ir
l,loolnlr
Lo 1 o ol L,

0000000
0110000
0010000

) such that p : n(j -

Ir o o ol:lrlool
Lo 1 o ol

Ir o o ol
lrlool
Lo 1 o ol

) n(l"ulv [ciil.

lr o o

l, r o

Lo o o

milil(fiii, zik

for all i : 1, :1,2,3, 4

,|

2, 3 ar,d'q

lh;cl

wheren*:( tr (,*))
\r:(a-r)n+r /

then

(l"u1n[r*]) : [hu)

so ([o;i] v lkil) 
^ 
(qiv fql) :

SO

["ti]v (lb;l nl",i) : (aiilv lb;l

3.L.22 Theorem

And-B-Product is distributive over Or-B-Product.

[onA 
^ 

([bri] v lciD : (";i n [bri]) v ('["d n["ii|)
Proof. Strightforword r

for all i=1,2,3 and g:1,2, 3, 4
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3.1.23' Remark

And-Not-B-Product is not distributive over Or-Not-B-Product.

l"dA ([b;i]y l"d) * {"dn [ba])y (l"iill"iil)

3.L.24 Example

Let U : {ut, uz, ut} be the universal set, E : {er, e2, €3t "ea} be the set of parameters

and A : {er, ez}, B: {ea, e+} ,C: {ez, e3} be the subsets of E.

Let f n : E ---+ P(U) be such that

le?) : {ut, uz}

f e@il : {uz, us}

lekil : fa(ea): g
Ra: {(q, et), (uz, ez), (uz, e2), (q, e2)}

and /6 : E --+ P(t/) be such that

laki : u
f aks) : {ur, ue}

fa@r): fB(e2): g

Ra : {(ur, et), (uz, eb), (ue*, es), (ut, ea), (q, ea)}

and /c : E ---+ P(U) be such that

fc@z): {uz}

I
iAr#.
l'

f r o o ol
[r,i] : I I 1 o o 

I

L0 I 0 0l

\_l;
iF'

Io o l 1l
B:lbril: I o o 1 o I

Lo o 1 1]

Rn e\ e2 e3 e4

Ul 1 0 0 0

uz 1 1 0 0

ug 0 1 0 0

Rp el e2 e3 e4

uL 0 0 1 1

u2 0 0 1 0

uB 0 0 1 1

t-____
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fcki - {uz, us}

lc@i: fs(ea): {
Rc: {(w, "z), 

(rn, e3), (u3, e3)}

Nou,

[rri]n ([brr]Y [el]) : ["ti]n [ec]

il

c:tciit:[llil]

bi';vc'*:[lsii]'ll;il]

Ir 1 11 1 1t 1 1 11 1 11 1 t]
lf;ol : lt o o I o o 1 o o o I o 1 1 I 1l

Ir 1 o I 1 1 o I o o 1 1 1 I 1 tJ

and !;p : max(bii, t - er) such that p: n(i - 1) + /c

a\
-

Ir ]. 1tl
l"irl:[brr]Ylerl : I o 0 0 , I

Lo o o r.l

to;itv,._,: li i : :]^ll i i i]4

Rc eL e2 eg e4

ut 0 0 0 0

u2 0 I I 0

ug 0 0 I 0
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tl
0000000000000
1011100000000
0011100000000

| - e*) such that p: n(i - l) + k

Io o

: lr 1

Lo o

: min(a;r.,

Io o

1";01 : I r 1

Lo 1

b;inl";x): ["to] :

f o o o o

l"dn([bri] Yl"riD:["&] : I 0 0 1 0

Lo o I 1

Nbw R.H.S

(["ti n [b;i]) Y ("iil A l"il)

Ir 1o
: lr l o

Lo o o

: min(orr, 1

s)
LUf

for all 'i:7, 2, 3 and g :1, 2, 3, 4

[04]

ar.d 96,

lf4l

and fio

k-))
/q+

(,=,,Y,*,Where s;, :

then

0 0l
0 0l
0 0l

Io o o o]

l::l:l
I
l

Ir o o ol Io o t tl
lr 1o ololo o r ol
L;10 ol Lo o 1 ,J

o o o o o o o o o o o o ol
111010 0 o 0 0 0 0 0l
0 1 1 0 0 0 0 0 0 0 0 0 0l

- b;6) such that p : ,(i - 1) + /t

lorilA [b;,t]L

(/,r))
q4'

V
p:(q-r)n*l

I
I

'l

for aII i:1, 2, 3 and g :7, 2, 3, 4Where r;o :



theu

[oir] n [br*] :,r,r, : I I I : : I
L0 1 0 0l

Ir o o ol Io o o ol
(r,,irnr"-u: 

I I I : : I ^ L: I I : l
lr 1 1 I o o o o o o o o o o o ol
lroolloolooooooorl
Lo o o o I I o 1 o o o o o o o ol

min(ait, t - er) such that P: nU - 1) + /c

Ir o o ol
r"-r : ll I : :l

---\
ttl

,,,,)

([rrr]Y,r,-,, : 
Ii

lgnl :

ar.d gip :

=\I

for all i : L, 2, 3 and q: L, 2, 3, 4
/q4

Where yiq: I V
\p:(c_1)zl+1

then

llr:31
Lo 1 o ol

Ir o o ol
ts,rl : I r I o o I

Lo r o oJ

o o ol Ir o o ol
loolvlrrool
1 o ol Lo I o ol

luiql :

([qi]n [qr]) :

\
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Ir I 1 t o l I t o l 1 l o t 1 1l
lr;ol: lr t 1 I I 1 1 1 o o 1 1 o o I tl

lr 011r 1, 1110.1 11o l ll

where zio : max(r;3, 7 - y;*) such that p :n(i - 1) + k

0l

3l

D

for all i: l, 2, 3 and q :7, 2, 3, 4

0 0l
0 0l
0 0]

t:

l:i
00
10
10

ir hio: (,:,A,*' u"')

lh;rl: (["ri] Y [y*]) :

(";,i1A [b;i])-y (["ti] I l*iD : ([",;i] Y ly;x)) : lhq):

so[a;7] I ([bri] v [ci]) * (otilI [brr]) v (lotill ["ri])

3.1.25 Remark -

Or-Not-B-Product is not distributive over And-Not-B-Product.

lotiY ([bri]I lci) * (["rr] Y [bri])I k;ivlqil)

3.L,i6 Remark

Let [a;l , [bu) , e SM*xn and * € (n, V, n, Y) be the binary.operation. Then [o17] x
[b;i]*fb;lx[a;1.

3.L.27 Example

Let U : {ut, uz, us} be the universal set, .E : {et, €2t e3t ea} be the set of paraineters

and A : {er,.z}, B: {e3, ea} be the subsets of -8.

Let f a : E --- P(U) be such that

fe(") : {ur, uz}

f ekil : {uz, us}

fe@i: fn(ea) : Q

Rt: {(ur, et), (uz,.z), (uz, e2), (us, e2)}

r.--.__.. E
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Rt el e2 e3 e4

u7 1 0 0
''0

u2 1 1 0 0

u3 0 1 0 0

s

Io o 1 1l
lo o l ol
Lo o 1 1]

o ol Io o I rl
o olnlo o l ol
o ol Lo o 1 ,l
o o o o o o o o o o ol
010 0 0 0 0 0 0 0 0l
o 1 1 o o o o o o o o]

that p: n(i - 1) + k

-lr o

lbrilnla,*j : I r 1

Lo 1

Io o 1 r o

: lo o 1o o

Lo o o o o

: min(aii, b;7r) such

Ir o o ol
A:lari): | , 1 o o I

Lo 1.0 ol
and /6 : E --. P(U) be such that

ldul

fs("s) : u
f a("+) : {ur, us}

fa("i: fa("2) - Q

Ra : {(ut, "s), 
(uz, 

"r), 
(ur, ra), (iir, ea), (us, ea)}

B = lbij):

where dio

if yts:

Then

Rn el e2 ez e4

uL 0 0 I 1

u2 0 0 I 0

uJ 0 0 1 1

for all i:7, 2, 3 and g : l, 2, 3, 4
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x

o o ol
1001
1 o ol

rd!r

01 1l
o 1 o ln
o 1 1l

lYl : lyiq)*t: lou) A [b;r]

Now

lbi) A[a;6]:

Vno)

where fi,

It
loti^'u,-, : ll

Ir o o ol
lr l o ol
Lo 1 o ol

10001
irooo
01000

n(j-t)+k

0000
0000
0000

uch that p :

Io
lo
Lo

00
00
00

b*) s

Io I: lo o

Lo o

= 
min(qi,

00
00
10 tl

u"no-- (
\o:

Then

for all 'i,: l, 2, 3 and g :1, 2, 3, 4

lE) : l.;ds,q : lbi.i A [a*1

lbil Alaipl

hence

lo;*l n[kl * lb6i] A[a;1,].

Therefore commutative law does not hold with respect to And-B-Product

similarly

lou,)v lhi * [b;i]v 1a61,)

lo;*lA lbul * fu;ii n [ai1,)

l"*) Y [bri] * lbil Y lay")

3.1.28 Theorern

Let SM-r,, be the collection of all the soft matrices and x € {A, V, a, Y} be the

binary operations, then (SMrn 
",, 

*) is a semigroup.

Proof. Straightforward. r

q4\v (r,) 
I

(q-1)4+1 I

Io o 1 1l
:lo o l ol

Lo o 1 1l

t

I
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3.L.29 Theorem

Let SM-;, be the collection of all the soft matrices and *, o € {n, V} be the binary

operations, Then (SMrrxrr: *r o) is a semiring.

Proof. Straightforward. r

3.2 Soft Matrix Decision Making

In this section we construct a soft matrix decision making, with the help of soft matrix

decision function and then select an optimum solution from the decision soft matrix.

3.2.1 Definition

let [qx'] ,lb,il e SM**n, and let l"iiAe the product of.laiil and [b67]' Then the soft

matrix decision function, denoted SMDF is define as follows

SMDF : SMrnyn "-+ SMmxl

I i t",ll
SMDFl"",i: 

l'= " | 
*nere i: t, 2, ..., ffi

L]
the one column soft matrix SMIIF [ci] it called decision soft matrix.

3.2.2 Definition

let U : {ut,uz,...un} be initial universe ar^d SMDFlqi: [d;1]. Then a subset of

U can be obtained by using [d11] as in he following ivay

oPtmpr; (tr) : {u; : u; € U, max (di1)}

3.2.3 Applications

As'sume that a person wants to seek admission in Ph.D. progradr and the universal set

contain different universities (J : {ur,'u2,'tts, uq, rs}, which may be characterized by

a set of parameters E : {et, €2, et, ea}. For i : L, 2, 3, 4 the parameters ei stand

for ttPart time studies", ttless Fee ",, ttF\tll time studies"and t'Located near Islamabad"

respectively. Then we can give the following examples.
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3.2.4 Example

Suppose that two Students, Mr. A and Mr. B, come to the contact with each other

and want to get admission. If each of them has to consider their own set of parameters,

then we select a University on the basis of the sets of partners' parameters by using

the Soft Matrix Decision as follows.

Assume that U : {ur, 'ttr2,'ttg, ua, u5}is a universal set and E : {ur, e2' q, e4} is

a set of all parameters.

Mr. A and Mr. B have to choose the sets of their parameters, A : {ez, q, e4}

and B : {er, eb ea} respectively.

Then we can write the following soft matrices which are constructed according to

their parameters.

loul:

0011
0111
0r10
0100
0101

[ber] :

1011
1001
0011
0011
0001

Now, we can find a product of the soft matrices [ari] and [b;6] by using And-B-

product as follows

Now we apply And-B-product since both Mr. A and Mr. B choices have to be

considered.

Idd :

0000000010111011
0000100110011001
0000001100110000
0000001100100000
0000000100100001

and di, : min(oi7, b;;.) such that p : n(i - 1) + /c

whereo*:( V (d,r))
\r:(q-r)++r /

Then

[Y] : [vrr]u* a: la;i A [b;r]

for all i : t, 2, 3, 4, 5and Q :7, 2, 3, 4

=
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v
00
01
01
0'1
01

11
11
10
00
01

lori nlkx):

We can find a decision ,oft ,rr-rt.i* us

MDF (l"d n [b;*]) :

0.5

0.75

0.5

0.25

0.5

we can find an optimum set of U according to MDF (["ti]A [b;*])']
optm11,7pp11oiiln[ar.1; (U): {u2}, where u2 is an optimum'University for'Mr' A and

Mr. B.

Note that the optimal set of U may contain more than one element.

Similarly, we can also use the other products (["ti] v lkrD , ("tiln [b66])and ([o63] Y [b16])

for the other convenient problems.



Conclusion

Conclusion 
:,

The soft set theory has been used in different fields. The results of this thesis

show that the B-products are binary. Further it is shown that associative laws as well

as distributive laws holds. At the end of this thesis we highlighted that soft matrix

decision making on the basis of soft set theory is useful. The example of a student

who is looking for some university for Ph.D. is also given in this thesis. Theise type of

products can also be defined in fizzy soft matrices. and we can.also take the products

of the soft sets and then couvert it into soft matrices and can compair the result in

both the cases. This Converse can be applied in both soft matrices and fuzzy soft

matrices.

55 l
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D

Conclu,sion
The soft set theory has been used in different fields. The results of this thesis

shon, that the Bproducts are binary. F\rther it is shown that associative laws as well

as distributive laws holds. At the end of this thesis we highlighted that soft matrix

decision making on the basis of soft set theory is useful. The example of a student

who is looking for some university for Ph.D. is also given in this thesis. These type of

products can also be defined \nfvzzy soft matrices. and we carr also take the products

of the soft sets and then convert it into soft matrices and can compair the result in

both the cases. This Converse cau be applied in both soft matrices and fuzzy soft

matrices.
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