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Predicted Data Modeling u.;ing Data Profiling Technique . : - Abstract

Abstract

In data warehq;is'ing projects data feed comes from multiple sources and it is in
the .f"orm of flat files where fields are separated by some delimiters, which doés not show
the model of an ex_isting_ 'syé_tem_ and cause bprol‘)lems in understandiﬁg the exi;ting §ystem‘
Predicted Data model.ing us_ihg Data profiling is intended to provide a logical data model
from the provided businesg rule defined over a flat file data structﬁre. Data proﬁling‘_is o
used to discover the relétionships across tébles and‘val_idat»e the business rules wuh ther

help of statistics calculation.

.

It is.a basic necessity‘ for every :daté warehouse dévelo_per and dESigner .to
understand the existing system model. In the past lots of work has been done on data
_ proﬁliﬁg but main focus was to _addreés dafa qqality issues aﬁd proﬁliné 'gechniques has
not been used to ;;redict data quel. Tﬁis research emphasize'thaf l'ogica.l data model can |
be predicted w1th the 'ﬁel_p of inforrriatidn and statistic provided by data profiling =

discovery techhiques.
»

Concerned data wafehouse department may have designers who can analyze tl}e
data and build the image of the exiﬁting .syétem. Efféétivehess of that model is baséd upon
thevexperidnce of tﬁé designer. A tn'al.‘ and error a;;prbach 1s ‘used to 'ur’lderstandAaﬁd
construct logical model, which is if}fect a diﬁicult job, requirés ﬁigher cost in iemi of

expertise and time.
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Chapter 1 ‘ ' 5 . ~‘ . : ' Introduction _

1. Introduction _
Data feed of data warehousing or any other analyticaI system like ODS, ERP, CRM
etc. may comes from multiple sources. Format of the data from these sources are mostly in

the form of flat files system or old non relational database syétéms. Flat file system usuall);

have non standard and complex.data'deé_ign like it may contains fields that are separated by |

some delimiters. Relationship among tables in thése systems is most likely misSing so it may

contain redundant and inconsistent entries. Data may also contain non standard ahd_in’con_'rect

' ‘entries [18]. There is ‘another important ‘point to note that which companies are usually '

interested in developing data warehouse system? Probably those ‘who have some hu'g'e

volume of historical data and they want analytic reports from this histdrical data for their

futurcl business decisions and strategies. Ushzilly these companies had got their automated

MIS system developed in decade of 1980s. Till now data has been stored in their database

systems. Data of these companies is stored in flat file or non relational data base systems.

Many companies got replicas of the existing systems, redesigned and converted ‘their

database and data in relational database systems, but most of companies still stick with old

systems because replication was not feasible and it was very expensive and time consuming.

Now many companies are having their data on database system that are complex in

design. But when .cc‘),mpanies intend to design Data warehouse system from that flat file data,

Predicted Data Modeling using Data Pr;oﬁling Technique ' _ S 1
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N

most challenging issue is vision and understanding of this database design. Evenifitisnota
~ flat file system, old databases were not relational, database design of those system are very
complex. This is another fact that designer of data warehouse and designer of the actual
database are not same. Desrgner of data warehouse only get data in the form of flat ﬁles
which doesn’t include logical data model Without logical model it is extremely difficult for
Data warehouse designer to get vision and understanding the whole database [3,15].
Constructing logical data model directly from flat file is also extremely difficult and-very.

expensive in term of time and expertise.

Our main challenge is to extract a logical data model from flat file system. Reason is -
to give abstract and logical view of database system to ‘warehouse designer. This Logical -
Model of Database or abstraction of database will help data warehouse designer to
understand the existing database design, as it is a basic necessity by every data warehouse
developer and designer to understand the existing system model.

Luckily we are in the age vvhere many techniques and technologies have been
developed in different dimensions. To understand the data, data proﬁllng contaln bundle of
techniques which help database adrnlmstrator to get actual status of data and fix any
inconsistency and inaccurate entries in database. So far profiling techniques are being used
for data management task which mainly focuses on addressing data quality and integration
issues [4]. Data profiling contains discoverv techniques, which give no of statlstical
information about structure, contents and relation exist in data. These report helps database
manager to get clear.idea about any inconsistency and vanornaly exist in data. Before data is
fed.in data warehouse, its very important to make sure that data is aiccurate, 'othemrise
information derived from data will not be accurate. This is a quality issue and a big concern
for a company if they want to get correct report and vision about busmess If data quality is
compromlsed then correct dec1s1on making can be affected. But here our main idea is usrng
profiling techniques to understand and predict the abstraction and logical model of existing
flat file based database system. And basic idea is if proﬁling contains discovery information
. about data then it will be helpful in understanding the logical model. Some of techniques l1ke\
relat1onsh1p dlscovery are very helpful to construct LDM (Logical Data Model).

Predicted Data Modeling using Data Profiling T echnique. : T 2
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© Now first we-‘ will focus getting understanding about flat file system,- its"structure and
problems with flat file system regarding.d\ata.'Then we will see what is profiling and what are
different profiling techniques. Then we focus on how to get statistics or facts from profiling
,techmques about existing flat ﬁle system of or non relatlonal database system to predlct its

logical data model.

1.1 Flat File System - '
A flat file system describes any of various means to encode a data model (most

commonly a table). as a plain text file.

A flat file generally records one record per line. F1elds may s1mply have a ﬁxed w1dth
with padding, or may be delimited by whitespace, tabs, commas (CSV) or other characters
Extra formatting may be needed to avoid delimiter colhsmn There are no structural _
relatlonshlps The data are "flat" asin a sheet of paper in contrast to more c’omplex models :

such as a relatlonal database [18].

The classic example ofa ﬂat file system is a basic name-and-address llst where the
database consists of a small fixed number of fields: Name, Address .and Phone Number :
_Another example is a. s1mple HTML table, cons1st1ng of rows and columns. This type of

database is routinely encountered although often not recogmzed as a database.

The following eXample ‘shows the basic elements of a flat-file database._ The data
arrangement in flat ﬁles consists of a series of columns and rows organized-into a tabular
format. Like follow1ng specific example uses only- one table. Here we are using data of an

ISP as sample

Predicted Data Modeling using Data Profiling Technt‘que L _ : — 3
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The columns include: Login (Customers login name); Full Name (Full name of the
customer); plah (service tarrif- of customer), PlanAmount ‘(default amount of plan), »

Telephone.

- Here is an example texfual representaﬁon of the described data:

Login - Full Name | “Plan _ o PIanAmouvnt Telephone
hafkhan hafkhan 24 hours access rs 1000 . 1000

phma Mirza Abdul Majid opeﬁ @ 10,1000 1973.99 5833868
wahmad wahmad | 24 hours access rs 10_00. 71000 ' ,
mirza66 Ayesha Kamar Wari_s monthly eXpiratioh rs300 300 7723754
drars drars 24 hours access rs 1000 1000 .
cdh ~ Wajid Ur Rehman ~unlimited access | - 1750 : 6361493 -
hosshah hosshah - 24 hours éccess rs 1000 1000

friend1 friend1 - 24 hours access rs 1000 1000

rhepco Shahid Latif 24 hours acqéss'(s 2400 | 2400 7720814-6
jaleel * Jaleel UrRehman ~ summer package rs 15/hr 300 5811952

simba1 Zeeshan Ahmad monthly expiration rs 300 300 7841425

Above representation is using tab as field seperator. Some ﬂat ﬁle systems uses semi.
colon, colon, coma or other field seperator like,

: Logm'FuII Name'PlanfPIanAmount;Actlve'CurBaIance"LastPaymentDaté;Telephone '

hafkhan;hafkhan;24 hours access rs 1000; 1000 1;-56.33;3/31/2000 0:00:00;
phma;Mirza Abdul Majid;open @ 10;1000;1,1973. 99:4/12/2003 0:00:00; 5833868

~wahmad; wahmad;24 hours access rs 1000; 1000;1;28. 33 4/8/2000 0:00: 00; :
mirzaé6;Ayesha Kamar Waris;monthly expiration rs 360 300;1;-3.0e-04, 3/23/2003 0:00: 00 7723754
drars;drars;24 hours access rs 1000;1000;1;0.00;4/12/2000 0: 00:00;
cdh;Waijid Ur Rehman;unlimited access;1750;1;-10.35;3/1 9/2002 0:00:00;6361493
hosshah;hosshah;24 hours access rs 1000;1000;1;-3.00;4/14/2000 0:00:00;
friend1;friend1;24 hours access rs 1000'1000;1; 5.0e-04;4/17/2000 0:00:00;
mepco;Shahid Latif;24 hours access rs 2400,2400;1,2485.77,4/22/2003 0:00:00; 77208146 ,
jaleel;Jaleel Ur Rehman; summer package rs 15/ hr (open) 300;1;121.74; 8/23/2002 0:00:00;581 1952
simba1;Zeeshan Ahmad; monthly expiration rs 300 ;300;1;0.00;11/28/2002 0:00:00;7841425 |
iclboch;Pervaiz Siddique;all day rs 3000;3000;1;1.94;8/21/2002 0:00:00;6363762 - '
irshad92;irshad92;summer package rs 15/ hr (open);300;1:132.83;6/22/2002 0:00:00;
amirm;Amir Mir;summer package rs 10/ hr;100;1 ;0.00_;4/24/20.00 0:00:00,7410990

Predicted Data Modeling using Data Profiling Techm'qué I 4
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dawn1;dawn1;monthly expiration rs 300;300§1;0.00;12/1’9/2002 0:00:00; .
rocbustr;Dr Azeem;24 hours access rs 1000;1000;1;8.0e-04,4/27/2000 0'00:00;51_65721__
suchet; suchet;24 hours access rs 360;360;1;1 4e-03 4/12/2002 0:00:00;

ibraheem;Muhammad Ibrahim;24 hours access rs 3200;3200; 0 -1. 44 4/29/2000 0:00:00; 7831057
qci:Ejaz Yusuf;24 hours access rs 1000,1000,1,4.0e-04,1 1/3/2001 0:00:00;7841877

This type of data representation is quite standard for a flat-file system, although there

are some additional considerations that are not readily apparent from the text: [18]

. Data types: each column in a database table such as the one above is ordinarily
restricted to a specific data type. Such restrictions are usually established by conyention, but
not formally indicated unless the data is traxisferredfto a relational database system. |

. Separated columns: In the above example, individual columns are separated using
whitespace characters. This is also called indentation or "fixed-width" data formatting.
Another common convention is to separate columns using one or more delimiter characters.
There are many different conventions for depicting data such as that above in text. (See e.g,
Comma-separated Qalues, Delimiter-separated values, Markup language, Programming

4

language).

1.2 Data Staging

The data stagmg area is the data warehouse workbench. It is the place where raw data
is brought in, cleaned, combined, archlved and eventually exported to one or more data
marts. The purpose of the data staging area is to get data ready for loading into a presentatlon
server (a relational DBMS or an OLAP engine). We assume that the data staging area is not a
query service. In other words, any database that is used for querymg is assumed to be

physically downstream from the data stagmg area.

Perhaps we don’t even reahze we have a data staging area. Maybe our data JUSt does a

"touch and go landmg in between -the legacy system and the presentation server. (That is an-

Predicted Data Modeling using Data Profiling Teehnique ‘ -5
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airplane metaphor.) We bring tlie data in briefly, assign a surrogate key, check the records for
consistency, and send them on to the DBMS loader that is the presentation database [17].

If the legacy data is already available in a relational database, then it may make sense
to perform all the processing steps within the relational framework, especially if the source

relational ‘database and the eventual target presentation database are from. the same vendor.

- This makes even more sense when the source database and the target database are on the

same physical machine, or when there is a convenient 'high-speed' link between them.
However, there are many Yariations on this theme, and in many cases it may not make
sense to load the source data into a relational database. In the detailed descriptions of the
processing steps, we will see that almost all the processing consists of sorting, followed by a
single, sequential pass through either one or two tables. This simple processing paradigm
does not need the power of a relational' DBMS. In fact, in some cases, itma'y be a serious

mistake to divert resources into loading the data into a relational database when what is

* needed is sequential flat-file processing [16).

Similarly, we will see that if the raw data Vis not.in a normalized entity-relationship
(ER) format, in many cases it does not pay to load it into an ER physical model simply to
check data relationships The most important data integrity steps involving the enforcement
of .one-to-one and one-to- -many relationships can be performed once again, w1th s1mple :

sorting and sequentlal processing. Keeplng these thoughts in mmd lets tease apart as many :

-~ of the data transformation steps as we can.

1.3. Data Profiling

~ Data profiling technique are very useful for the accuracy, cons1stancy and reliability
of data. Data proﬁhng contains analytical techniques on data for the purpose of developlng a
thorough knowledge of its content, structure and quality. Profiling is a process of developing .

information about data instead of information from data. Incorrect data ¢an give incorrect

v

Predicted Data Modeling using Data Profiling Technique ' | _ 6 |
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analytical réport which rnay result to wrong decision and potential business loss in future. If -

data is incorrect or non standard, it will not be an asset for the organization.

Companies usually spend billions of dollars for implementing'enter'prise applications
or integrating customer or product data, and industry estimates show these projects fail or go _~
over budget. Beginning a data-driven initiative.witHOut ﬁrst underStanding the data is like
ﬁxmg a car without understandmg the problems 1ns1de the engine. To fix the engine, we have

to understand the depth and breadth of the problem [10].
Similarly, data.lmprovement efforts_must start with an understanding of the integrity of the
data. The first phase is data preﬁling-alsO known as data discovery. With data profiling, we.
can: | | . | | .
o Discover the quahty, characteristics and potentlal problems of information before
beginning data-driven projects .
. Drastrcally reduce the time and resources requxred to ﬁnd problematlc data
o Allow busmess analysts and data stewards to have more control on the mamtenance
and management of enterprise data '

o Catalog and analyze metadata and discover metadata relationships [6] '

Data profiling solutions automatically identify da'ra quality issues in a variety of ways,
including: ' B '

* Basic statistics, frequencies, ranges and ontliers'

e Identify multiple spellings of the same content

* Discover and validate data patterns and formats.

e Numeric ~range analys’is ' _ .

) ’_ Identify and validate redundant data and prirnary/foreign key relationships across data

sources | |
¢ Identify duplicate name and address and non-name and address information

‘o Validate data specific business rules within a single record or across sources [6]

Predicted Data Modeling using Data Profiling Technique | 7
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Data proﬁlmg prov1des an analys1s of the data problems we face. Data quality phase
starts the process of bulldmg better data whlch contains follwmg steps

1.3.1 Outlier Detection

Profiling software provides frequency counts‘ and outlier detection techniques .that
provide.automated validation of data. By. validatipg the data that we have - and finding data’
points that fall well outside of acceptable limits - we can save the _immenSe cost typically
spent on manual data Validation Frequency counts also limit the amount of busine.ss analyst
fault detection required. In essence, these techniques hlghhght the data values that -need
further 1nvest1gat10n Outlier detection helps '

~
e Gain insight into data values |
. Identify data values that may i)e'considered incorrect

e Drilldown to the data to-mai;e a more in-depth determination ébout the data [5]

For example, a database of customer information might have a number of valid state
abbreviations. In many data sources, California is represented as “CA,"” “CA.," “Ca.,” and
“California.” Non-standard representations complicate ‘any future state-level analysis.
Software technolqu- contains rules to reeognize\these state entries, and the software allows
us to consis_tently identify and cvontact »s'peciﬁed individuals under each of tfxese state - ,

abbreviations.[5]

1.3.2 Meta Data Validation -

Pfoﬁling can scan any sort of data to ‘determine its associated metadata - data that
indicates the charactenstlcs present within the data, such as data type field length whether

the data should be umque and whether a field can be mlssmg or null

Predicted Data Modeling using Data Profiling Technique =~ ) 8_
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A complete metadata analys1s helps determine if the data matches the expectations of .

- the developer when the data files were created. Has the data mlgrated from its m1t1al o

 intention over time? Has the purpose, meamng and content of the data been mtentxonally
altered since it was first created? Byr answ'cring these questions, it helps us make decisions

about how to use the data moving forward. | -

METRIC RAME - - METRIC VALUE

| DataType CHAR

1 Primary Kay Candidate no
Unique Count 8512
Unigueriess ) - 72.78
Pattern Count. . 5790
Minimum Value #101 General Birthday » -
Maximum Vike 200 ANIMAL TUB
 Minimum Length 5
Maxirnum Length ' TN
Mult Court . 1
Blank Count 0
Actual Type . _ | string
Court . L 11698
Data Length ] 38 chars
_ Figure 1 [8] .

| When data and mctadata disagree

At times, data and mctadata do not match causing far—reachmg 1mpllcat10ns for our data

quallty and data integration efforts. -

For cxamplc, cons1dcr al0l mllllon row field with a field length of 255 characters If
the longest data element in the data is 200 characters, the field length is longer than requlred,
and wc are wasting 550MB of disk space. Missing yalue_s in a 'ﬁcld that should not have
missing values can cause joins to fail and rcports, to yield erroneous results.‘Thc ﬁgt_:r_e 18]

shows the types of information that a typical metadata report should contain.

Predicted Data Modeling using Data Profiling Technique . - R — "
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1.3.3 Pattern Anausi;) A v _' \ ‘ .
Pattern analysis is a téchnidué_ typically used to determine whether the data values in a
field are in the ’expected format. For example, sonie fields like a phone number or a
product identifier have an expected/patterh.‘ Pattern analysis quickly validates that the

data in a field is consistent across the data source - and meets our expéctatidhs. _

PATTERN . . ' COUNT PERCENTAGE
999-995-9999 . 3166 . %73
(999)999-9999 42 L 1.28
(999) 999-9999 E)] -~ 104 B
999 99 9999 999 20 0,61
999 995 5995 5 0.15.
999-999-AAAA 2 . 006 ‘
$-999-999-9969 2 . 0.06
a i 10.03
199999995995 1 0.03"
“Figure 2 [8]

" 1.3.4 Relationship Discovery

Relatlonshlp matchmg and dlscovery provide us with mformatlon about logistical ‘
pxeces of data. Organizations mamtam an enormous amount of data, such as customer data
supplier data, product data, operational and business 1nte111gence data, financial and . :
compliance data and 1ndustry—spe01ﬁc data. Often the data for any one of the data categorles' '
is spread across many data sources. . ' _ '

"Related" records can be multiple records in the same data file, records across data files |
o records across databases. With relationship discovery, It help us. proﬁle our data to answer

the following questions:

¢ Are there potential key rélationShip.s across tables?

Predicted Data Modeling using Data Profiling Techﬁique , , .' 9 |
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o Ifthereisa priinary/foreign key relationship, is it enforced?
e _ If there is an explicit or inferred key relationship, is there any orphaned data (data that -
does not have a primary key associated with it)? T

e Are there duplicate rec;ords?l

The figure 3 shows the results of a primary key_/sécondafy key analysis, where two

prodncts listed ini,the sales data did not exist in the products table. Understanding -

relationships across data elements. is the first stép in consolidating, merging or matching
information to get a single, best record of data, In dlscovering pnmary/secondary
’relationshlp, matching threshold is important. If relationship ex1st it w111 glve very high
matching threshold like it must be more than 90 %, If relationshlp doesn t exist and matchmg
threshold is more llkely to be less then 5%

[B} Primary Feld (Product Code Type - Sates Data)

[l secorwcary Field (Product Code Type - Product)

Figure 3 [8]

1.3.5 Statistical Analysis |
Data profiling solutions give us a variety of statistical information, including
minimum/maximum values, mean, _inedian, mode and standard deviation, to help us assess
 the validity of our data. ' |
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Figure 4 shows statisticél data about ‘pers'on.al home loan values from a financial
orgamzatlon. Personal home loans normally range from $20,000 to $1,000,000. A loan
database with incorrect loan amounts can lead to many problems, from poor analysis results
to incorrect billing of the loan customer. Let's take a look at some basic statistics from a loan
amount column in the loan database. Here it is calculating and giving statistics about. the
contents of this field, like data type, unique count; uniqueness percentage, maximum and

minimum values, null counts, mean, median, mode and standard deviation etc. All these stats

are helpful in dicovering and removing any incohsistant and inaccurate entries in data. -

METRIC NAME METRIC VALUE
Dats Type - double
Primary Key Candidate “ho
Unique Count © 1140
Uniqueness 7011 o
-~ Pattern Count (not applicable) .
Minimum value - 223000 [ —
“Maximum Valoe 9999999 E
Minimum Length  {not applicable)
Maximum Langth {not applicabie)
Null Count 2 L
Blank Count ' {not applicable)
Actual Type double
Count 1628
Data Length - ) 53 bit
Mean ~ - | 114348.170972 .
Fedian BB &
Mode 9 ‘ :
Noo-Null Count 1626 .
Nullable YES
Ordinal Pusition 7
Decimal Places - [ .
“Standard Deviation 420438.361236 v
Standard Ermor 10649.778281
Figure 4 [8]

1.3.6 Business Rule Validation

Every organizatioﬁ has business rules. Whether they are basic"lookup rules .or

complex rules with detailed formulas, Data profiling technology provides both customizable
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and “out-of-the-box” methods for bus1ness rule vahdatlon Pre-built business rules may.

provide demain checking, range checklng, look-up -validation™ or spe01ﬁc formulas ‘In

addition to the canned data profiling vahdatlon techmques,

It allows us to check on many basic business rules at the pdint of data entry and,

- potentially, recheck- these rules on an ad-hoc basis. Problems that arise from lack “of
' vahdatlon can be extensive, for example, over-paymg expenses running out of mventory, or

‘undercountlng revenue. [8]

Finally with all these teehniques provided in data proﬁling actually helps'. in

understanding and dlscovenng any non standard and inconsistent data in source files and

- gives information about structure of data whlch can be matched with busmess rules. These
data sourcgs even can be flat files: So far proﬁlmg techmques has béen used to help for data o

management and data quality purposes. With profiling tools and software, data management

B .3 : . . - y ! . . . ) YR, s . . "
responsible can discover all non standard, inconsistent and wrong entries in data as he will be

viewing different report and statistics about\data_ and structure, provided by"proﬁl‘ing which
we have mentioned earlier. Our thought are that with the help of these statistics and report we

can develop a methodology and techn_iques- to predict and suggest Logical Data Model of the

~ data source. That will help data warehouse. designer to understand the abstraction of data

very qulckly It will save his so much time and he will be able to focus and concentrate only

on hlS ETL and de51gn work, | e
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2. Literature Survey _

Important part of research is Literature Survey, as scenarios cannot be understood

without it and its hard to understand ,thét what point the researchers have reachcdx and
- what are the loopholes in the topicy and what can be enhanced in that area. Importaht part
of literature survey is literature review of existing research in the targetéd problem .arca.
First we have to discover that what ﬁas been done so far ,and‘ what are the vacant areas
which need to be discovered. We have gone througfl multiple research papers, articles and
books about data wé.rehouse, flat file systcins,data profiling and data modclihg.‘ We find
lots of information and facts about all these areas and got remarkable g-u'i_delines to got the
solution of our target research area. Fifst we focqs on the purpose of Ldgical Data Model,
as if we are deriving Logical Data Model from flat ﬁlg system then how it will help data

warehouse designer to get understanding and vision about business data.

21  Purpose of Logical Data Médel
There has been written lots of material about data modeling, lot of research has
been done about logical data model. But every one discussed Logical Data Model as first

step to design the data base system. When we are designing a database system, first we

Predicted Data Modeling using Data Profiling Technique - 4



Chapter 2 v : ) : -_Literature Survey

analyze the business need and requirement, then construct logical data model. Then we
move to construct the physiéal data model. B. A. ‘Carkenord[15] discussed these two
types of model, Loglcal Data Model and Phys1cal Data Model and stated that the

importance of data modeling in context of answerlng following quest;ons[lS]

Wh;lt is a logical data model?

~ Who uses the logical data model? .
How is a'logical data model different than a physical data model?
What happens if ybu don’t bu‘ild a logical data model?

B. A. Carkenord[15] _stated‘that‘ good quality data structure is critical to a long lasting,
easy to maintain system. A logical data model is a graphical representation of the

information requirements of a business area, although it is not a database. A logical data

_ model is independent of a physical, data storage device. This is the key concept of the

logical data model. Data is the most important part of an application system. A good,

strong, accurate data structure allows application developers to design any processing,

" user interface, reporting, or statistical analysis ‘ever needed. The Logical Data Model

refers to a higher level of the business data.-Once we know the business. data
reqmrements ‘we can normalize and 1mplement the data. The Business Area Experts own
the logical data model Barbra A. Carkenord[15] describe their data fequirements to the -

data modeler and review the models created. Barbra A. Carkenord[15] use the models for

‘ im‘pact analysis of éhang‘es to business requirements. The most important reason to bﬁild,

a logical data model is to confirm the users and analysts understand of the business
requ1rements to assure that the system developed satisfies the business need. Loglcal data

modelmg provides the analyst with a tool and techmque to conduct analy51s

Here it is irhportant to note that construction of Ldgical Data Modeling -is the
phase of understanding business requirements. Although, next phase of it is to construct

or develop physical data model. In our scenario we already have data in flat file system,

- which is designed-by some other Database designer.' This data is for the purpose of

construction of data warehouse. Flat file data may not have structures. And fo construct

the target wérehouse system it is very important to understand business data, business

needs and requirements for development of target warehouse. Now how to get

understanding from data in flat file.system is a big issue. Quick and better understanding

-
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,canbe achieved if we have Logical model of the data. As Logical Data Model is the
~ abstract design of Database But here process is revered, as we have unstructured physical
data and business rules. And we have to construct a Logical Data Model as it will help to

get quick and thorough understandlng of bus1ness data and requlrements

After reallzlng the importance and necessity of Logical Data Model in our case,

second 1mportant issue is to understand the facts about flat file system and its structure.

22 Limitations of data in Flat File System

Its important to know the. difference between data in DBMS system and data in
flat file system. Although every DBMS system provide facility to import data from flat
file system, but that data will not be having any other structural information like relations,

' referencing and indexing. Even that data may not be normalized and contains many
redundant and non standard entrles All data will be in form of plain text. Just field and -
record decimeter will help to import data from that flat file system into DBMS system.

Strictly, a flat file database should consist of nothing but data and delimiters.
More broadly,- the term refers to any database which exists in a single file in the form of

~ rows and columns, with no relationships or links between records and ﬁe.lds except the |
table structure. A flat file generally contains one record per line. Fields may simply have
a fixed width with padding, or may be delimited by whitespace, tabs, commas or other
characters. Extra formatting may be needed to avoid delimiter collision. There are no
structural relationships. The data are "flat" as in a sheet of paper, in contrast to more '

complex models such as a relational database [18].

In the 1980s, configurable flat- ﬁle database computer appllcatlons were popular
' on DOS and the Macintosh. These programs were desngned to make it easy for
individuals to design and use their own databases, and were almost on par with word
processors and spreadsheets in' popularity. Examples of flat-file database products were
early versions of FileMaker and the shareware PC-File. Some of these offered limited

relational capabilities, allowing some data to be shared between files.
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Today, there are few progranis designed to allow novices to create and ﬁ;e
general-purpose flat file databases. This function is implemented in Microsoft Works
(available only for some Ver§ions of Windows) and AppleWorks, sometimes named
ClarisWorks (available for both Macintosh and Windows platforms). Over time, products
like Borland's Paradox, and Microsoft's Access started offering some relational
capabilities, as weli‘as built-in programming languages. Database Management Systems -

(DBMS) like MySQL or Oracle generally require programmers to build applications.

Flat ﬁlé.databaises are still used internally by many computer applications to store
co‘nﬁguration data. Many applicatiohs allow users to store and retrieve their own
information from flat files using a pre-defined set of fields. Examples are programs to
manage collections of books or appointments. Some small "contact" (name-and-address)

database implementations essentially use flat files [23].

With un strutural and non relational information in flat file system, undersfanding-
of business data from flat file system is a big challenging issue. Specially if design is very
complex, there exists lots of no of tables, millions of records, lots of redundant data. Then
the job of warehouse designer to. understand the model of data is very very difficult. You
never know under what requirments structure of data is designed 6f OLTP system. In
1980s eras when relational databases were not developed and dévelopér don’t have
facility to query across multiple tables. They have to make logic to extract data acroos -
multiple table for their reports. Many of developer make an extra table for the report. This
is some thing redundent information stored in separaté table. Same way structure of data
can be'very complex and can have many standard and type. To work with so much
diversity, it is a very difficult and challenging4job to extract quality data from these files
[18, 20]. | |

" Your data might come from a COBOL database on a EBCDIC Systcm. If so, you
might use a statement of the following form to specify a packed data column as an

internal decimal data column:

column_name debimal_deﬂnition EXTERNAL "packed;dcﬁn'ition"‘
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When data files are created .on an EBCDIC system, you also need to specify
EBCDIC as the argument to the; CODESET keyword as well. (The default CODESET is -
ANSL). The followirig external table definition .shows' how you might create an external
table to convert fixed-length COBOL data from an EBCDIC data source to Informix
»mtemal format and write all rejected records to a specified file. Be'cause no mode is
speclﬁed the database server will try to load data with this external table into an internal
RAW or OPERATIONAL table [18].

Many mformal documents exist that describe the C SV (Comma Seperated Value)

ﬁle format The basic rules of CVS file format are as follows

CSYV is a delimited data format that has fields/columns separated by the comma
haracter and records/rows separated by newlines. Fields that contam a special character
(comma, newline, or double quote), must be enclosed in double quotes. However, 1f a line
contains a single entry which is the empty string, it may be enclosed in double quotes. If a
field's value contains a double quote character it is escaped by placing another double-
~ quote character next to 1t The CSV file format does not requlre a specific character )

encoding, byte order, or line terminator format [23]. -

. Each record i 1s one line terminated by a line feed or a carriage retum, however,

line-breaks can be embedded

. Fields are separated by commas.
1997 Mata,CS350 . - ~
o . Leading and trailing spaces or tabs, adjacent to commas, are trimmed. )

1997, Mata ,CS350 -
same as
1997,Mata,CS350

Fields with embedded commas must be delimited with double-quote characters.

1997,Mata,CS350,"An IT Professional”
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. F ields with embedded double—quote characters must be dellmlted w1th double- ;
quote chagacters, and the embedded double-quote characters must be represented by a

1997,Mata,CS350,"An" "IT" " Professional”

. Fields with embedded line breaks must be delimited by double-quote characters.

1997,Mata,CS350,"Go get one now

they are going fast"
- e« Fields may always be delim_ited by double-quote characters, vvhether necessary or
not. ' ' o '

.~ "1997"Mata,CS350

. The _f_'rrst record in a csv file may contain column names in, each of the ﬁelds.

Year,Name,Course

1997,Mata,CS350
2000,Salman, TES02

~ The CSV file format is very sirnple and supported by almost all spreadsheets
and database management systems" Many programming langUages have libraries -
available that support CSV files. Even modern soﬁware apphcatlons support CSV
imports and/or’ exports because the format is 50 w1dely recognized. Many apphcatrons in
fact allow .csv-named files to use any delimiter character [23]).

But now new technologles like ‘data proﬁlmg has been developcd and evolve '

which provide all statlstlcal analy51s to discover verlety ‘of information about structure

and contents of the data. Although purpose of profiling was to e_nsure data accuracy

before loading it into warehouse system. But, basis of our research work is that this

statistical information provided by data profiling is good enough to predict and derive

logical model from this flat file data. This 1nformatlon will also help to ensure the health

~of Loglcal Model evenif structural information is mrssmg from data

-
’

¢
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2.3 Capabilities of Data Profiling

Data proﬁling consists of disco?ery techniques through the data and then providé
lots of statistical information which is useful for understanding any inconsiétency and
inaccuracy exists in data. Basically data proﬁling inspects data for errors, ihoonsi'stehcies,
redundancies and incomplete information. After analysing data through it contents and
structure discovery techiniques, it help data manager and contral and improve the health

and quality of data [7].

W. W. Eckerson[10] descﬁbes data profiling -as set of discovery techniques need -
to improve the quality in data. He says in his paper that organizations need to take right
decision for their business protﬁotion. And cofrect decisions de‘pend ‘upon their
knowledge about customer behavior and attractions. Historical data of the organization
oontains that information. Sales, marketing, customer support and other initiatives roquire |
a reliable source of data about customers, prodocts and other entitieﬁ. This data'forms the
basis of. both operational decisions '(Does this. customer own a certain orodimt?) and

i

customer analytics (Which customers are potential opportunities for up-sell).

W. W. Eckerson [10] further stats that organizations frequently ignore ihelquality-
of the underlying data, leading to poor decisions,/bad strategies and insufﬁciont customer’
service. Before an organization’beg"ins a new data-driven initiative - 'such as enterpriso
resource planning (ERP) or customer felafionghip management (CRM) — it is important to
~ address issues of data quality within existing data sources. He proposed five-phase
4 process that can help companies analyze, irriprové and control corporate data. As ’
technology corrently exists that allows.’orgam'zations to improve and consolidate
corporate information. These five components dato proﬁ_ling; data quality, data -
inte’gration,' data énrichmont and data monitoring: are best addressed through a single
platforrh, providing a unified view of any type of data, including Customer,' oroduct and

supplier information.

W. W. Eckerson [10] stats that Data profiling helps you‘detertr‘nine the current.
state of your data and gives you an idea of the-best ways to correct or reconcile your
" information assets. Profiling consists of three primary phasps, each designed to analyze . .
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your data in dlfferent ways to show you the problems with the content and structure of
your ex15t1ng data. During the data proﬁllng phase, you’ll answer some important
questions about your data that will help you shape a targeted, effective data quality and
data integration strategy [10]. | o

¢ Structure discovery — Do the data pattems match expected pattems? Does your
data match the correspondlng metadata?

e Data discovery — Are the data values complete accurate and unambrguous" Is the
| data standardized according to your establlshed conventions?

o Relationship discovery — Does the data adhere to specified required key
relationships across colurnns and tables? Are there inferred relationships across-
columns, tables or ‘databases? Is’there. redundant data El(l]?

- Sodata proﬁling provides a blueprint of data problems. Using the statistical |
information, the data quality phase may start for the process of building better data. This
phase helps to correct-errors, standardize information across tables and valldate |
information that is mconsmtent and maccuratc And data can be only valuable if contams

‘correct information. Data profiling ensure the correctness of data.

Data proﬁling can also used to analyze the behaviOr of transactions. L. V. Cadei
[2], said that in data mining application transactional data must exists and examples might
include market .basket data in retail ‘commerce, telephone call ~records in
telecommu.nications,' and web logs of individual page-requests at websites. The technique
of Profiling is used to analyze the behavior of the transactions. Simple profiling
techniques such as histograms do not generalize well from large transactional data set. In
his paper 1. V. Cadez [2], investigate the application of ‘probabilistic mixture models to
automatically generate profiles from large volumes of transaction data. In effect, the
mixture model representspeach individual's behavior as a linear combination of "basis
transactions." I. V. Cadez [2] evaluate several variations of the model on a large retail
transaction data set and shows the proposed model provide's imprO\"ed predictive power

over simpler histogram-based techniques '

In his paper, L | V. Cadez [lO]_ describes that large transaction data sets are

common in data mining applications. Typically these data sets involve records of
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- transactions by multiple individuals, where a transaction consists of selecting or visiting

among a set of items, e.g., a market basket of items purchased or a list of which web

pages an individual visited during a specific session.

He [2] says the as we are interested in the problem of making inferences about

 individual behavior given transaction data from a large set of individuals over a period of

time. so we focus on techniques for autoﬁlatically using profiles for individuals from the
transaction data. In his paper [2] a profile is considered to be a description or a model of
an individual's t_ransactioﬁ behavior. Finding. profiles is a fundamental problem of

increasing interest in data mining, at_:ross a range of transaction-related applications: retail

~ cross-selling, web personaliz'ation, ,'_forecasting, and so forth. The main focus of L V.

Cadez [2] is to find customer behavior using a data profiling technique using the

transactional data. Still all the work has been done in the transaction processing domain.

But most of the work about profiling h'as been done in data quality domain. Most -
of research about data proﬁling emphasize that data profiling techniques helps data
rﬁanagément team to improve the quality of data with help of information provided by
data profiling. And data quality is very important for organization to make correct

decision about business.

R. Lerner [5]' emphasis oxi data qhalitybf analytical system as théy give
information about customers. And customer data integration comes from different data
soufce'é. The major challenges faced by the organizations is the need to create a single, |
accurate, consistent, and tim’ély view of their customers. While many ofganizations- have

some sense of the value of such a view, many organizations fail to graép the effect of not

- having an accurate, complete. view of their customers. Surprisitigly, more than a few

organizations feel that they can opérate efficiently without taking extra-steps to obtain

sich a view of their customers. -

However, there is an approach that is specifically desngned to help organlzatlons

get a complete view of their customer i.e., customer data mtegrat10n (CDI) CDI solution

>combmes a customer data repository, a tlghtly mtegrated data quallty solutlon and a

servwes-orlented archltecture (SOA) [5]
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R. Lerner [5] stated that vth.e benefits of an effective CDI solution are ‘obvious,
especially in terms of having customer data that is depe'ridable-and that can provide the
background for making better business decisions. However, before focusing on this task,
an organization should also consider its needs and then determine an -appropria’te CDI
solution or strategy. Moreover, the orgamzatlon may want to consider -regulatory
compliance and other issues, which are necessary for accurate cons15tent and tlmely
customer data. : B -

In this paper R.-Lerner [5] has focused more over the accuracy'of customer
reglstratron to avoid data duplication in a dlstrrbuted environment. Dat’a proﬁlmg is used

- to achieve the objectlve of data quality only

' 24 Derivation of Logical Data Model

So far we have given enough focus on purpose of logical data model, ﬂat file
system and problem in manipulation of data exists in flat file system and capabilities of o
data profiling.discovery mformatlon- ‘We have Ob_]CCthC to derive a logical data model on
the basis of discovery mformatron prov1ded by data proﬁlmg Work has been done in
derrvmg Logical data model from COBOL file system. L T

‘H. M. Edward [1] describes that CASE tools can be used to der1Ve loglcal data
model from COBOL file system and data de51gn can succcssfully be recovered H. M.
Edward wrote his ‘paper in 1993. Before that most of the development in business wa_s
done i'nACO.BOAL systems. .Therr new “Rapid Applicatiorr Dcvelopment (RAD) tools eame
in SOﬁware industry and. replace old COBOL systems. Year 2000 compliance issues -
arose, and become important to avoid any business loss. Many organizations start -
thinking about converting there current appllcatlons into new RAD technologies. Big
issue was. the data of COBOL system R o . S

H. M. Edward [1] prOposed the methodology to construct' a logical model of data
- exist in COBOL using CASE tools. He said that maintenance of existing software
systems has been calculated to be very expensive like in excess of £1 billion in the UK p

alone. At least 25% of this outlay is on systems that are in need of replacement or-major
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modification. One way of reducing ﬁese costs is to provide a practicai method for design
recbvcry. The recovered and documented system design would then provide a paih into
some “systems dévelopment' method (via the use of CASE tools) thus assisting the
development of é_modiﬁed or replacément system. Such a method has been developed by
the authors and is termed the Reverse .Engineering into CASE Technology method
(RECAST). T '

H. M. Edward 1] says’ thét RECAST is a cofnprchehsiv,e method for reverse
engineering COBOL syste_rris." In his paper he considers in detail one key _aspéct of
'RECAST: the derivation of the logical data model of the system-in terms of its entities,
their ‘relationships and their attributes. The RECAST method defines two sets of rulé_'s for
transforming the physical data accessed by the system into an Ent'ity-Relatiohship-
Attribute (ERA) model. One set of rules is used for tile-based data whilst the other
considers IDMSX databases. In this paper this aspect of the method is put into context by
| first giving a brief overview of the full RECAST method and then by providing a more
detailed explanation of how the components that relate' to the system data model are -

derived.

H. M. Edward [1] says that Reverse Engineering into CASE Technology method
(RECAST). takes the source code for an existing COBOL system and derives a ho-l_oss
representation of the sys-t'em doéumcntgd in the for;ﬁat of Structured Systems Ahalysis
and Design Method (SSADM) documentation. One key element of the method is the
abstraction of the system data and its representation as a Logical Data Model. The
RECAST method considers how: to defive the entities (with their relationships and
attributes) both for systems accessing file-based data and for those accessing data porn
IDMSX databases. The functional specification of the system is derived primarily by

considering the processing that affects these entities [1]. .

H. M. Edward [1] describe four stages of RECAST method,

Stage BUV: Identification of the Business Users’ Views
Stage LDM: Identification of the Logical Data Model
Stage SP: Identification of the System Processing

Stage MD: Identification of the Menus and Dialogues

Stage BUV is based in the domain of the business user, whereas Stages LDM, SP
and MD are based in the domain of the system source code. .
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LOM; identfMication of the icat Date Modal

LDM-2: Derive the File Based Physics! Date Model
MM&‘:'F“'M' Date Model

LD Dsls Model Yor Each Discrete Subschema
Conatruct Oata Mogel for the Combined Subschemes
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Y
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8P |duolification of e System Process
i Current G F
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Liser Dinl

Fig 2-1 Stages, Steps and. Products of RECAST [1]

Fig 2-1 describe all four stages of RECAST [1] method. Every stage has its sub

stages. It important to not that this methodology does not take 'daté in isolation for

constructing Logical data model. For construction of logical model, it also taking input

_from Application interfaces, Menus and Dialogs and trying to under stand the applicatidn
process and scenarios. Also it is taking Business user view of data as input through report

screens and as well as identifying System processes. All input are used in CASE tools aﬂd

then data model is derived. On big issue with this approach is that it is j’l;l»st focusing on

COBOL system and not taking data in isolation.
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But when we will be working on flat file system, we will only have data, not the
application and system proccss associated with it. We even will not have\know‘lédge
about structure and relation of data. Aiso in the time RECAST .mct_hod was proypose'd,'
techniquesflikc data‘proﬁlingbn analytical data was not discovered. Now we have data
profiling techniques, which analyze data thoroughly in many dimensions and provi(ic .
very detail statistics about structure, contents and relationship in'_data. These statistics are
very helpful in not only imﬁrovfng the quality of data but also in predicting the logical
model of data. ' ) " - :
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3. Methodology

A research methodology defines what the activity of research is, how to proceed,
how to measure progress, and what constitutes success. Different methodologies defined

by distinct schools which wage religious wars against each other.

Methods are tools to be uséd. Don't let them use you. Don't fall for slogans that
raise one above the others: “Research needs to | be put on firm foundations;"
“Philosophers just talk. " **You hév_e to know what's computed before you ask how." To
succeed at research, you have to be good at technical methods and you havé to be
suspicious of them. For instance, you should be able to prove 'the'or.ems and you should

harbor doubts about whether theorems prove anything.

The rhethod section answers these two main questions:
1. How was the data collected or generated?

2. How was it analyzed?
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In other words, it shows your reader how you obtained your results.
But why do you need to explarn how you obtamed your results‘7

Y8 | o We need to know how the data was obtarned because the method affects the'
| results. For instance, if you are 1nvest1gat1ng users perceptions of the efﬁcrency
- of public transport-in Bangkok, you will' obtain drfferent results if 'you use a
‘multiple choice questionnaire than if 'you conduct intervieyvs Knowing'how the -
data was collected helps the reader evaluate the validity and reliabilrty of your

results, and the conclusions you draw from them

. Often there are” different methods that we can use to investigate a research
problem. Your methodology should make clear the reasons why you chose a

particular method‘or procedure.

o  The reader wants to know that the data was collected or generated in a way that is
consistent with accepted practice in the field of study For example if you are .
using a‘questionnaire, readers need to know that it offered your respondents a
reasonable range of ansWersﬂ to choose from (asking if the efficiency of public A‘
transport in Bangkok is "a. excellent b. very good or c. good" would obviously

S ' not be acceptable as it does not allow respondents to give negative answers).

. The research methods rhust be appropriate to the ObjeCthCS of the study. If you
perform a case 'study of one commuter in order to 1nvest1gate users' perceptions of
the efficiency of public transport in Bangkok your method is obviously unsuited

to your objectives.

'y The methodology should also discuss the probléms that were anticipated and
explam the steps taken to prevent them from occumng, and the problems that d1d

~occur and the ways their impact was minimized.

e In some cases, it is useful for other researchers to adapt or replicate your
methodology, so often sufficient information_is given to allow others to use the
work. This is particularly the case when a new method had been developed, or an

innovative adaptation used.
'p! ]
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Some work is like science. You look at how people learn arithmetic how the brain
_works, how kangaroos hep, and try to figure it out and make a testable theory. Some
work is like engineering: you try to build a better problem solver ar shape-from
algorithm. Some work is like ‘mathematlcs. you play with formalisms, try to understand
their properties, hone them, prove things about them. Some worl( is example-driven,

~ trying to explain specific phenomena: The best work combines all these and more.

3.1 Requirement Analysis | , ' ' )

. The requirement analysis is the ﬁrst step towards developing software. Analysis
must be performed ina systematic and correct manner so as to have as few mistakes as-
poss1ble in the software and to havé an end product completely fulfilling the expectatlons
of the client. The rellablhty and the robustness of the software are hrghly dependent- on
the fact that the analysts is carried out properly. The main objective of this phase is to
identify all possihle requirements and'expectations kept of software. In it problems are

identified and then a possible solution is proposed.

3.2 Problem Definition o ; N
The report'reveals. the functional requirements of the system as under:
e Loading the flat file into the.system which is used as an inpnt.
e Detection of key on the basis of user option t.e. primary key or composite
E primary key - '
e It is not necessary to develop the proﬁhng Modules at the time. of initial

Development

VG ey o

‘e Once all files have been loaded we will discover relatlonshlp among dlfferent
entities using data proﬁlrng techmque l '

" o Rules creation module is always dependent on the data present in the system

And the data that is fed i in the system will come from any ex1st1ng OLIP.

-
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§

"o The LDM is constructed by applying the business rules. This module can be
run accqrdihg to the ease in such a 'Way that it does not aﬂ'cctwthe pérfoﬁnance o

of Operational System. .

3.3 Use Case Analysis - \ -
; )

Analysis of the project is presented in terms of use case diagrams indicating the actors
and use cases in expanded format. This help.S‘ visualizing the work and in_dicéting the
system boundaries while presenting the funCtiona_lities. The Use Case Model describe's'
the proposed functionality of the new system. ' I

Use case depicts a set of scenarios that describing an interaction between a user and a

~ system.

3.3.1 Use Casein Expandéd Format Ny
For each module of the project several use cases are identified and the déscription of each

use case is as follows:
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3.3.1.1 Start Application

“a) Name: Start Application
b) Actor: User
¢) Pre-Condition: None

d) Post Condition: Main Form Display on Screen.

e) Typical Course of Action:

fAActor Action

System Response

1. User double clicks the application Icon. |2. OS Allocates memory and processor

| time to execute application.

3. System displays form on scréen.

f) Alternate Course of Action:

Actor Action

System Response-

la. application is not executed.

3a. Repeat step 1 to 3

| 2a. Display OS error message. -

Predicted Data Modeling using Data Profiling Technique
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3.3.1.2 Exit Application

a) Name: Exit A_pplication
b) Actor: User

Regquirements Analysis

c) Pre-Condition: Application in ru‘im_ing state.

d) Post Condition: Application closes.

e) Typical Course of Action:

Actor Action

System Re'spohﬁe -

1. User presses close button.

2. All application variable and connection

to SQL server disconnects.
3. OS de allocates memory and removes it
from process list. |

4. Application closes.

f) Alternate Course of Action:

‘ Actor Action

System Response

None:

Predicted Data Modeling using Data Proﬁling Technique
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3.3.1.3 File Loading

| a) Name: File Load}ng

b) Actor: User

c) Pre- Condltlon Chck load ﬁle button,

d) Post Condmon F 1le Loaded in a data set

~

¢) Typical Course of Action:

. ‘Actor Action

System Response

1. Press load file Button

2. Acqumng F 1le Path.

3. Load a File.
4. Display File..

f) Alternate Course of Action:

Actor Action

_System Response

No action

-~ .

la. Error Displays on screen.
2b. No File Loading.

- Predieted Data Modeling using Data Profiling Technique
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3.3.1.4 Relationship Discovery

a) Name: Execute Query

b) Actor: Usé;

c) Pre§C6ndition: Files Loaded. _

d) Post Condition: Relationship discovered

e) Typical Course of Action:

Requirements Analysis

Actor Action

- System Response

1. Press relationship discovery from menu

1. match every data table to all other data
tables / o

2. Pfompt against each relationship

-discovered

3. set relationship on the basis of user input

4. Relationship discovered.

f) Alternate Course of Action:

Actor Action

* System Response

3a. Error Message DisplaYéd on screen..
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3.3.1.5 Business Rules Creation

a) Name: Businéss Rule Creation
" b) Actor: User ;

¢) Pre-Condition: Files Loade_d.
d) Post Condition:. | |

¢) Typical Course of Action:

Actor Action | : System Response

1. Select data table which needs changes on | 1. Select the type of the business rule
the basis of Business rules. - | 2. Create regular expression.
3. Execute expression.

4. Test Results displayed on Screen

) Aitemate Course of Action:

Actor Action 7 - System Response

4b. Error message is displayed.

Predicted Data Modeling using Data Profiling Technique
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3.3.1.6 Apply Business Rules

a) Name: Apply Business Rule
b) Actor: User :

c) Pre-Condition: Business Rules created.

d) Post Condition:. Logical Data Model Construction.

e) Typical Coursé of Action:

) ~ Actor Action ‘ ‘ System Response ,.
1. Select data table. | 1. Entity Reduction is done.
2. Click Apply Business Rules button 2. Reduced entity will be displayed ‘on
Screen ’

) Alternate Course of Action:

Actor Action y -~ . System Response

'2b. Error message is displayed.
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3.3.2 Use Case Diagram )

Use case diagram displays the relationship among actors and use cases. The two.

main components of a use case diagram are use cases and actors.

User

LDM Predictor

File Loading

‘ Diséoverin_g
- Relationships

~ Refining
Final LDM

Fig 3-1 Use Case Diagram of LDM Predictor
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3.4. Design

Tn this chapter we will discuss the System Design.‘ A design is abstract solution in .
diagrammatfc for of the problem. Basic proposed model of our solution is in following

diagram.

Entity Based
Rules

e

File Loaded in

| Apply Inter /
- Memory Intra Table
| <

" Rules

Input Data >
Files

Obtained
Logical Data
Model

Figure 3-2 Proposed Model .
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3.4.1 System Desig,n"((')bject-Orien't‘ed Design Method)

System des1gn is the speciﬁcation or construction ofa technical, computer-based solution '
for the bus1ness requ1rements identified in the system analysis. It is the evaluation of
alternative solutions and the speciﬁcationv of a detailed computer-based solution. The
‘design phase ‘is the first step towards . moVing frorvnv problem domain to the solution, '
domain. System"design develops' the architectural detail required to build a system-or ’
product In this phase we have des1gned a soﬁware that will be used to venfy the

efficiency of proposed enhanced schema techmque

Object-‘Oriented'design translates the Object Oriented Analysis (OOA) model of the real
~world into an implementation'-speciﬁc-model that can be realized in softWare.”Object-’
” oriented designi transforms the analysis .model' created using object -oriented analysis
r method into a design model that serves as a blueprrnt for software construction. For the‘;

development of the system under consrderation the same technique is used.

Object-oriented design (OOD) is ,concer'n:ed with deveIOping an object-oriented 'model of -

a software system to implement the identified requirements. -

Object Oriented Design builds on the products developed during Object;Oriented
Analysis (OOA) by refining ‘candidate objects into classes deﬁning message ‘protocols
" forall objects deﬁnmg data structures and procedures and mapping these into an Obj ect-

‘oriented programmmg language (OOPL)
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3.4.1.1 State Transition Diagram

In Fig 3-3 diagram shows the state transiti_on of the softwa:e module that will |

represent the time for queries and also will calculaté the time differences.
? ’ Start Process
() womoms

Loading Falled =

AN

Loading succed

X

_ —\
_) File Loaded in Memory

Key Detection.

Finish
Simple Key | Comiposite Key '

Relationship ' ‘ ;-
Discovery )

Entity base
Buisness Rules

Apply Bulsness - Manusal Reduction - k

Fig 3-3 State Transition Diagram of Software Module

Display Error Message -

- Display Results
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3.4.1.2 Sequence Diagrani

Once the use cases are speciﬁed, and some of the core objects in the system are
prototyped, we can start designing the dynamic behavior of the system. Sequence
diagrams demonstrate the behavior of objects in a use case by describing the objects and

the messages they pass. Sequence diagrams emphasiie'the order in which things happen.
The Sequence Diagram with foHoWing Major events is shown below:

In Fig 3-4-a, the start application sequence is shown. N

The user starts the application by clicking the Application Icon, the reQuest is send to the :
Application Controller that will send execution request to OS. OS will aceept the request

and allocate the memory area and assign the process ID to this appliéation and place it in
the process table. After that the screen will be displayed on client area.

In Fig 3-4-b, the exit phase is shown.

User clicks the close button to allow the application to stop function. The request is send

.to OS that will de allocate the mémory and close the process from the execution phase.
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User
T Y I
[ ) "
i : 1
] }
i | i
. oo i
: Send Request to Start Process : {
i ' ' A I
b ! J

o : Send Request :
b i A
b ! _ !
: } Receive Exacution Authority |
} - 1
| . | I
: Process Started : :
-—-—-—-——————— | I
] | I
i | I
P ! '
‘) - |
i 1 }
' 1 1
| | I
i e N

Figure 3.4-a: Start Process Sequence

) . . 2

User ' frmMainScreen | - OS/Disk/Processar
13 : A ) ' =T
i | i
{ I '
t 1 1
] 4, |
| . . : . i 1
: Send Requestto Close Application i {

T ] I
i i . ‘ I
: : Send Request :
i ! A
l 1 ; 1
: : : . Dispose Memory and Process Confirmation :
) e e et 1
y |
: Process Stopped :
l{...'. —_—— - - | S W S o s 1

i T .

Figure 3.4-b,: Stop Process Sequence

Predicted Data Modeling using Data Profiling Technique

#2



A\

Chapter 3

3.4.1.3 Class Diagrams

Class - diagrams -are "ghe

___Requirements Analysis

backbbne 1(_5_f almost every object-oriented method

including UML. They describe the static structure of a system. It can also be. said that |

class diagrams identify the clas

s ‘structure of a system, including the 'prope'rti_es and .

methods of each class. Also depi\cted_ére the various relationships that-can exist between

classes, such as an-inheritance re

lationship. The __Cléss diagram is one of the most widely

used diagrains from the UML speciﬁcation.

Another pﬁ_rpose of class diagrams is to specify the class relationships and the

attributes and behaviors associated with each class. C]ass'diagrarns are remarkable at

illustrating inheritance and composite relationships. A class diagram consists of one

major component and that is the various classes, along with these are the various

relationships shown between the classes such as aggregation, association, composition,

dependency, and ge:ncraliz-ation. efer to figure 3-5 which represents the class diagram of

the software that will show the

OLTP.

rocessing of the queries and their time differences. This

-software module will help us to |defend our concept of efficiency in enhanced schéma of
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3.4.2 Data warehouse Architecture

y _ Enterprise Architecture tells the physical structure of the System. Tt defines how
the system hardware and software will work. User.and client interaction with the system

is also become clear from the diagram shown in Fig 3-6.

Data Data Warehousé Server " OLAP Servers Clients

- (Tier 0) ' . (Tier1) : (Tier 2) ~ (Tier3)

Query Reports

i \Bﬁs'mes

Users

T L Analysis |
L; \ > ;JA/

2
=
i
i s

T Users @ Transform

Archived Load
v) data | (ETL)

- \‘%

} Operational
s Data bases

Data Sources , Data Marts

Data mining

Fig 3-6: Architecture Design of DWH .
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3.5 Methodology : :

The main objective of this study is to establish a mé‘thodology for the construction
of logical design from flat ﬁlo. At present no reliable model exits for determining 'logical
design from the flat ﬁl_e a proper optimization of these prooess_as normally depends upon
the combination of experience of the designer and expensive trials .The final design is

‘dependant on business rules and statistics

Self developed methodology will be applied by which user will define business
rule over flat file ﬁe.lds For example the Field “Age” has 3 cﬁaractefs and its datd type is ;
“Numeric” similarly user provide information about tho “related field” of each entity and
its business rules said Age Belongs to Employee only and Empl‘oyee name has pattcm
(25Alphabets 25 Alphabets). In each entity with the help of business rules validation and
data profiling we will identify the key field and other related field and build the entities

s

and their relationships

Business Rules will be entity based that is .comblo'te rules for every entity is
packaged together. Finally entity building is done in which we will identify rélationship
among entities on the basis of entity-to-entity Busioess rules. All of the above mention
process will be done using profile statistics. The name of this methodology will be
predicted data modeling uSing data proﬁlihg. For our solution data pfoﬁling is a pre

requisite for this study
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3.5.1 Algorithm of Predicted LDM

-Step#l Load all data files in the memory

Step#2 select key constraints type .

Step#3 Apply key constraints

Step#4 Relationship discovery using data proﬁhng
Step#5S Construction of Entity Based Business Rules
Step#6 Apply Rules to construct LDM o B

Step#7 Manual Reduction in entities 1f requlred

3.5.2 Mathematical Model of Algorithm

Let ‘D’ be the file set containing flat files _
D={f,, fy...........I0}

These ﬁles will be loaded in to Memory Tables

LetT1 _- 1=0 n

Ti contains Rows & column ; v
| | Ti=R;C,  i=0.n’

| =0.n,
. k=0.n -
Where Rj repfesent atuple & Cx represeﬁt a data ﬁeld ‘

Let ‘C’ be the set of constraints
C= {Primary Key Constraints} U {Foreign Key Constraints}

For y=1ton

For z=1 to T,.ColCount
Begin | : .
(Ty .Cz= umque ) & (Ty.Cz Contains No Null value) 2> canbea anary key ‘

Let K cols are detected with above cnterla where Ki € Ty.Cz
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where z=1..Ty. colcount
Ki. ColCount—l >Kiis Prlmary key & expression be PK
Other wise '

One of them is PK and remaining are Alternative keys

- End

Table 1 T - Table 2
Column 1 (pk) 1 Column 1 (pk)
Column 2 Column 2

' Column 3 Column 3
........ Column k (FK)
Column n

Columnn

e
s R

Fig: 3-7: Threshold Calculation by matching columns

Here If threshold of primary key of Table 1 with some Column k of Table2 is more then
95%, then it will strongly suggest it as relationship. -

-

ForL=1ton
For M=1ton- ’
For O=1toTm.ColCount
Begin , | |
Pk[L] < Tm.Co && TM.CO < PK[L] > Relationship Discovéred from Ty to Ty
Itmeans x €PK [L] D X € Tu.Co && x € Tw.Co-> x €PK [L]

Predicted Data Modeling using Data Profiling Techm'qué - - : .' . 48



Chapter 3 ' . - ' ' ~Reaulrgments Ana_lzsis '

It will give 100 % threshold. Although this is ideal situation, here we are
makmg predlctlon on the basis of threshold calculation. Where some
orphan records can ex1st or even in master tables some record may exist
which don’t have any child.

- Let above expression be FK M S | .
End - - '

Entity Based Construction of regular expression

Fory=1to n

Begin : . o
-Constructlon of entlty based Regula.r expressrons whlch are‘used to define
» busmess rules/ patterns of characters. F or any given set of characters 2 a regular

‘expressnon over Tis-defined by:

. The 'empty-strin‘g, &, which denotes a string.cf length zero, and means
“'take nothing from the i input". It is most commonly used in conjunctron

. wrth other regular expressrons eg. to denote optlonally

o Any characterin £ may be used in 'a.regul_a.r expression. For instance, if
we write a as a regular expression, this means *'take the letter a from the

input"; ie. it denotes the (singleton) set of words {**a"}

« Any digit in £ may be used in a regular expressiop. For instance, if we
write ‘1’ as a regular expression, this means “take the digit ‘1’ from the
input"; ie. it denotes the (singleton) set of words {3'1"}

o The Kleene closure of a regular expression, denoted by *", indicates
zero or more occurrences of that expressron Thus a+ is the (mﬁmte) set

{€, a", Taa", “aaa", ...} and means. take zero or ‘more as from the

input". ' ' :

Let Pattern be some RegX (Pattern)
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"Forz=1to Ty.ColCOunt | - -

- Begin
| For/j=1 to -Ty.Rows
Begin ‘ - -
. RegX (Pétterli)=Ty.Cz, R; | -) pattern Match % increase for a
coloumn . ’ ) . '
End \ |

Match =Thershold > Add column in a valid business rule collection
End | |

Only select those coloumn of ty which bélopgs to valid business rule
collection ' ‘ '

Ty.Col € Valid Bus:i_ness Rule
End ‘ : ' ‘

If required perform manual addition/reduction in the entity |

Let ‘R’ be any regular expression which contain any type of expression may be a numeric

or may be non numeric

-

Predicted Data Modeling using Data Proﬁliﬁg Technique - - - | 50

~ N /



CHAPTER4

 IMPLEMENTATION



Chapter 4 _ ' : Implementa ation

4. Implementation |

In this project we implemented the idea in VB.Net. We are supposed to generate the

Logical Data Model from Flat files therefore we use GDI as well as developed
,procedureé to populate the 1ogical schema deéigned for the understanding of existing

system.

4.1 Simulation Software

In order to show the results and compare the efficiency and performance simulation

software of this project is developed in Microsoft Visual BASIC.Net. For profiling we

“use the SQLCLient.dll library of the Net frame work. The library provides instant and

reliable connectivity with the database.
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4.1.1 Declaration of Library

Using VB.net the following method is used for library declaration.

imports System;

imports System.Drawing

imports System.Collections

imports System.Cohponenthdel

imports System.Windows.Forms ' o ' .
imports System.Data

imports System.Data.SQLClient

‘Imports System.IO

4.1.2 Loﬁding a flat File in a data set

Public Sub. Load _file(Byval txt_ file As Strlng)
Dim local tbl As New" DataTable()
Dlm_pk_cnst As UniqueConstraint

Dim total_col = 0, rownum As Integer
Dim curpos, nextpos As Integer
Dim str As String
rd
- Dim col As New ArrayList()
Dim i, Jj As Integer , ,
fs = New FlleStream(txt file, FileMode.Open, FileAccess.Read)
reader = New StreamReader(fs) : ‘
rownum = 1 ‘
curpos =1
tbl = local tbl :
While (reader.Peek > -1)
"str = reader.ReadLine () . o »
nextpos = InStr(str, txt_sep.Text, CompareMethod,Text)
col.Clear () )

While'(nextpos <> 0)
- nextpos = InStr(str, txt_sep.Text, CompareMethod.Text)
If (rownum = 1) Then ' - '
total_col = total_col + 1
End If ;
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If (nextpos <> 0) Then

col.Add (Mid (str, curpos, nextpos = 1))

str.= Mid(str, nextpos + 1) ‘
Else :
col.Add(str)

End If’
End While

Tfy

If (rowﬁum = 1) 'Then ‘schéma Buiiding _
tbl.TableName = Mid(StrReverse(txt file); 1,

'InStr(StrReverse(txt file), "\") - 1)

tbl.TableName = StrReverse (tbl. TableName ToString)
Lbl_tbl name.Text = tbl. TableName.ToString
'MsgBox(tbL TableName. ToStrlng)

For i = 1 .To total col
! Dim tbl _col As " New- DataColumn()
tbl col. Captlon = col.Item(i - 1)
tbl.Columns.Add (tbl_col)
tbl col.DataType = col.Item(i. - 1).GetType
tbl _col.ColumnName = col.Item (i’ - 1)
_'tbl“LOl ColumnName =i - 1 :
: »
Next . ) -
End If 'end schema’ bu1101nq
. Catch ex As Exception
MsgBox {("Unable to load the flle because Dupllcate
Coloumn Name found", MsgBoxStyle.OKOnly)
' Exit Sub : .
End Try

J

/Dlm row As DataRow i : :
If {rownum > 1) Then 'skip ist data row bcoz igt row

=headings - .
' ~ row = tbl.NewRow () : Y
. For j = 0 To total_col - 1
row(j) = col.Item(j) . _
Next ) . . -
tbl.Rows.Add (row)

End If ) _ .
Cleme————————~---End, row filling---—=-------—-~--
rownum = rownum + 1 '
End While ’
dg.DataSource = tbl. : : :
tbl. AcceptChanges() o . ' : '
End Sub - : S o
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4.1.3 Primary Key Detection

Publlc Sub key _ detect()
Dim j As Integer
Dim pk(10) As DataColumn
If (chkPKDetegt.Checked = True). Then
j=0 , :

Dim temp As VariéntType‘

While (j < tbl.Columns.Count)
Try .

pk(0) = tbl.Columns(j)

tbl.PrimaryKey = pk

Implementation

temp = (MsgBox(" do you want UL

tbl.Columns (j) .ColumnName & "' as Primary key
3 =3+
If (temp = vbOK) Then
~tbl.AcceptChanges ()
: chkPKDetect.Enabled =
when new file is loaded R o
Lbl Key.Text = " Key=
tbl. Columns(j) ColumnName.ToString
Exit While
Else
tbl.RejectChanges ()
End If
Catch ex As Exception

End Try
End While
Else
For 3 = 0 To lst.Items.Count - 1

Next
Try :
tbl.PrimaryKey = pk
tbl.AgceptChanges ().

", MsgBoxStyle.OKCancel))

False 'reset all button

"’&

pk(j) = tbl.Columns((lst.Items(j)))

MsgBox ("CPK Successfully Created") .

"Catch ex As Exception

MsgBox (" Not a valid list for .Composite Prlmary key")

End If - ' .

e End auto PK Detection------=-—-=-r----mw--

End Sub
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4.1.4 Relationship Discovery

Public Sub R_discover()
Dim i, j, k, kl As Integer

Dim pk(10) As DataColumn
Dim fk1(10) As DataColumn
Dim fk As ForeignKeyConstraint

Dim TblMaster, TblDetail As DataTable

For i = 0 To ds.Tables.Count - 1
TblMaster = ds.Tables.Item(i)
pk = TblMaster.PrimaryKey ()
ReDim fkl (pk.Length - 1)
For j = 0 To ds.Tables.Count - 1
If (i'<> j) Then
" . TblDetail = ds.Tables.Item(j)
For k = 0 To TblDetail.Columns.Count - 1
'find the no of length in.case of CPK
For k1 = 0 To pk.Length - 1
fkl(kl) = Tleetall Columns(k + kl)

~ Next 1te1atev1elv select the next cel until
relationship discovered or table ends

Try _
fk = New ForelgnKeyConstralnt("FK " &
TblMaster TableName. ToStrlng, pk, fkl) )
‘ ds.Tables.Item(]j) .Constraints.Add(fk)
: o Apply enforcement over the
dataset to ensure *b@ fk use t*y catch
_ : . : 'clt tbl. Item(j).““ceptfhanqes‘f
ds.EnforceConstraints = True

Dim str As String

" str = "Relationship founded from Table ' "
& TblMaster. TableName ToString & " ' To ' " & :
ds.Tables.Item(j).TableName.ToString & " ' " & vhCrLf & " against

Following Cols " -
For k1l = 0 To fkl.Length - 1

: oo str = str & " " &
(fk1l (k1) .ColumnName.ToString) & vbCrLf
: - "~ Next
MsgBox (str)
_ ~If (MsgBox("do u want to apply this FK",
MsgBoxStyle.OKCancel)) = MsgBoxResult.Cancel Then )
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ds.Tables.Item( (j) .Constraints.Remove ("FK_" &
TblMaster TableName.ToString) - . -
End If . S

Exit For
Catch ex As Exception
'In case of invalid constraint -

End Try
Next ;
End If
Next
Next
End Sub

4.1.5 Business Rules Validate -

Private Sub Buttonl Cllck(ByVal sender As System. Object, ByVal e As
System. EventArgs) Handles Buttonl.Click

Dim i, j, k As Integer, ,

Dim str As String

Dim min len, max_len As Integer

'dg.DataSource = ds.Tables.Item (curr tabley.Select {i)

For k = 0 To meta;table.Rows.Ceunt -1

.expression’ = New Regekaeta_table.Rows(k).Item(2);ToString,
RegexOptions.IgnoreCase} ' -

For i = 0 To ds.Tables;Item(curr_table).Columns.CoUnt -1
Match_Ratio = 0 o

- min len =
Len(ds. Tables. Item(curr table) :Rows (0Q) . Item( ). ToStrlng)
max_len = ,
Len(ds.Tables,ltem(curr_table).Rows(O).Item(i).ToString)

For j =°0 To ds.Tables.Item(curr_ table).Rows.Count - 1.
'scan entire rows - : o

. i : : . \ .
(Len (ds.Tables.Item(curr table) Rows (0) . Item( ) ToStrlng) < min_len)
Then ’ -
' min_len =

» Len(ds. Tables. Item(curr. table) ROWS(O).Item(i).ToString)

. End If.
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(Len(ds.Tables.Item(curr_table).Rows(0).Item(i).ToString) > max_-len)
Then . L :
max len =
Len(ds.TablesuItem(curr_table).Rows(O).Item(i).ToString)
End If

If (meta_ table.Rows({k).Item(l).ToString <> "Max
Lenght") And (meta_table.Rows(k).Item(l).ToString <> "Min Length") Then
: For Each myMatch In
expression.Matches(ds.Tables.Item(curr_table).Rows(j).Item(i).ToString)

N If (Not (myMatch.ToString()) = "") Then
Match Ratio = Match_Ratio + 1
End If
'output &= myMatch.ToString(}) & vbCrLf
Next
End If

Next.

Match Ratio = Match_Ratio /
ds.Tables.Item(curr_table).Rows.Count * 100
. . If (Match_Ratio >= thershold) And
(meta table.Rows(k).Item(l).ToString <> "Max Lenght") And
(meta_table.Rows(k).Item(l).ToString <> "Min Length") Then
. ‘If (meta_table.Rows (k) .Item(3).ToString) = "" Then
meta_table.Rows (k) .Item(3) = i
Else . : .
meta_table.Rows (k) .Item(3)
meta_table.Rows(k).Item(3) & "," & i

End If.
End If .
'writé instructuons for len

. T'ry . . . R .

If (meta_téble.Rows@k).Item(l).ToString_= "Max

Lenght") And (max_len = CDec(meta_table.Rows(k).Item(Z))) Then )
: If (meta_table.Rows(k).Item(3).ToString) = mww

Then .
meta table.Rows (k).Item(3) = i
Else - ) .
: meta table.Rows (k).Item(3) =
meta_ table.Rows (k).Item(3) & "," & i '
End If
End If
'min len check
If (meta-table.Rows(k).Item(1l).ToString = "Min

Lenght") And (max_len = CDec(meta_table.Rows (k) .Item(2))) Then
I If (meta table.Rows(k).Item(3).ToString) = ""
Then : ) :
meta table.Rows (k) .Item(3)
Else ' '
B meta_table.Rows(k).Item(3)
meta table.Rows(k).Item(3) & "," & i
End If
End If

I

i

Catch el As Exception
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'1f col value is other than int execption
End Try '
Next
Next
End Sub

4.1.6 Business Rules Development

Sub pattern_éonstruct()

If (cmbPatternType.Text = "Any Single ‘Character [other than
Line]"™) Then : o
’ TxtExpr.Text = TxtExpr.Text & "."
End If ‘ o
If (cmbPatternType.Text = "Any Digit") Then
TxtExpr.Text = TxtExpr.Text & "\d"-
End If ‘ : - ’
JIf (cmbPatternType.Text = "Any Non Alphabhet") Then
. " TxtExpr.Text = TxtExpr.Text & "\W" - ' : -
End If " : - '
If (cmbPatternType.Text = "Any Non_ Digit") Then
TxtExpr.Text = TxtExpr.Text & "\D"
End If , }
If (cmbPatternType.Text = "Any Alphabhet™) Then
TxtExpr.Text = TxtExpr.Text & "\w" :

End If
If (cmbPatternTypé.Text = "Any White. Space{space, .a tab; a
carriage return, a newline]")- Then-
TxtExpr.Text = TxtExpr.Text & "\s"
End 1f } . :
If (cmbPatternType.Text = "Any Non Whité Space[space, a tab, a
carriage return, a newline]") Then '
TxtExpr.Text = TxtExpr.Text & "\S"
End If . . ' . .
If (cmbPatternType:Text = "Find Repeated Occurances(Include

Empty)") Then .
TxtExpr.Text = TxtExpr.Text & "+*"
End If ' ’ _ ,
If (cmbPatternType.Text = "Find Repeated Occurances (Exclude
Empty)") Then . . : ’
TxtExpr.Text = TxtExpr.Text & "+"

- End TIf
If (cmbPatternType.Text = "Find Zero or single Occurances")
Then L L ) :
TxtExpr.Text = TxtExpr.Text & "?"
End If '
End Sub

New
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4.1.7 Exception Handling

Exceptiori Handling is applied on the code for abnormal termination. It provides the

- actual error with detail description whenever the code retarns and error during execution.

try B
. { .‘
————————— Main Code----=-----
};
!
catch (Exéeption ee)
. | |
. ' B MessageBox.Show (ee.Message );
1 * ’

4.1.8 Exiting from Application

this.Close () f

—
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5. Results N ‘ _ .

After populafing the data in the enhanced schema we executed the queries on the
normal operational system as well as on the Enhanced Schema Model and used the

simulation software to calculate the time for each query and also its comparison. -

- For testing 'oﬁr results and methodology, we got a four years old real time data
from an Internet services related organization Pakistan Online. We got data in form of flat
files. Data contained thousands of records. From our simulation software, it load this flat
file data in memory, apply data profiling techniques, and on the basis of information
provided by data profiling techniques, it first predict keys in relations. Than it«predict‘
relationship across the tables. While predicting relationship it also get help through

business rules validation analysis. Which also help in reducing extra attributes from the

tables. And in the end it try to construct a logical and abstract model of the data.

The results the displayed on the screen and calculated comparison are also

displayed. - - ’
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5.1 Main Screen

Test Run.exe Application is executed from the Application folder and following screen
Fig 5.1 is displayed. '

% Data Loader

Finld Segrater fi DaaleGot
- 'DEALERD""DEALEAMA !
L] “mak”
e "desler” 40
3 “remanis” 1
4 “oghis” -
H “tne” 1
6 “tiginif* 1
7 “angineer” “
i “bunet” 1
9 “iacedeny’" 1
10 "saet" ¥
omn “simebs’ N
2 "une” t
n “Bashic” 1
1 ey . 1
5 sk 1
6 “versald’ 1
17 “winetcs” 00
18 “reahd’ 1
19 “mudborys” 1
2 “noce” 1
2 "bokshel* 1
2 “Yochneic” 1
n “ighabok” 1
it “saric” 1
Rt “sotcom” 1
i “calapha” 1
¥4 “alarm® 1
- “naimihan” 1
2 “cyberk” Rl
0 "medico3s 1
£l “daneyc” 0
) “machine” 1
e “syanetco” 1

~ Fig 5.1 Data Loader Screen of Simulation Software

In this interface, it ask and load flat file in memory and transfer data into database
table with field delimiter and record delimiter criteria. Then apply unique key constraint
~on each column using profiling techniques and on basis of information provided by

profiling it predict primary key of the table first. -
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5.2 Relationship Diséovery Screen

After file loading we will perform rélationship discovery using data profiling technique.

Process will start running and after completion of the process the followmg Fig 5.2 screen

will be dlsplayed

 pata § pader

Fiokd Seprabey

E- -

“mbashar’ o &N6/20001C O
oc” 51672000 10: 0
A

‘Iqbal A . "Narge" “SIB AN "5553629" .- 51672000100
. N f . “ ADuand  "EI0NEL

MR YN N N Y SN YR a RS RY

2

2

2

n

A

-

*

P
' - * L "RB8AgeS MR

F-) 5/11/720001C 0

3 ) " 5/15/2000 10: 0
| R ‘Mudasar” - AR “4S1C1To "5ISITE" S/16/200010 0

M

»

*

7

. 265061862 :516/200010: 0

Fig 5-2 Result Screen

Here discovery is done across the table. Data in the columns of two tables. -
matched one by one. Profiling techniques g1ve mformatlon about the threshold and thlS. .

simulator predict any relationship exist among the tables by telling the threshold level.
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5.3 Show LDM screen

After discovering the relationsh_ips among the tables, this simulator then predict

LDM by indicating relationship amdng table and mentioned the primary/foreign key _

relation ship exist among tables. This is initial step in constructing LDM..

"DEALERNAME"
"UMITOFCREDIT™
"CURRENTBAL"
:SETG\EC;![YUM{T"

-

TS TOMERD” (PK )
- | LOGINNAME"

ACCND”

¥l

"USERLIM

1 NAME™
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5.4 Business Rules Creation

»

~ Now next step is td refine initial LDM by applying business rules on the current
data of different fields. Data Profiling techniques épplied;and with pattern analysis the all
columns will be analyzed so that if those column. méet the criteria specified in business-
rules. Here current interface provide facility to user to specify any business rules which’

|
1 .
I3 can be applied.

| B o fute S reen

PatemTyoe  {an, Digt

Pattem Vo - |

Fig 5-4 Business Rules Creation Screen

v
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5.4 Business Rules Validation

Whatever business rules specified and provided in previous interface, those will .
be appl'ied on different columns of data one by one to validate the business rules on
existing data. Then validation related information will be provided using data profiling

techniques. -

LI I R s

Fig 5-5-Buisness Rules Validate

-

Predicted Data Modeling using Data Profiling Technique . .65



e e e s et

Chapter 5

Results .

5.6 Manual Reducﬁon_ .

On the basis of result of business rule validation provided, it will help data

administrator to manually reduce the attributes which are not needed in tables.

-

* Mamnse

Fig 5-5~'Manual Reduction

.
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5.7 Manua-l\Ad.dition_ of Column

. Same way on the basis of result of bﬁsin_e_ss rule validation provided, it will

help data administrator to manually add attributes/columns to the tables.

* Buisness Rule Screen

Fig 5-7-c Addition of a Column
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5.8 Final LDM

Now every thing iS~reédy for the final LDM: Primary keys has been identified,-
relationship across tables has been discovered and finally extra column has been removed

. and needed column has -been added.

% Dty Laade:

Field Seprabr <

- N

DealerQ bt
"DEALERID" PK )

© {"UMITOFCREDIT”
“CURRENTBAL"

*SETCREDITLIMIT"
"USERLIMIT"

ReceiptQ .t
TRECEIPTIO™ (K]
YACCNO" -

“MODECFPAYMENT"
‘RECEIPTDATE”  ~
“SALESPERSONID"
"PLANID"

Fig 5-8 Final model
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6. Conclusion and Future Enhancements

Our main r)urp0se was. to construct a Logical Model from any data source and we
take samples of data from unstructured flat files. With ex1stence of structure, it is & very
challenging job to discover structural information from data.. Otherwrse understanding of
bu_smess data and data model is very drfﬁc-ult. Data proﬁlmg contains tremendous
techniques to discover important information from data. It proVides no of statistical
information in many area existing in data. Although basic purpose of data prqﬁling was
to _ehsure quality and accurecy- in data, but these statistical information are also very
useful and may be use for other purposés like we have use these information for -
prediction of abstract model. ) : o : B -

. We have tested our methodology with simulation software which runs on tlle
- Pentium Machine Awi_th limited memory and slow processing s'peed. We used three yeérs
old sample data of an 'Interrl'et service brovidirig _com‘parly Pakistan Onlipe. It was a good
enough data to test our -meth‘odology and researcll as it contains about 40 tables’ and o
thousands or in some cases milliofis of records in some tables. But we could only test this
_ data with sample sizeé of few thousands of records on simple Pentium machines. When
‘we mcreased' sample s1_ze tq mpre than 30 thousands records, these machines took about 2
minutes to load the data and sever_.al minutes to derive statistical info’n'nationg using
discovery techniques of data proﬁling,_é_nd result very slow processing by that time.
Although better results cau be ebtained if the server maehine'is used with Xeon processor
or Dual processing power system. But if samples size will be increased to millions then
this algonthm will needs 1mprovement in term of efficiency to run on even ordmary

machines.

However as compered to the conventional Method llke ~using CASE tools ‘to
derive Logical Model, this method shows very good results. These results come in
o seconds rather than spendmg several hours w1thout the prior expenence of the problem,
domain, when sample size was small. Also we had additional 1nfonnat10n._through data

profiling statistlcs,-which are,useful to verify the accuracy of our predicted LDM. ‘
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_ .6-.1 Conclusion

3

By applying the methodology we have achieved our terget /LDM prediction from flat file
system. At present no. rehable model exrts for determining logical des1gn from the flat file
a proper optlmrzatron of theSe process as normally depends upon the combination of
experience of the designer and expensive trlals The final design is dependant on busmess

rules and statistics.

The project lies at the boundary of the practlcal mdustry problems and academrc

information analysrs theory

6.2 Future ‘Enhancements

- The research area is still open because we have only discussed the LDM Modeling for a:

relational database. There are some other areas rhat can be addressed like Object oriehted .

Modeling by applying the same concept and efficiency of this algorithm if samPle size of -

_'the'data is very large. The information _provided'o'f data profiling can be more. useful and

value able if sample size will be very large. But in our algorithm large sample size eﬁ”ect

processing speed Some code optrmlzatron techmques can be applied to make profiling

techmques on large sample data more efficient.
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