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Abstract

In this dissertation, smart antenna techniques are being investigated using two algorithms
Least Mean Square (LMS) and Sample Matrix Inversion (SMI). The main rofe of smart
antenna is to mitigate Multiple Access Interference (MAI) by beam forming operation.
There fore, irrespective of a particular wireless communication system, it is important to
consider whether a chosen array configuration will give optimum performance.

Wireless cellular communication has experienced rapid growth in the demand for
provision of high data rate wireless services. This fact motivates the need to find ways to
improve the spectrum efficiency of wireless communication system. Smart or adaptive
antennas have emerged as a promising technology to enhance the spectrum efficiency of
present and future wireless communication system by exploiting the spatial domain. In
this dissertation, we study different smart antenna approaches, especially a fully adaptive
beam forming approach based on smért antennas. Various adaptive algorithms used to
compute the complex weights are investigated. This includes a study of two algorithms

the Least Mean Square (LMS) and Sample Matrix Inversion (SMI) algorithm.



Acknowledgment

First of all | am grateful to my Almighty Allah, The Kind and Merciful, Who enabled me
to complete this work. Then, I would like thank to my supervisor Dr. . M. Qureshi, for
his continual encouragements and enthusiasm. His enthusiasm in searchingl for new ideas
in digital signal processing has always inspired and motivated to reach new hbrizons of
research, and this blessing is not stopped, in fact this was a very nice start of my research
carrier. | never saw a person, who always treated me as his own child and pay special
attention to me, my studies and my research in all stages. What I have been learning from
him is not just a range of solutions to the communication problems. but his inspirational
insight, his way of conducting research and his art of living.My sincere thanks go to my
teachers Dr. A. N. Malik, Dr. T. A. Cheema and Dr. Abdul Jalil. I am also indebted to
Shujaat Hussain, Atta-ur-Rahman, Majid Ali Shah and Malik Ghayas. for their wonderful
friendship and warm encouragement.

At the end | would like to thank my mother for providing me psychological strength to

bear the mental stress and hardships during the study and research period.

(Shafgat Ullah Khan)

vi



Acknowledgment

First of all | am grateful to my Almighty Allah, The Kind and Merciful, Who enabled me
to complete this work. Then, I would like thank to my supervisor Dr. I. M. Qureshi, for
his continual encouragements and enthusiasm. His enthusiasm in searching‘ for new ideas
in digital signal processing has always inspired and motivated to reach new horizons of
research, and this blessing is not stopped, in fact this was a very nice start of my research
carrier. | never saw a person, who always treated me as his own child and pay special
attention to me, my studies and my research in all stages. What [ have been learning from
him is not just a range of solutions to the communication problems. but his inspirational
insight, his way of conducting research and his art of living.My sincere thanks go to my
teachers Dr. A. N. Malik, Dr. T. A. Cheema and Dr. Abdul Jalil. I am also indebted to
Shujaat Hussain, Atta-ur-Rahman, Majid Ali Shah and Malik Ghayas, for their wonderful
friendship and warm encouragement.

At the end | would like to thank my mother for providing me psychological strength to

bear the mental stress and hardships during the study and research period.

(Shafqat Ullah Khan)

vi



Declaration

I hereby declare that this research and simulation, neither as a whole nor
as a part thereof, has been copied out from any source. It is further
declared that 1 have developed this research, simulation and the
accompanied report entirely on the basis of my personal effort made
under the guidance of my supervisor and teachers.

If any part of this report to be copied or found to be reported, I shall
standby the consequences. No portion of this work presented in this
report has been submitted in support of any application for ahy other
degree or qualification of this or any other university or institute of

learning.

Shafqat Ullah Khan
121-FET/MSEE/F-07



Contents

PN Y1 o1 S PP \
AcKnOWIledgemENtS. .......oiuiiiniiit i PR vi
List ofFlgures .............. 1x
Chapter 1 Introduction 1
1.2 Contribution of ThesiS...........ooemmiriiiiiii i, 3
1.3 Organization of Thesis....... e, 3
Chapter 2 Code Division Multiple Access
2.1 Frequency Division Multiple Access (FDMA)...........c.ocoiiiiiiiiiininin 4
2.2 Time Division Multiple Access (TDMA)..........ccoiiiiiiiiend
2.3 Code Division Multiple Access (CDMA). ... 6
2.4 Space Division Multiple Access (SDMA).... ... 8
Chapter 3 Array Theory
3.1 | Some antenna parameter definitions................cooeeiiiii i, 10
3.2  Linear Array ANalysSiS.......o.iveiiiiiiitiiiiiere et e 12
3.3 Uniform LINear AITaY.......ouveiririiii ittt eerereeereieraeeraereraneene 15
Chapter 4 Smart Antenna Technology
4.1 Types of Smart Antenna System............c..coiiiiiiiiiiiiiiiiiiiii 19
4.1.2 Switched beam system...........cc.oooiiiiiiiiiiiiii 20
4.1.3 Adaptive Array SyStem.......ooeiiiiniiiiiii e 22
4.2  Compared between switched beam and adaptive array system.................. 25
4.2.1 Switched beam system ............ 24
4.2.2 Adaptive array SYSteM. ......oiiiiii e 25
4.3  Benefits of Smart Antenna Technology.....................ooc 26
4.3.1 Reduction in co-channel interference................c..c..coiiiiinien. 26
4.3.2 Range IMProment........cc.ooeiiiniiniiiit i 26
4.3.3 INncrease IN CapaCIty.......ccoovvririniiie e, 26
4.3.4 Reduction in transmitted pOWer..........cccovviiiiiiiinii e, 26
4.3.5 Reductioninhandoff................c.oooiii 27
4.3.6 Mitigation of multipath effects.................c.cooiiiiiii, 27
Chapter 5 Adaptive Beamforming | 28
5.1 Adaptive beamforming problem setup...............occooviiiiiiiiii, 29
5.2 Sample Matrix Inversion Algorithm...............ccoooiiiiiiiii i, 32

Vil



5.3
5.4
5.5
5.6
5.7
Chapter 6
6.1
6.2
6.3
6.4
Chapter 7
7.1
7.2
7.3
Chapter 8

References

Least Mean Square Algorithm.............c...ooo 32
MUSIC AlOTIthIT. ....oeniiin e 34
Normalized Mean Square Algorithm................... 35
Tabu Search Algorithm...........coooiiiiiiiiiii 36
Simulation Result......... ..o 36
Least Mean Square Algorithm 38
LMS Algorithm and Adaptive Arrays...........cocvvvviieiiiiieiiniiiaennnn, 38
LMS Algorithm formulation.................cooiiiiiiiiiii e, 39
Convergence and Stability of the LMS algorithm................................. 41
Simulation Result for the LMS algorithm.......................... s 41
Sample Matrix Inversion Algorithm 46
SMIFormulation. .. ......o.oviviiriiii it eeearaaeieans 46
Weight Adaptation Technique..........c.coooveiiiiiiiiiiiiiie e 48
Simulation Result for SMI algorithm...................cooo 48
Conclusion and Future Work 51



Figure 2.1
Figure 2.2
Figure 2.3
Figure 3.1
Figure 3.2
Figure 3.3
Figure 4.1
Figure 4.2
Figure 5.1
Figure 5.2
Figure 5.3
Figure 5.4
Figure 6.1
Figure 6.2
Figure 6.3
Figure 6.4
Figure 7.1
Figure 7.2
Figure 7.3

List of Figures

FDMA SCREME. ..o e 4
TDMA Scheme.............. PP 6
CDMA Scheme. ... ..ot 7
Radiation Pattern...........c..covviriiniiniiii i e 12
A two element linear array.............ooeiiiiiiiiiiin 13
Far field geometry of two element linear array...............ocoveiiiienennnnn.. 14
Block diagram of switched beam system................c..oiiiiiiiciinnnnn.. 21
Beamformation for adaptive array antenna system....................c........... 22
An adaptive array antenna SYSteIM. ... ......ovuiireeeinsiareeireaineeeneenreanannss 29
NLMS Array factor plot.......cooovvereiiriiiiiiiiii e SR 35
Radiation pattern with one imposed null at -20 degree........................... 36
Radiation pattern with one imposed null at -20 degree........................... 37
LMS Adaptive beam forming network................c.cooiiii i 39
LMS Array plot.....cooi 42
LMS ArTay Plot. ..o e e e e 43
LMS Array plot............ e 44
SMI beam forming network............coooveviiiiiiiiiii i, .......... 47
Array factorplot for SMI..........ooiiiii [T 49
Array factor plot for SMI ..o 50



CHAPTER 1
Introduction

Wireless communication has the invention of the wireless concept by Marconi in 1897.In
recent years there is a large number of users in the area of mobile communication. This
growth will demand for capacity and coverage. Several new technologies are explored to
make effective use of limited resources. To improve capacity we divide a large coverage zone
into small cells, and in this way high power transmitter [1] is replaced with low power
transmitter. Each cell is allocated a set of frequency channel that are different from those
allocated to the neighboring cells. The same set of frequencies can be reused by another cell
as they are separated.

In FDMA, different carrier frequencies are assign to different users. But in the TDMA
different users using the same frequency channel are allocated different time slot. Third
generation cellular system uses another type of access technique known as Code Division
Multiple Access (CDMA) [2] technique. It is based on the spread spectrum technology where
individual users are identified by the use of signature codes and occupy the same bandwidth.
These technologies have brought tremendous increase in wireless network capacity.
Therefore new technologies are required in the field of mobile communication to
accommodate future capacity needs.

Space division multiple access (SDMA) [3] has emerged as a new technology. SDMA
exploits the spatial domain of the mobile radio channel to bring about increase in network
capacity in the existing wireless system. SDMA based system uses smart antennas or

adaptive arrays that are dynamically able to adapt to the changing traffic requirement. Smart



antennas usually employed at the base station, radiate narrow beams to serve different users,
as long as the users are well separated spatially the same frequency can be reused. even if the
users are in same cell. Smart antenna techniques are new in the field of mobile
communication. Early smart antenna technology was deployed in military communication
system where narrow beams were used to avoid interference arising from hoise and other
jamming signals [4].

Switched beam forming is a smart antenna approach in its simplest form. Multiple fixed
beams in predetermined directions is used to serve the users. In this approach the base station
switches between several beams that gives the best performance as the mobile user moves
through the cell. Most advanced approach based on smart antenna technique known as
adaptive beam forming uses antenna arrays backed by strong signal processing capability to
automatically change the beam pattern in accordance with the changing signal environment.
It not only directs maximum radiation in the direction of the desired mobile user but also
introduces nulls at interfering directions while tracking the desired mobile user at the same
time. The adaption is achieved by multiplying the incoming signal with complex weights and
then summing them together to obtain the desired radiation pattern [5]. These weights are
computed adaptively to adapt to the changes in the signal environment. The adaptation is
achieved by multiplying the incoming signal with complex weights and then summing them
together to obtain the desired radiation pattern. These weights are computed adaptively to
adapt to the changes in the signal environment.

Adaptive algorithm forms the heart of the array processing network. Several algorithm have
been developed based on different criteria top compute the complex weights [6]. They have
their own disadvantages and advantages as far as complexity and convergence speed. The
arrays by themselves are not smart it is the digital signal processing DSP block that makes
them smart. SDMA based system using smart antennas or adaptive arrays to achieve to
maximum radiation in the direction of desired user and nulls in the direction of interferer

signals.
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1.1 Contribution

The major contribution made in this Thesis is given below:

i.

ii.

Least Mean Square (LMS) and Sample Matrix Inversion (SMI) algorithm were used
to investigate smart antenna approaches and compared both the algorithm.

The criteria for comparison of algorithm are the convergence of the two algorithms.

1.2 Organization

This Thesis is outlined as:

[. Chapter 2: This chapter provides brief discussion on different access technique

including the space division multiple accesses (SDMA) in relevance with smart

antennas.

. Chapter 3: In this chapter I discussed the array theory and various array definitions

which is main component of the smart antenna structure.

. Chapter 4: This chapter explains the concept of switched beam approach and

adaptive beam approach.

. Chapter 5: This chapter discusses the problem setup of adaptive arrays.

. Chapter 6: This chapter is devoted for the working of the Least Mean Square (LMS)

algorithm.

. Chapter 7: This chapter provides an understanding of the working of Sample Matrix

Inversion (SMI) algorithm.

. Chapter 8: This chapter concludes the thesis with a summary and scope for future

work in the area of adaptive algorithm for mobile communication.



CHAPTER 2

Code Division Multiple Access

A limited amount of bandwidth is allocated for wireless services. wireless system is required
to accommodate as many users as possible by effectively sharing A finite amount of radio
spectrum shared simultaneously by many users is called multiple access techniques. There
are three major access techniques used to share the available bandwidth in a wireless
communication system. These are Frequency Division Multiple Access (FDMA) [13], Time
Division Multiple Access (TDMA) [13], Code Division Multiple Access (CDMA) [14] [15].
and Space Division Multiple Access (SDMA) [16] [17].

2.1.1 Frequency Division Multiple Access (FDMA)

In Frequency Division Multiple Access (FDMA), individual channels are assigned to

individual users, as can be seen from Figure 2.1.
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Figure 2.1: FDMA Scheme
Here a unique frequency band is assigned to each user. Advanced Mobile Phone System

(AMPS), which is the first generation US analogue system, is based on FDMA. In this
4



technique the bandwidth divided into a number of channels and each user is assigned a finite
portion of bandwidth for permanent use. The channels are assigned only when demands by
the users. Therefore a channel is assigned on request. FDMA channels have narrow band
width (30 KHz) and usually implemented in ﬁanow band system. In FDMA, we partition the
available frequency into a number of sub-bands, where each user has a dedicated frequency
band for its communication.

FDMA does not require synchronization or timing control, which makes it algorithmically
simple, at the same time two users can not use the same frequency. FDMA achieves
simultaneous transmission and reception by. using frequency division duplexin_g (FDA), in
order for both the transmitter and the receiver to operate at the same time, FDD requires
duplexer. The requirement of duplexer in the FDMA system makes it expensive.

2.1.2 Time Division Multiple Access (TDMA)

TDMA requires time synchronization; users share the bandwidth in the frequency domain.
The number of channels is less, internal chénnel frequency is almost negligible, and hence the
guard time between the channels is considerably smaller. In cellular communication when a
user moves from one cell to another cell there is a chance that user could experience a call
loss if there are no free timeslots available. TDMA uses different time slot for transmission
and reception.

The division of radio spectrum into the time slots is called the Time Division Multiple
Access (TDMA) system. A dedicated time slot is assigned to each user to communicate either
it transmit or receive, as shown in Figure 2.2. A Global System for Mobile Communication
GSM [18], which uses the both TDMA and Frequency Division Duplexing i.e. TDMA/FDD.
FDD is a system where pair of frequencies are assigned to the users as a channel i.e. one is

uplink channel and the other is down link ‘channel.
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Figure 2.2: TDMA Scheme

In digital system continuous transmission is not required because users do not use the
allocated bandwidth all the time. In such system, TDMA is a complementary access
technique to FDMA. Global System for Mobile communication uses the TDMA technique. A
combination of TDMA and frequency division uplink/downlink duplexing was used in the
digital mobile standard, known as Global System for Mobile communication, which was the
first representative of second generation-in mobile communication system: In TDMA the
entire bandwidth is available to the user but only for a finite period of time.

2.1.3 Code Division Multiple Access (CDMA)

Code Division Muitiple Access (CDMA) is more sophisticated from FDMA and TDMA.
Here all the users share the same carrier frequency when they transmit. Here each user is
assigned a unique code sequence or signature sequence called pseudo-random code words
and all of these code words are orthogonal to each other. As can seen from figure 2.3. In the
receiver end time correlation operation is applied and it will detect only the specific desired
code word. While due to decorrelation operation all the other code words are considered as
noise. CDMA is some time called the Spread Spectrum Multiple Access (SSMA). Spread

Spectrum signals means that for the transmission of digital information, their bandwidth W is
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Figure 2.3: CDMA Scheme.

higher then the information rate R. Direct Sequence CDMA (DS-CDMA) [15], Frequency
Hopping CDMA (FH-CDMA) [16], and Time Hopping CDMA (TH-CDMA) [19], are the
three common technique of the spread spectrum communication system. Besides these
techniques some hybrid techniques are also available by combining these techniques. These
are Multi-carrier CDMA (MC-CDMA) [20], Direct Sequence CDMA/Frequency Hopping
CDMA (DS/FH), Time Hopping CDMA/Frequency Hopping CDMA (TH/FH) and Direct
Sequence CDMA/Frequency Hopping CDMA/Time Hopping CDMA (DS/FH/TH). Besides
this MC-CDMA [16], is further subdivided into MC-DS-CDMA [15], and Multi tone CDMA
(MT-CDMA) [13]. |

In DS-CDMA, information bits are directly modulated, which uses a pseudo-random noise
sequence and in a result a bandwidth DS-spread signal appeared. In Frequency Hopping
CDMA (FH-CDMA), the available channel bandwidth is sub divided into number of
frequency slots. The available frequency slots are occupied by the transmitted signal and
these are handled by the frequency hopping techniques. FH-CDMA are sub divided into two

parts these are Slow Frequency Hopping (SFH) and Fast Frequency Hopping (FFH). Slow



Frequency Hopping (SFH) is performed at symbol rate while in Fast Frequency Hopping
(FFH) there are multiple hops per symbol. Besides DS-CDMA and FH-CDMA, there is
another Hopping technique which is called Time Hopping CDMA (TH-CDMA) [19]. The
time interval which is larger then the information rate reciprocal, is subdivide into a large
number of time slots is called TH-CDMA. The information symbol which are coded are
transmitted as a block of one or more code words in a time slot which are pseudo-randomly
selected.

There are various CDMA techniques which are deployed in the context of Second Generation
(2G) [21], and the Third Generation (3G) [15], systems. In 1995, the United State has
deployed the popular 2 G CDMA standard called as Interim Standard 95 IS-95 [15] [21],
technique also known as CDMA-ONE. In 1998, the Wide band CDMA (W-CDMA) [15]
(22]. is deployed. It is also called Universal mobile Telecommunication Service (UMTS) [15]
[23], and also CDMA 2000 [15] [24], is deployed. These both are 3G based technologies.
The Chinese technology named as Time-Duplex Smart Antenna aided CDMA (TD-SCDMA)
[25], was also improved by ITU.

2.1.4 Space Division Multiple Access (SDMA)

The latest Wireless Access technology is the Space Division Multiple Access (SDMA) [15]
(16]. Controlling the radiated signal in space for each user is done by Space Division
Multiple Access (SDMA). Spot beam antenna are used in SDMA system. For reducing the
Multiple Access Interference (MAI) in SDMA, TD-SCDMA [25] standard is used. In SDMA
sectorized antenna and adaptive antenna are used.

SDMA utilizes the spatial separation of users in order to optimize the use of the frequency
spectrum. A primitive form of the SDMA is when the same frequency is re-used in different
cells in a cellular wireless network. It is required for limited co-channel interference that the
cells be sufficiently separated. This limits the number of cells a region can be divided intc

and hence limits the frequency re-use factor.



This technique would enable frequency re-use within the cell. It uses smart antenna technique
that employs antenna arrays backed by some intelligent signal processing to steer ‘the antenna
pattern in the direction of the desired user and places nulls in the direction. of interfering
signals. since these arrays can produce narrow spot beams, the frequency can be reused

within the cells as long as the spatial separation between the users is sufficient.



CHAPTER 3

Array Theory

An antenna array is a configuration of individual radiating elements that are arranged in space
and can be used to produce a directional pattern. Single-element antennas have radiation
patterns that are broad and have a low directivity that is not suitable for long distance
communications. A high directivity can be still achieved with single-element antennas by
increasing the electrical dimensions (in terms of wavelength) and hence the physical size of
the antenna [14]. Antenna arrays come in various geometrical configurations, the most
common being; linear arrays (ID). Arrays usually employ identical antenna elements. The
radiating pattern of the array depends on the configuration, the distance between the
elements, the amplitude and phase excitatibn of the elements, and also the radiation pattern of
individual elements.

3.1 Some Antenna parameter definitions

It is worthwhile to have a brief understanding of some of the antenna parameters before
discussing antenna arrays in detail. Some of the parameters discussed in are explained below.
3.1.1 Radiation Power density

Radiation power density W, gives a measure of the average power radiated by the antenna in

a particular direction and is obtained by time-averaging the Poynting vector.

W, (r.6.4) =%Rc[ExH‘] = 2—177-IE(r,0.¢)|2(Watls/mz) (3.1)



where £ is the electric field intensity, / is the magnetic field intensity. and 7 is the intrinsic

impedance.
3.1.2 Radiation Intensity
Radiation intensity U in a given directions is the power radiated by the antenna per unit solid

angle. It is given by the product of the radiation density and the square of the distance r.
U=r’W,  (Watts/ unit solid angle) | (3.2)
3.1.3 Total power radiated

The total power radiated P, by the antenna in all the direction is given by,

tot

]‘]‘W, (r.6,0)r sm( )déd¢ (3.3)
e w :
= [ [u(6.4)sin(6)d6d¢ Watts (G4

3.1.4 Directivity

The Directive gain D, is the ratio of the radiation intensity in a given direction to the

radiation intensity in all the directions. i.e.

_4nU(60.4)
£ p

o

_ 4nU(8.¢) (3.5)

7 ,]U 6,¢4)sin(6 (19d¢

S n§

The Directivity D, is the maximum value of the direction gain D, for a given direction. i.e.

D, = ————~———4”U";* (99) (3.6)

tot

where U __ is the maximum radiation intensity.

max

3.1.5 Radiation Pattern
The radiation pattern of an antenna can be defined as the variation in field intensity as a

function of position or angle. Let us consider an isotropic radiator, which has stonger the



radiation in one direction than in another. One of the lobe has the strongest radiation intensity
compared to another lobes. It is referred to as the major lobes, but all other lobes are called
minor lobes. In most radar system, low side ratios are very important to minimize false target

indications through side lobes [19].

< User

<+ Interferer

Fig. 3.1 Radiation pattern
3.2 Linear Array Analysis

When antenna array has elements arranged in a straight line it is known as a linear array. Let

us consider a linear array with two elements shown in Fig. 3.2. The elements are placed on
either side of the origin at a distance Efrom it. The electric field radiated by these two

elements in the far field region at point P is due to element 1;

e
E =w/ (‘91’¢i)_r—"“ 3.7

12
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- e
E =w/(6,4)— (3.7)
h
Electric field at P dpe to element 2:
. —j(kr2+-§-)
— e -
E,= 2/’2(92,¢2)——-—r (3.8)

2

where w;, w, are the weights; f}, f, are the normalized field patterns for each antenna element;
r,, t, are the distances of element 1 and elément 2 from the observation point P; [ is the

phase difference between the feed of the two array elements. The magnitude excitation of the
radiators are identical. To make the far field approximation the above Fig. can be re-drawn as

shown in Fig. 3.3. Assuming far-field observations and referring to Fig.3.3:

K=r=r For amplitude variation

n=r —-% cos @ For phase variation (3.9)
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Fig. 3.3 Far-field geometry of a two-element linear array

r zr+gcosl9
2

Now the array elements are identical we can assume the following;
F,(6,,¢,)=F,(0,,4,)=F(6,9)
The total field E at point P is the vector sum of the fields radiated by the individual

elements and can be illustrated as follows: -

E=FE+E,
-j(k(r—‘zl-cos)—g-) '. - —j(k(r+‘—2,-cos)+§
= e e
E= wlf(0’¢)—“;~‘+wzf(0s¢)—r———‘ (310)
— —Jkr ﬂw, £ — ik cos N
E=° f(¢9,¢)[w,e’“2 RSP 2’] 3.11)
r .
for uniform weighting

W =w,=Ww (3.12)
_ — fkr
E =wer f(9,¢)xzcos(ﬂ°9§2—M) (3.13)

The above relation as often referred to as pattern multiplication which indicates that the total

field pf the array is equal to the product of the field due to the single element located at the

origiﬁ and a factor called array factor, AF. 'i.e..

14



- = thr
E= w—e———f(9,¢)x2cos(ﬁg—9§2—g—tﬁ) (3.13)
r

The above relation as often referred to as pattern multiplication which indicates that the total
field of the array is equal to the product of the field due to the single element located at the
origin and a factor called array factor, AF. i.e.

(Total) = [E(single element at reference signal)] x [array factor] (3.14)

The pattern multiplication rule only applies for an array consisting of identical elements.

The normalized array factor for the above two-element array can be written as follows:

AF = cos(f‘-"’i—co——szgié) (3.15)

n

Therefore from the above discussion it is evident that the AF depends on:

1. The number of elements

il. The geometrical arrangement

iii. The relative excitation magnitudes
iv. The relative phase between elements

3.3  Uniform Linear Array

A uniform array consists of equi spaced elements which fed with current of equal amplitude.
: . . . d .
The uniform linear array consists of N elements equally spaced at distance 7 apart with

identical amplitude excitation and has a progressive phase difference of § between the

successive elements. An array of identical elements all of identical amplitude and each with
progressive phases referred to as a uniform array [22].

The total field of the array is determined by the vector addition of the fields radiated by the

of the isolated element. This depend upon the separation between the elements , it is
necessary that the fields form the elements of the array interfere consﬁuétively in the
remaining space.

The array factor can be written as,



sin‘:ﬂw]

aF=—L2 d
sin| ¥

H

For small values of y the above equation can be written as

(3.16)

The maximum value of the array factor is equal to N. To normalize the array factor so that

the maximum value of each is equal to unity.

3.3.1 Nulls and Maxima of the Array factor

To find the nulls of the AF, the above equation is set to zero.

sinli—;ic//jl=0:>—]2!t// =in7r:>%(kdcosl9,, +p)=1nn

-1 /{ 2}1
Hn = COS§ I:?;;J(_ﬂi_ﬁ)}

where n=1,2,3..(n# N,2N,3N)

The angles 8, at which the maxima occurs can be obtained as

A[A(_ppon
g, =cos [2”6{( 'BiNﬂ

(3.17)

(3.18)

(3.19)

(3.20)

d . . s
If ) is chosen to be sufficiently small the AF in Eq. (3.17) has only one maximum and it

occurs when m=0 in Eq. (3.20) i-e.

8, =cos™ [—'{AJ

2rnd

For m=1,2,... the argument of the arccosine in Eq.(3.20) becomes greater than unity.

14

(3.21)
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CHAPTER 4

Smart Antenna Technology

In mobile communication systems, capacity and performance ate usually limited by two
major impairments. They are multipath and co-channel interference [15]. Multipath is a
condition which arises when a transmitted signal undergoes reflection from various obstacles
in the propagation environment. This gives rise to multiple signals arriving from different
directions. Since the multipath signals follow different paths, they have different phases when
they are arrive at the receiver. The result is degradation in signal quality when they are
combined at the receiver due to the phaée mismatch. Co-channel interference is the
interference between two signals that operate at the same frequency. In cellular
communication the interference is usually caused by a signal from a different cell occupying
the same frequency band.

Smart antenna is one of the most promising technologies that will enable a higher capacity in
wireless networks by effectively reducing multipath and co-channel interfe’rence [15] [16}.
This is achieved by focusing the radiation only in the desired direction and adjusting radiating
elements arranged in the form of an array. The signals from these elements are combined to
form a movable or switch able beam pattern that follows the desired user. In a Smart antenna
system the arrays by themselves are not smart, it is the digital signal processing that makes
them smart. The process of combining the signals and then focusing the radiation in a
particular direction is often referred to as digital beam forming [23). This term will be

extensively used in the following sections.



The early smart antenna systems were designed for use in military applications to suppress
interfering or jamming signals from the enemy. Since interference suppression was a feature
in this system, this technology was borrowed to apply to personal wireless communications
where interference was limiting the number4 of users that a network could handle. It is a
major challenge to apply smart antenna technology to personal wireless communications
since the traffic is denser. Also, the time available for complex computations is limited.
However, the advent of powerful, low-cost, digital processing components and the
development of software-based techniques have made smart antenna systems a practical

reality for cellular communications systems [23].
4.1 Types of Smart Antenna Systems

There are basically two approaches [24] to implement antennas that dynamically change their
antenna pattern to mitigate interference and multipath affects while increasing coverage and
range [25]. They are

J Switched beam

. Adaptive Arrays
The switched beam approach is simpler compared to the fully adaptive approach. It provides
a considerable increase in network capacity when compared to traditional omni directional
antenna systems or sector-based systems. In this approach, an antenna array generates
overlapping beams that cover the surrounding area. When an incoming signal is detected, the
base station determines the beam that is best aligned in the signal-of-interest direction and
then switches to that beam to communicate with the user [27]. A switched beam antenna can
be thought of as an extension of the conventional sector antenna in that it divides a sector into
several micro-sectors. It is the simplest technique and easiest to retro-fit to existing wireless
technologies. Switched beam antenna systems are effective only in low to moderate co-
channel interfering environment owing to their lack of ability to distinguish a desired user
from an interferer environment owing to their lack of ability to distinguish a desired user

from an interfere, e.g. if a strong interfering signal is at the center of the selected beam and
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the desired user is away from the centre of the selected beam, the interfering signal can be
enhanced far more than the desired signal.

The Adaptive array system is the “smarter” of the two approaches. This system tracks the
mobile user continuously by steering the main beam towards the user and at the same time
forming nulls in the directions of the interfering signal. Like switched beam systems, they
also incorporate arrays [14]. Typically, the received signal from each of the spatially
distributed antenna elements is multiplied by a weight. The weights are complex in nature
and adjust the amplitude and phase. These signals are combined to yield the array output.
These complex weights are computed by a complicated adaptive algorithm, which is pre-
programmed into the digital signal-processing unit that manages the signal radiated by the

base station.
4.1.1 Switched Beam Systems

This type of adaptive technique actually does not steer or scan the beam in the direction of
the desired signal. Switched beam [15] employs an antenna array which radiates several
overlapping ﬁxpd beams covering a designated angular area. It subdivides the sector inro
many narrow beams. Each beam can be treated as individual sensors serving individual user
or a group of users.

The spatially separated directional beam leads to increase in the possible reuse of a frequency
channel by reducing potential interference and also increases the range. These antennas don
not have a uniform gain in all directions but when compared to a conventional antenna
system they have increased gain in preferréd directions. The switched beam antenna has
switching mechanism that enables it to select and then switch the right beam which gives

the best reception for a mobile user under consideration. The selection is usua.lly based on
maximum received power for that user. Note that same beam can be used both for uplink and
downlink communication. A typical switched beam system for a base station would consist of
multiple arrays with each array covering a certain sector in the cell. Consider a switched

beam forming system. It consists of a phase shifting network; whish forms multiple beams



looking in certain directions. The RF switch actuates the right beam in the desired direction.
The selection of the right beam is made by the control logic, the control logic is governed by
an algorithm which scans all the beams and selects the one receiving the strongest signal
based on a measurement made by the detector. This technique is simple in operation but is
not suitable for high interference areas.

Let us consider a scenario where User 1 who is at the side-edge of the beam which he is
being served by. If a second user were at the direction of the null then there would be no
interference but if the second user moves into the same area of the beam as the first user he
could cause interference to the first user. Therefore switched beam systems are best suited for
a little or zero-interference environment. In case of a multipath signal [21] there is a chance
that the system would switch the beam to the indirect path signal rather that the direct path

signal coming form the user. This leads to this ambiguity in the perception of the direction of
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Fig. 4.1 block diagram of Switched beam systems.
the received signal, thus, switched beam systems are only used for the reception of signals.
Since these antennas have a non-uniform gain between the beams the mobile user when
moving away from the edge of the beam is likely to suffer from a call loss before he is

handed of to the next beam because there is no beam serving that area. Also, these systems
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lead to frequent hand-offs when the mobile user is actively moving from the area of one beam
to another. Therefore these intra-cell hand-offs have to be controlled. Switched beam systems
cannot reduce multipath interference components with a direction of arrival clpse to that of
the desired signal. Despite of all these disadvantages, the switched beam approach is less
complicated (compared to the completely adaptive systems) and provides a significant range
extension, increase in capacity, and a coﬁsiderable interference rejection when the desired
user is at the center of the beam. Also, it less expensive and can be easily implemented in

older systems.
4.1.2 Adaptive Array Systems
From the previous discussion it was quite apparent that switched beam systems offer limited

performance enhancement when compared to conventional antenna system in wireless

communication.

User

Interferer

Fig. 4.2 Beam formations for adaptive array antenna system
However, greater performance improvements can be achieved by implementing advanced
signal processing techniques to process the information obtains by the antenna arrays. Unlike

switched beam systems, the adaptive array systems are really smart because they are able to

~N1



dynamically react to the changing RF environment. They have a multitude of radiation
patterns compared to fixed finite patterns in switched beam systems to adapt to the ever-
changing RF environment. An adaptive array, like a switched beam system uses antenna
arrays but it is controlled by signal processing. This signal processing steers the radiation
beam towards a desired mobile user, follows the user as he moves. and at the same time
minimizes interference arising from other users by introducing nulls in their directions. This
is illustrated in a simple diagram.

The adaptive array [22] systems are really intelligent in the true sense and can actually be
referred to as smart antennas. The smartness in these systems comes from the intelligent
digital processor that is incorporated in the system. The processing is mainly governed by
complex computationally intensive algorithms. Fully adaptive system use advanced signal
processing algorithms to locate and track the desired and interfering signals to dynamically
minimize interference and maximize signal reception, and also adaptive arrays can provide

greater range (received signal gain) or require fewer antennas to achieve a given range.
4.1.2.1 Basic Working Mechanism

A smart antenna system can perform the following functions, first the direction of arrival of
all the incoming signals including the interfering signals and the multipath signals are
estimated using the Direction of Arrival [27] algorithms. Secondly, the desired user signal is
identified and separated from the rest of the unwanted incoming signals. Lastly a beam is
steered in the direction of the desired signal and the user is tracked as he moves while pacing
nulls at interfering signal directions by constantly updating the compliex weights.

In case of phased arrays it is quite evident that the direction f radiation of the main beam in
an array depends upon the phase difference between the elementSs of the array. Therefore it
is possible to continuously steer the main beam in any direction by adjusting the progressive
phase difference B between the elements. The same concept forms the basis in adaptive array

systems in which the phase is adjusted to achieve maximum radiation in the desired direction.



To have a better understanding of how an adaptive array system works, let us consider a
typical adaptive digital beam forming [28] network.

In a beam forming network typically the signals incident at the individual elements are
combined intelligently to form a signal desired beam formed output. Before the incoming
signals are weighted they are brought down to base band or intermediate frequencies (IF’s).
the receivers provided at the output of each element perform the necessary frequency down
conversion. Adaptive antenna array systems use digital signal processors (DSP’s) to weight
the incoming signal. Therefore it is required that the down-converted signal be converted into
digital format before they are processed by the DSP (Digital Signal Processing). Analog-to-
digital converters (ADC’s) are provided for this purpose. For accurate performance, they are
required to provide accurate translation of the RF signal from the analog to the digital
domain. The digital signal processor forms the heat of the system, which accepts the
intermediate frequencies (IF’s) signal in digital format and he processing of the digital data

is driven by software. The processor interprets the incoming data information, determines the
complex weights (amplification and phase information) and multiplies the weights to each
element output to optimize the array pattern. The optimization is based on a particular
criterion, which minimizes the contribution from noise and interference while producing
maximum beam gain at the desired direction. There are several algorithms based on different
criteria for updating and computing the optimum weights.

4.2 Comparison between switched beam and adaptive array systems

4.2.1 Switched beam system
The switched beam system can be summarized as follows:
1. it uses multiple fixed directional beams with narrow beam widths.
. The required phase shifts are provided by simple fixed phase shifting networks
like the butler matrix.
1il. They do not require complex algorithms; simple algorithms are used for beam

selection.



v.

Vi,

Vii.

viii.

ix.

It requires only moderate interaction between mobile unit and base station as
compared to adaptive array system.

Since low technology is used it has lesser cost and complexity.

Integration into existing cellular system is easy and cheap.

It provides significant increase in coverage and capacity compared
conventional antenna based systems.

Since multiple narrow beams are used, frequent intra-cell hand-offs between
beams have to be handled as mobile moves from one beam to another.

It cannot distinguish between direct signal and interfering and/or multipath
signals, this leading to undesired enhancement of the interfering signal more
than the desired signal.

Since there is no null steering involved; switched beam systems offers limited

co-channel interference suppression as compared to the adaptive array system.

4.2.2 Adaptive array system

Adaptive array system can be summarized as follows

V.

V1.

Vil.

Viil.

iX.

X1.

A complete adaptive system; steers the beam towards desired signal-of-
interest and places nulls at the interfering signal directions.

It requires implementation of DSP technology.

It requires implementation of DSP technology.

It has better interference rejection capacity compared to switched beam
systems.

It is not easy to implement in existing systems, i.e. up gradation is difficult
and expensive.

Since continuous steering of the beam is required as the mobile moves;
high interaction between mobile unit and base station is required.

Since the beam continuously follows the user; intra-cell hand-offs are less.
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xii. It provides better coverage and increased capacity because of improved
interference rejection as compared to the Switched beam system.
xiii. It can either reject multipath components or add them by correcting the

delays to enhance the sighal quality.
4.3 Benefits of Smart Antenna Technology

4.3.1 Reduction in co-channel interference

Smart antennas have a property of spatial filtering to focus radiated energy in the form of
narrow beams only in the direction of the desired mobile user and no other direction. In
addition they also have nulls in their radiation pattern in the direction of other mobile users in
the vicinity. Therefore there is often negligible co-channel interference [26].

4.3.2 Range improvement

Smart antennas employs collection of individual elements in the form of an array they give
rise to narrow beam with increased gain when compared to conventional antennas using the
same power [29]. The increase in gain leads to increase in range and the coverage of the
system. Therefore fewer base stations are required to cover a given are.

4.3.3 Increasein cépacity

Smart antennas enable reduction in co-channel interference, which leads to increase in the
frequency reuse factor. That is smart antennas allow more users to use the same frequency
spectrum at the same time bringing about tremendous increase in capacity.

4.3.4 Reduction in transmitted power

Ordinary antennas radiate energy in all directions leading to a waste of power. Comparatively
smart antennas radiate energy only in the desired direction [27]. Therefore less power is
required for radiation at the base station. Reduction in transmitted power also implies
reduction in interference towards other users.

4.3.5 Reduction in handoff

To improve the capacity in a crowed cellular network, congested cells are further broken into

micro cells to enable increase in the frequency reuse factor. This results in frequent handoffs,



as the cell size is smaller [21]. Using smart antennas at the base station, there is no need to
split the cells since the capacity is increased by using independent spot bearhs. Therefore,
handoffs occur rarely, only when two beams using the same frequency cross each other.

4.3.6 Mitigation of multipath effects

Smart antennas can either reject multipath components as interference, thus mitigating its
effects in terms of fading or it can use the fnultipath components and add them constructively
to enhance system performance.

4.3.7 Compatibility

Smart antenna technology can be applied to various multiple access techniques such as
TDMA, FDMA, and CDMA [28]. It is compatible with almost any modulation method and

bandwidth or frequency band.
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CHAPTER 5
Adaptive Beamforming

Adaptive beamforming is a technique in which an array of antenna is exploited to achieve
maximum reception in a specified direction by estimating the signal arrival from a desired
direction (in the presence of noise) while signals of the same frequency from other directions
are rejected. This is achieved by varying the weights of each of the sensors used in the array.
The weights may changed adaptively and used to provide optimal beamforming in the sense
that it reduced the MMSE between the desired and actual beam pattern formed. It basically
uses the idea that the signals emanating from different transmitters occuﬁy the same
frequency channel, they still arrive from different directions. This spatial separation is
exploited to separate the desired signals from the interfering signals." In adaptive
beamforming the optimum weights are iteratively computed using complex algorithms based

upon different criteria.

Beamforming is generally accomplished by phasing the feed to each element of an array so
that signals received or transmitted from all elements will be in phase in particular directions.
The phases and amplitude are adjusted to optimize the received signal.Beamforming is the
latest technology used for various purposes .The array factor for an N-element equally spaced

linear array is given,

N-1 .ln(ﬂcoseha]
A /

AF(§)=) Ae

n=0

é.n

The inter element phase shift is given by,
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Fig. 5.1 An Adaptive array system

5.1 Adaptive beam forming problem setup

To illustrate different beamforming aspects, let us consider an adaptive beam forming

configuration shown above in Fig. 5.1. The output of the array y(r) with variable element
weights is the weighted sum of the received signals s, (t) at the array elements and the noise
77(/) at the receiver connected to each element. The weights w are iteratively computed

based on the array output y(t), a reference signal d(t)that approximate the desired signal.

The reference signal is approximated to the desired signal using a training sequence or a
spreading code, which is known at the receiver. The format of the reference signal varies and
depends upon the system where adaptive beam forming is implemented. The reference signal

usually has a good correlation with the desired signal and the degree of correlation influences

28



7 - Soy %

the accuracy and the convergence of the algorithm. The output of the beam former is given

by
y(t1)=w"x(r) (5.2)
where w” denotes the complex conjugate transpose of the weighted vector w .

In order to compute the optimum weights, the array response vector from the sampled data of

the array output has to be known. The received signal at the nth antenna can be expressed as,

A . )
I) - Zsk (’y—/kd(n-l)smb’l+qn(l) (53)

k=1

where ... is the wave number =%7£, A =wavelength of the carrier frequency of the signals,

d = uniformed inter element distance, s, () = signal transmitted by the krh source as

received by the reference antenna, 8,= AOA of the kth source as measure and 7, (r) =

Additive White Gaussian Noise (AWGN) at the antenna elements. Using vector notation, the

received signal can be expressed as,

x(t)=2 a(6, 5, (t)+n(t)=A(8)s(1)+n(r) (5.4)

k=1
where x(¢) is N x1 received signal vector, s(r) is Kx1 transmitted signal vector,n(t)

noise vector , a(g,) is the NxI steering vector and A(€)=[a(&,),a(&z),...,a(HK )] is

N x K matrix whose columns are steering vectors of the sources. The array correlation

matrix associated with vector x(f) contain formation about how signals from element are

correlated with each other and is given by

R = E[x(1)x" (1)] (5.5)



Let s, () be the desired user signal arriving form direction #, and consider the rest of the

signals s, (t),k =2,3,...K as interferences arriving from their respective direction. The array
output is given by

y(n)=wx(1) | (5:6)
where w is the weight vctor that is applied to the antenna array to producéd the beam

pattern with its main lobe in the direction of the desired user. Substituting (5.5) in (5.7) and

simplifying we get.

K
()= w"a(6,)s, (1) +wn (1) (5.7)
k=1
Let d"()represent a signal that is closely correlated to the original desired signal s(¢).and

d*(r) is referred to as the reference signal, the mean square error (MSE) e’ (¢) between the

beam former output and the reference signal can now be computed as follws,

2

e (1)=[a (1)-w"x(1)] | (5.8)
After taking an expectation on both sides of the equation we get,
E{e’ (t)}:E{[d'(t)~w”x(t)]2} (5.9)
E{e’ (1)} = E{d* (1)} - 2w"r + w"Rw (5.10)
Where r=E [d' (t)x(t)] is the cross correlation matrix between the desired signal and the

received signal and R=E [x(t)x” (f)] is the auto correlation matrix of the received signal

also known as the covariance matrix. The minimum MSE can be obtained by setting the

gradient vecto of the above equation with respect to equal to zero, i.e.

v, (E{s'(1)})=-2r+2Rw | (5.11)
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Therefore the optimum solution for the weight w, is given by

w _=R7'r (5.12)

I)[JI
This equation is referred to as the optimum weiner solution.
5.2  Sample matrix inversion in (SMI) Algorithm.

In this algorithm the weights are chosen such that the mean square error between the beam

former output and the reference signal is minimized. The mean square error is given by,
H 2 2 H H
El{d(t)—w x(t)} I:E[d (t)]—Zw R, +w'R,w (5.13)
x(t) is the array output at time r;d(r)' is the reference signal R = E[x(/)x”}(l)] is the

signal covariance matrix ,R, = £ [d (l)x(t)] defines the covariance between the reference

signal and the data signal. The weight vector, for which the above equation becomes

minimum, is obtained by setting its radiant vector with respect to w to zero , i.e.
V“,{E[{d(z)—w”x(t)}z]}=—2R,+Row | (5.14)
=() |
Therefore,
W, =R,”'R, | (5.15)

The optimum weights can be easily obtained by direct inversion of the covariance matrix.
This algorithm requires a reference signal and is computational intensive. It is definitely

faster than LMS.

5.3 Least Mean Squares (LMS)

The LMS algorithm is an important member of a family of stochastic gradient
algorithm. The term “stochastic gradient” is intended to distinguish in a recursive

computation of the Wiener filter for stochastic inputs. A significant feature of the LMS



algorithm is its simplicity. Moreover, it does not require measurement of the correlation
functions, nor does it require matrix inversion. This algorithm like the preceding one requires

a reference signal and it computes weight vector,
w(n+1)=w(n)+yx(n)[d'(n)—x” (n)w(n)] (5.16)
Using the above equation, where w(n+1) denotes weight computed at (n+1)th iteration,

and y is the gain constant that controls the rate of adaptation, i.e. how fast estimated weights
approach the optimal weights. The convergence of the algorithm depends upon eigen values

of R, the array correlation matrix, Note that the second term, ux(n)e’(n) on the right hand

of Eq. 5.16 represents the adjustment that is applied to the current estimate of the tap weight

vector. The iterative procedure is started with an initial guess.

The algorithm described by Eq. 5.15 is the complex form of the adaptive least mean square
(LMS) algorithm. At each iteration or time update, this algorithm is a member of the family
of stochastic gradient algorithm. In particular, when the LMS algorithm operates on
stochastic inputs, the allowed set of direction along which we step from one iteration cycle to
the next is quite random and can not therefore be thought of as consisting of true gradient
direction. In reality, exact measurement of the gradient vector is not possible, since that
would require prior knowledge of both the correlation matrix and the cross correlation vector.
Consequently, the gradient vector must be estimated from the available data when we operate

in an unknown environment.

In a digital system, the reference signal is obtained by periodically transmitting a training
sequence that is known to a receiver, or using the spread code in the case of direct sequence
CDMA system [29]. The LMS algorithm describes here is a basic structure for most dynamic
adaptive algorithm. This method requires information about a reference signal. In deed, it is
the simplicity of the LMS algorithm that has made it the standard against which other linear

adaptive filtering algorithm.



5.4 MUSIC Algorithm

MUSIC is an abbreviation for MUItiple Signal Classification; MUSIC is essentially a method
of characterizing the range of self-adjoint operator. Suppose A is a self-adjoint operator with

eigenvalues A4 >A,>... and corresponding eigenvectors. suppose the eigenvalues are all
zero. so that the vectors v, v,,....span the null space A. Altematively 4,,,,.4,,.,,....could be

merely very small below the noise level of the system represented by A. in this case we say

that the vectors v,,,,,V,,,, Span the noise subspace of A. We can form the projection onto the

noise subspace; this projection is given explicitly by

P =2V, v (5.17)

M
where the subscript T denotes transpose, the bar denotes the complex conjugate. The range of
A is spanned by the vectors v, v,,...,v,, We know that the noise subspace is orthogonal to
the range. Therefore a vector f is in the range if and only if its projection onto the noise

=0 and this in turn happen only if

subspace is zero. i.e. if ||P,,.f

1
e ——— 5-18
7 1" (5.18)

noise

The above equation is the MUSIC characterization of the range of A.
5.5 MUSIC Algorithm in Signal Processing

MUSIC is generally used in signal processing problems. In this case make measurement of

some signal x(r) at discrete time #, = » the resulting sampl x, = x(r, ) are considered random

n m

variables. The correlation matrixis A, =F (x x ) where E denotes the expected value.

We consider the case when the signal is composed of two time harmonic signals of different

frequencies plus noise. Thus x, = a,e™" + a,e™"",...,w, .We assume that the random variables

—~
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w are identically distributed, because the different terms of x, are mutually independent.

The self-adjoint matrix A can be written as,

A=E(|a,|2)s's_'r+E(|a2|2)szszr+0'021 (5.19)

Where the nth component of the vector s’ is given by s,’ =™’ 1 denotes the identically
operator and o =E (lw,,!z).The MUSIC algorithm for estimating the frequiencies w, and
w, is

b
P,.S"

noise

(5.20)

Where s* is the vector whose nth component is the ™. MUSIC is a method for

estimating the individual frequencies of multiple time harmonic signals.
5.6 Normalized Least Mean Square Algorithm

The fundamental equation for NLMS is as follows
e(n)=d(n)-w" (n)r(n) (5.21)

pe' (n).r(n) (5.22)

I ()

w(n +1)=w(n)+

The constant u is the convergence parameter that determines the degree of weight update.as

shown in Eq. 1 and Eq. 2 the MMSE algorithm discriminates the desired signal from the
interference signals. The beam forming consist of an MMSE weight adjuste_f and a beam
estimator that computes the target output as the reference signal for the weight adjustor. In
the NLMS algorithm the desired Vuser signal is arriving at an angle 60 degree while interferer
signal is arriving at an angles 140 degreé. The main lobe will be in the direction of the

desired user and minor lobe will be in the direction of the interferer signals.
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Fig. 5.3 NLMS Array factor plot for desired user arriving at an angle 60 degree while
interferer signals are arriving at an angle 140 degree.

5.7 Modified Tabu Search Algorithm

The tabu search algorithm is used to steer the single, multiple and broad band nulls to the
direction of interference by the amplitude and phase of each array element. Tabu search
algorithm has been developed to be an effective and efficient scheme for optimization that
combines search strategy based on a set of elementary moves. One characteristic of Tabu

search is that it finds good near optimal solutions early in the optimization run.

The Tabu search algorithm used in this thesis is the modified Tabu search algorithm. The
classical TSA uses a solution vector consisting of a string of bits. However the MTSA uses a
real value solution vector and adaptive mechanism for producing neighbors. This neighbor
production mechanism enables us to find to find the most promising region of the search
phase. Because of these features, the MTSA is used for the pattern nulling. Nulling of the

pattern is achieved by controlling the amplitude and phase of each array element.
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To select the new solution from the ﬁeighbors, performance values of all neighbors are
evaluated in the cost function given by Eq. 5.19 and the non-Tabu neighbor producing the
hig'he;st improvement according to the present solution is then selected as the next solution. If
there are some Tabu-neighbors which are better than the bést solution .fo.und so-far, then

those Tabu solutions are freed.

5.7 - Numerical Result

In order to illustrate the capabilitie;s of the MTSA for steering single, multiple and
broad band nulls with the imposed directions by controlling the amplitude only, three
example of a linear array with one-half wavelength have been performed. In the application
of the.. MTSA, three examples of the amplitude-only control are presented. i.e. The pattern
obtained by the MTSA and illustrated in Fig. 5.2. In order to show the effects of the
weighting factors given in Eq. 5.19 on the pattern, in the second example, the dynamic range .
ratio ié constrained to 3.6 by increasing onl.y the value of the weighting factor w4. The pattern

having single null at —20" with this constrained dynamic range ratio is shown,
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Fig;'. 5.2 Radiation pattern by controlling amplitude-only with one imposed null at -20°
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Fig. 5.3 Radiation pattern obtained by cbntrolling amplitude-only with one imposed

null at -20 degree and the constrained dynamic range of 3.6.

in Fig. 5.3. As expected, the result of first example is better than that of the second example
because the smaller amplitude range means émaller degrees of freedom for the solution space |
hence worse side lobe and null depth performance. The null depths of Fig. 5.2 and 5.3 are

99.6 dB and 52.7 dB, respectively.

_In the third example, the pattern withva broad null sector centered 30" with A@=5"is
considered. The resulting pattern is shown in Fig. 5.4. The desired broad null is achieved with
a null depth of 113 dB at the center angle of 30, In the three examples given above, since the
arra); :e'lements have even symmetry around the center of the array, a corresponding image
nulls occurred at the other side of the main beam simultaneously As a result of this
assumption, the number of attenuators required is N for the array with 2N elements. Table 1
gives the element amplitudes obtained by using the MTSA for Fig. 5.2-5.4 .finally this

optimization approach can be helpful for antenna array.



CHAPTER 6

Least Mean Square Algorithm

: The Least Mean Square (LMS) algoritl{m, introduced by Widrow and Hoff in 1959 [9]
is an.adaptive algorithm, which uses a gradient-based method of steepest decent [5]. LMS:
algorithm uses the estimates of the gradient vector from the available data. LMS incorporates
an iterative procedure that makes success'ive.corrections to the weight vector iﬁ the direction
of the negative of the gradient vector which eventually leads to the minim.um mean square
error. Compared to other algorithms LMS algorithm is relatively simple; it does not require

correlation function calculation nor does it require matrix inversions.

6.1 -LMS.Algorithm and Adaptive Arrays

- Consider a Uniform Linear Array (ULA) with N isotropic elements, which forms the

integral part of the adaptive beam forming system as shown in the Fig.6.1 below. The output -

of the antenna array x(¢) is given by,

*(0) = s(00a(8,)+ Y u,()a(@) +7(®) 6.1

s(t) denotes the desired signal arriving at angle @, and u,(r) denotes interfering signals

arriving at angle of incidencesd, respectively. a(6,) and a(d,) represents the steering

vectors for the desired signal and interfering signals respectively. Therefore it is required to
construct’ the desired signal from the received signal amid the interfering signal and

additional noise7(f). As shown above the ‘outputs of the individual sensors are linearly

combined after being scaled using correspdnding weights such. that the antenna array pattern



>—
l>_x'

y(®

XN-1

) A
LMS Update ( ) d®
.| Algorithm

e(t) = d(t) - y(¥)

y

Fig. 6.1 LMS adaptive Beamforming network

is optimized to have maximum possible gain in the direction of the desired signal and nulls in”
the direction of the interferers. The weights here will be computed using LMS algorithm
based on Minimum Mean Squared Error (MMSE) criterion. Therefore the spatial filtering

problem involves estimation of signal s(¢) from the received signal x(f) by minimizing the
error between the reference signal d(f) and the output of the beam former y(s). This is a

classical Weiner filtering problem for which the solution can be iteratively found using the

LMS algorithm.

6.2 LMS algorithm formulation

From the method of steepest descent, the weight vector equation is given by [5],
| .
w(n+1) = w(n) toH [-V(E{e*(m}] (6.2)

where p is the step-size parameter and controls the convergence characteristics of the LMS
algorithm; e*(n) is the mean square error between the reference signal d(f) and beam former

output y(n) which is given by,

e*(n)=[d" (n)- w.”x('n)]z _ (6.3)



The gradient vector in the above weight update equation can be computed as -

v, (E{e*(m}) =—2r + 2Rw(n) - (6.4)

- t
" In the method of steepest descent the biggest problem is the computation involved in

finding the values r and R matrices in real time [9]. The LMS algorithm on the other hand
sim';;liﬁes this by using the instantaneous values of covariance matrices r and R instead of
thei’r actual values i.e. |
R(n) = );(H)XH n (6.5)
r(n)=d (h)x(n) (6.6)
Therefore the weight update can be given by the following equation,
w(n+1) = w(n)+ ux(m)[d" (n) - x" (nyw(n)] (6.7)
=w(n)+ ux(n)e (n)
The LMS algorithm is initiated with an arbitrary value w(0) for the weight vector atn=0.

The successive corrections of the weight vector eventually leads to the minimum value of the

mean squared error. Therefore the LMS algorithm can be summarized in following equations;

y(n)y=w"x(n) (6.8)
Ce(m)y=d’(m-y(n) (6.9)
w(n+1) =w(n)+ux(n)e (n) (6.10)

) Eq. 6.8 and 6.9 define the estimation errore(n), the computation of which is based on the

current estimate of the tap weight vector, the term ux(n)e’(n) represent the adjustment. The

algorithm described by Eq. (6.8) through (6.10) is the complex form of the adaptive least
mean square (LMS) algorithm.at each iteration, this algorithm requires knowledge of the

most recent values: x(n),d(n),and w(n).

AN



6.3 Convergence and Stability of the LMS algorithm

. The LMS algorithm initiated with some arbitrary value for the weight vector is seen to

converge and stay stable for

0<p< 6.11)

: max

where 1 is the largest eigenvalue of the correlation matrix R. The convergence of the

algorithm is inversely proportional to the eigenvalue spread of the correlation matrix R .
When i_he eigen values of the correlation matrix R are widespread, convergence may be slow.
The .eigen value spread of the correlation matrix is estimated by computing the ratio of the

largest eigen value to the smallest eigen value of the matrix. If # is chosen to be very small
then the ‘algorithm |converges very slowly. A large value of x may lead to a faster

convergence but may be less stable around the minimum value. LMS algorithm, improving

the cc‘)ﬁvergence process;naturally for that to be possible prior knowledge is required

6.4  Simulation result for the LM§ .algorithm
For simulation purposeé a linear array is used with its individual elements spaced at
half-v;/a;velength distance. The desired signal s(f) arriving at g, is a sirﬁple complex
sinusoidal-phase modulated signal of the fo’llowing form,
s(t) = /50 R (6.12)
The interfering signals u, () arriving at angles 6, are also of the above form. By doing so it

can be shown in the simulations how interfering signals of the same frequency as the desired
signal can be separated to achieve rejection of co-channel interference. Illustrations are
provided to give a better understanding of different aspects of the LMS algorithm with

respect to adaptive beam forming. For simplicity purpose the reference signal d(¢) is

considered to be the same-as the desired signal s(f).



6.4.1 Beamforming examples

Three examples are provided to show the beam forming abilities of the LMS
algdrithm.
Case 1:
| In the first case the desired user signal is arriving at 0 degrees and the interfering
signals is arriving at angles -30 degrees. The array factor plot in Fig. 6.2 shows that the LMS
algbrithm is able to iteratively update the weights to force deep nulls at the direction of
interferers and achieve maximum in the direction of the desired signal.
At the other extreme, when the inputs are highly correlated and the eigen value spread .
is large, the convergence of the LMS aigorithm (like the steepest-descenf algorithm from

which it is derived) takes on a directional nature. The speed of convergence of the algorithm

Array Factor, dB

_30 1 1 L 1 i S | 1 ] 1
00 80 B0 40 -2 0 20 40 60 80 100
" Theta

Fig. 6.2 LMS Array Factor Plot desired user signal is arriving at angle 0 degree while

interferer signal is arrivihg at an angle -30 degree. N=4
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is faster in certain directions in the algorithm weight space than in some other directions.

Depending on the direction along which the convergence of the algorithm takes place, it is

possible for the convergence to be accelerated by an increase in the eigenvalue spread. The. . -

main limitation of LMS is their relative slow rate of convergence.
Case 2:

Another example shown in Fig. 6.3 is provided for the case where the desired user '
signal is arriving at -10 degree and there are two interfering signals arriving at angles -55 and
35 degrees respectively. The array factor plot in Fig. 6.3 shows that the LMS algorithm is

able to iteratively update the weights to force deep nulls at the direction of the interferer and

achieve maximum in the direction of the desired signal.

_Array Factor, dB

. AD . - 1 1 .I - 1 ) 1 1 |

_ -100 -8 60 40 -20 0 20 40 60 B0 100
~-- - Theta

Fig. 6.3 LMS Array Factor Plot desired user is arriving at angle -10 degree while interferer is

arriving at an angle - 55 degree and 35 degree respectively N=4
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Case 3:

| in this case the example shown in Fig. 6.4 is provided for the case where the desired
user signal is arriving at 0 degree and there are three interfering signals arriving at angles -85,
-35 and 40 degrees respectively. The érray factor plot in Fig. 6.4 shows that the LMS
algorithm is able to iteratively update the weights to force deep nulls at the direction of the

interferer and achieve maximum in the direction of the desired signal.

6.4.2 Dependency of the step-size pararﬁeter

. The step-size parameter or the convergence factor is the basis for the convergence
speed of the LMS algorithm. For the LMS algorithm to converge and be stable Eq. (6.11)

repéated below gives the allowable range of i .

1
O<ux 6.13
pe<o (613)

max

ArrayFactor, dB

Theta

Fig. 6.4 LMS Array Factor Plot desired user signal is arriving at angle 0 degree while

interferer signal is arriving at an anglc -85, -35 and 40 degree respectively. N=5



where 4___is the largest eigen value of the correlation matrix R. The LMS algorithm is most

comrr;only used adaptive algorithm because of its simplicity and a reasonable performance.
Since it .is an iterative algorithm it can be used in a highly time-varying signal environment. It
has a stable and robust perfor;nance agaiﬁst different signal conditions. However it may not
havéa a really fast convergence speed c.ompared other complicated algorithms like the

Recursive Least Square (RLS).

- It converges with slow speeds when- the environment yields a correlation matrix R
posséssir_lg a large 'eigen spread. Usually traffic conditions are not static, the user and
interferer locations and the signal environment are varying with time, in which case the
weights 'will not have enough time to converge when adapted at an identical rate. That is the
step-size needs to be varied in accordan:ce. with the varying traffic conditions. There are
several variants of the LMS algorithm that deal with the shortcomings of its basic form. LMS

is not a blind algorithm i.e. it requires a priori information for the reference signal.



CHAPTER 7

Sample Matrix Inversion

The LMS algorithm discussed in the previous chapter is a continuously adaptive
algorithm and has a slow convergence wﬁcn the eigen values of the covariance matrix are
widespfead. When the transmission is diséontinuous, a block adaptive approach would give a
bette; performance than a continuous approach. One such algorithm is the Sample Matrix
Inver.sion (SMI) [3] [9] which provide good performance in a discontinuous traffic. It
requires that the number of interferers and 'thetir positions remain constant during the duration

of the-block acquisition.

In TDMA communication systems, data is transmitted in bursts with a known training
seqqeﬁce occurring 'in each burst. A good e;iample is GSM where there are 26 training bits
{30] m "~ middle of each burst. This training sequence is designed to have good auto-
corré’lati'on and cross correlation properties for use in burst syncﬁrdnization, burst
iden‘.tiﬁcation, and equalizer training. In such bursty transmission systems, some form of
block-adaptive algorithm will certainly p‘rqvidc a better performance than the .continuously

adaptive. LMS algorithm. This has led to the formulation of the SMI algorithm.

7.1' SMI Formulation

The SMI algorithm has a faster convergence rate since it employs direct inversion of
the covariance matrix R. Let us recall the equations for the covariance matrix R and the

correlation matrix r [12].

AL
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R = E[x(t)x" ()]

r = E[x(t)d" ()]

an

(7.2)

If a priori information about the desired and the interfering signals is known, then the

optim'um weights can be calculated dir.ectlyt by using the Weiner solution,

-~
wupl =R™r

(7.3)

However, in practice signals are not known and the signal environment keeps

changing. Therefore optimal weights can be computed by obtaining the estimates of the

covariance matrix R and the correlation matrixr, by time averaging from the block of input

data. The estimates of the matrices over a block size N, — N, are given by

R= i x(@)x” (i)

(7.4)

(7.5)



whére N, and N, form the lower and the upber limit of the observation interval. The weight
vector can now be estimated by the folldwing equation:

W=R (7.6)
based on the above discussion the weights will be updated.

‘'The stability of the SMI algorithr‘ﬁ .depends on the ability to invert the large
covarigﬁce matrix. In order to avoid a singularity of the covariance matrix, a zero- mean
white Gaussian noise [31] is added to the array response vector. It creates a strong additive
component to the diagonal of the matrix. In the absence of noise in the systém, a singularity
occurs when the number of signals to be resplved is less than the number of elements in the
array. . SMI employs direct matrix inversion the convergence of this algorithm is faster
compa;'e.d to the LMS algorithm. However, huge matrix inversions lead to computational

complexities that cannot be easily overcome.
7.2 'Weight Adaptation Techniques
Weight adaptation in the SMI algorithm can be achieved as follows [9].

7.2.1 Block adaptation

~The above-mentioned block adaptive approach, where the adaptation is carried over .
disjoint intervals of time, is the most common type. This is well suited for a highly time
varying signal environment as in mobile co'mrﬁunications.
7.3  Simulation Results for the SMI algorithm

For simulation purposes, a similar scenario is considered as with the LMS simulation
discussed in the previous chapter. A linear array is used with its individual elements spaced at

half-wavclcngth distance. The desired signal s(f) arriving at @, is a simple sinusoidal-phase

modulated signal of the same form as in Eq. (6.12). The interfering signals u,(t) arriving at

p]
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angles &, are also of the same form. Simulation results with illustrations are provided to give

a better understanding of different aspeéts of the SMI algorithm with respect to adaptive

beam forming. For simplicity sake the reference signal d (f) is considered to be same as the

desired signal s(¢) .

7.3.1- Beam forming example
Case 1+

| In the example provided here, the desired user signal is arriving at -20 degrees and the
inte"rfering signals is arriving at angles —SO and 30 degree respectively. The arréy factor plot
in Fig. 7_.2 shows that the SMI algorithm |s able to update the weights to force deep nulls in
the dir.e<‘:tion of the interferer and achieve a maximum in the direction of the desired signal.
The angular parameters for the desired and i11terfering signal used here are identical to that

used in the LMS simulation in the previous chapter. It can be seen that nulls are deeper in the

case of SMI when coxﬁpared to LMS.

Array Facfor,HB
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Fig. 7.2 SMI Array Factor plot desired user signal is arriving at an angle -20 degree while

interferer signal is arriving at -80 and 30 degree réspectively. N=4



Case 2:

Another example shown in Fig. 7.3- is provided for the case where.the desired user
signal is arriving at -10 degree and thereA are three interfering signals arriving at angles -50,
20 and 75 deérecs respectively. The array 'fac‘;tor plot in Fig. 7.3 shows that the SMI algorithm
is abh.: to iteratively update the weights to force deep nulls at the direction of the interferer
and achiéve maximum in the direction of the desired signal.

It quite evident that SMI has a f_aist convergence rate. SMI algorithm is based on
matrix.inversion, which tends to be comf;uta_tional]y intensive. The high convergence rate
property of the SMI algorithm is best made use of when it is used in conjunction with other

algorithms. Like LMS, SMI algorithm requires information about the desired signal.

Array Factor',.dB
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Fig. 7.3 SMI Array Factor plot desired user signal is arriving at angle -10 degree while

interferer signal is arriving at -50, 20 and 75 degree respectively N=5



CHAPTER 8

Conclusions and Future Work

8.1 Conclusions

The main purpose of this thesis is to make an in-depth study of the adaptive algorithms used
in smart antennas. Two algorithms, the Least Mean Square (LMS) and the Sample Matrix
Inversion (SMI) were discussed. Simulation results were also provided to understand various
aspects of the algorithm such as the convergence and the stability, when the covariance
matrix has a large eigenvalue spread the LMS algorithm has a slow convergence. The results
obtained from the simulation showed that the LMS had poor convergence rate compared to
the SMI. The fast convergence of the SMI is attributed to direct optimum weight computation
using computationally intensive matrix inversions. The convergence of the algorithm depends
on adaptive algorithm type. The adaptive algorithm based on least mean squaré (LMS) and
Sample Matrix Inversion is applied, in which antenna weights are recursively obtained to

minimize the mean square error.



8.2 Future Work

Future work of this study could involve an extension of the simulations performed, to
different modulation technique. Also the algorithm can be tested in different signal
propagation environments. A further enhancement in the algorithm performance may be
achieved by incorporating a variable convergence rate rather than a constant convergence
rate. Also, when used in an environment that does not require continuous. transmission
improved convergence rate cab be achieved by re-initializing the weights. Smart antenna

approach can also be used for different algorithm like MUSIC.
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