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Abstract

Distributed Hash Table (DHT)-based routing in Mobile Ad Hoc Networks (MANETSs) com-
pletely eliminates flooding at the control plane as well as at the data plane, thus makes the
network scalable. In DHT-based MANETS, a logical structured network is built over the ad
hoc physical topology in a fully distributed manner and routing is performed using logical

identifiers (i.e. transient addresses) rather using IP addresses.

This thesis investigates the DHT-based routing paradigm in MANETSs and points out that
existing state-of-the-art DHT routing protocols assume ideal network environments and, ig-
nore the adversarial environment offered by MANETSs. Limited radio range, mobility, lack
of infrastructure and decentralized nature introduce frequent and unpredictable changes to
network topology in MANETS (i.e. connectivity/dis-connectivity, node(s)/link(s) failure,
network partition, frequent merging). The network dynamics severely damage the logical
structured network (i.e. the logical space (LS) distributed among the nodes) and completely
halt communication. Specifically, existing work fails to address issues such as node(s)/link(s)
failure and its impact (i.e. anchor node failure and lookups), network partitioning, lost LS
recovery and reusing (i.e. disrupted LS) and merging considerations. Curtailing the infor-
mation loss due to the network dynamics is imperative for the successful communication in
DHT networks. Similarly, the key factor that defines overall routing performance in DHT
networks is the successful resolution of lookup requests with minimum possible delay. How-
ever, we found that existing DHT protocols suffer from longer delay and, fail to ensure the
successful resolution of the lookup requests. Therefore, effective distributed solutions under
the scalability constraints are needed to tolerate the faults in the logical network and to pro-
vide end-to-end connectivity in such an adversarial environment. It is worthy to mention that
the targeted problems are completely unexplored and had never been addressed by the re-
search community. For the first time, we are exploring the problems and providing solutions

under the constraints.

The first part of our work explores the impact of network dynamics on the intrinsics of
DHT routing (i.e. lookup requests and successful resolution with minimum delay). A novel
address publication mechanism, also called Anchor_Request, is proposed. The mechanisms
exploit k-hop topological information to detect critical regions in the network and replicate
the index information (stored on the anchor node) across those regions. The considered pre-
failure measures (i.e critical regions detection and replication) are found to have good side

effects on the resolution of lookup requests and delay, despite the failures. Simulation results
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endorse the significant gains in terms of lookup delay and success ratio.

The second part targets the problems of distributed partition detection, unavailability of the
anchor node due to partition, lost logical space (LS) recovery and reusing, and merging in
DHT networks. We are using the philosophies of detection, replication and recovery to solve
the identified problems. The proposed solutions ensure access to the index information de-
spite the network partition. Similarly, prior to the network partition event, LS recovery and
reusing is performed, this contributes an evenly distributed and connected logical network.
The LS recovery process maintains evenly distributed LSs in each instance of the network af-
ter partition. Also, this sets grounds for smooth merging of the disjoint instances. Simulation

results confirm the effectiveness of the proposed solutions.
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Chapter 1

Introduction

This chapter provides an overview of the DHT-based routing paradigm in MANETSs and
points out the research gap. Based on the analysis of the identified problems, we give moti-
vation to our work. Furthermore, major contributions of the thesis are listed along with the
proposed frame work to solve the identified problems. Thesis organization is given at the

end of this chapter.

1.1 About this Work

The thesis studies problems in distributed hash table (DHT) based routing paradigm for mo-

bile ad hoc networks (MANETSs). The thesis is based on the recently published journal



Chapter 1. Introduction

paper [3]. In particular the thesis targets problems such as critical node(s)/link(s) identifica-
tion, dynamic replica deployment, distributed partition detection, logical space recovery and

reusing, and merging considerations in DHT-based MANETS.

1.2 Introduction

MANETS are distributed systems composed of mobile nodes with limited radio transmission
ranges. Nodes in the network move freely and dynamically self-organize themselves into
temporary topologies without any fixed infrastructure. Nodes in MANETSs (PDAs, laptops
etc) can communicate directly with other nodes sharing identical media (radio, infrared etc)
within their radio transmission range. For nodes outside this range, hop-to-hop communica-
tions are used. End-to-End communications among distant nodes are possible only through
multi-hop forwarding. In this way, each node in a MANET operates as a host (send/receive
data) and a relay/router (by acting as relays for neighbor). MANETS have a vast application
domain; applications range from military to education, disaster management, civil services,
etc. However, the decentralized nature, mobility (i.e. dynamic topology), limited transmis-
sion range and lack of infrastructure make the deployment of such networks challenging .
There are a number of design issues in the deployment of such networks, namely scalability,
fault tolerance etc. The network dynamics elicit problems such as node(s)/link(s) failure,
network partition, merging etc., and completely halt network communication. Therefore,
designing a scalable routing protocol that can perform efficiently in the adversarial environ-

ment offered by MANETS is a challenging task.

Generally, in MANETS, routing protocols use /P addresses for nodes identification as well as
for routing and consider node identity equal to routing address (i.e., static addressing). These

identifiers are independent of the relative location of nodes in the network and do not provide
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Chapter 1. Introduction

any information to guide the routing process. Therefore, such protocols rely on flooding or
network wide dissemination of routing information and degrade performance as network
scales. On the contrary, the identity and location of nodes should be considered separately
because nodes are mobile and the network topology continuously changes. Therefore, a
node should have a transient routing address that reflects its relative position with respect
to its neighboring nodes. This emerges the concept of dynamic or transient addressing,
where a node changes its address according to its location. In this manner, the transient
addresses build a logical structured network that guides the routing process. This completely
eliminates flooding at the control plane as well as at the data plane and makes the system
scalable. Distributed Hash Table (DHT) provides a scalable way to decouple node location
from its identity and facilitates general mapping between them. This allows DHT to scale

with extremely large numbers of nodes and to handle continual node arrivals and departures.

Existing work targets the scalability problem using the concept of Distributed Hash Tables
(DHTs). DHT-based routing protocols completely and effectively eliminate flooding at the
control plane as well as at the data plane in a fully distributed manner, thus make the system
scalable. It is well understood that flooding based routing protocols cannot scale well with
growing network size [1][2][4][5], whereas, flooding-free routing protocols (i.e. DHT-based
protocols) scale well with the increasing network size [2] [4] [5]. However, existing DHT-
based routing protocols assume ideal network environment and this limits the applicability

of such protocols in the adversarial environment offered by MANETS [3, 4, 6].

1.2.1 DHT Based Routing Paradigm in MANETSs

DHT routing paradigm is comparatively a new emerging research domain in MANETs. DHT

completely eliminates flooding at the control as well at the data plane. This makes DHT-
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Chapter 1. Introduction

anchor node

Destination Nodc¢

Source Node

Figure 1.1: Address publication/Anchor Request, lookup and Routing in DHT networks

based routing protocols scalable.

In DHT-based MANETS, a logical structured network is built over the ad hoc physical topol-
ogy in a fully distributed manner. Specifically, a node is assigned a logical identifier (LID),
in addition to its permanent identifier (i.e. MAC/IP address, also known as user id (UID) ),
based on the LIDs of its physical neighbors. The LID is drawn from a predefined logical
identifier space (LS) ( the LS forms a logical structured network following a tree, ring, chord
etc. structure). A node has to maintain a disjoint portion of the whole LS referred as logical
space portion (LSP), the LSP acts as the LID of the node. Moreover, each node keeps track
of its logical neighbor nodes that have LIDs close to its LID by following a ring, or chord,
or multidimensional structure. Thus, a logical structured network is built over the ad hoc
physical topology. Routing is performed in the logical structured network using the tran-
sient addresses (i.e. LIDs). The logical structure guides the routing process and eliminates

flooding. Furthermore, evenly distributed LS is always needed for successful routing.

Saleem Zahid: 85-FBAS/PHDCS/F12 Page 4



Chapter 1. Introduction

Address publication/Anchor Request: In network bootstrapping, nodes compute LIDs and
store their index information, also called mapping information ( i.e. (LID, UID) pair), by
sending store index information (SII) packets, also called store mapping information (SMI)
in the network, at certain nodes in the network referred as anchor nodes (AN). A node de-
termines its anchor node by applying a hash function over its UID and generates a hashed
value, say h(v). The hashed value A(v) is drawn from the same LS that is used for LIDs
assignments. A node p would act as the AN for node ¢ if either A(v) falls in the LSP of node
p or node p’s LID is closest to 4(v) depends on the protocol specification. The SII packet is
unicasted in the logical network to node g and node ¢ stores the index information for node
p (i.e. node g starts acting as a designated anchor node for node p). The address publication

process is shown in Figure 1.1, dotted line shows the address publication process.

Lookup phase/Address Resolution: In DHT based MANETS, routing data packets is per-
formed in two phases; i) Lookup Request/Address Resolution and, ii) actual data forwarding.
To send a data packet, a source node s retrieves the destination node gs LID from ¢gs AN i.e.
node p, (flow 1 and flow 2 in Figurel.1 shows the lookup process). For this purpose, node s
applies a hash function over gs UID that gives the LID of node gs AN, i.e., node p. Based
on the computed LID, node s forwards a mapping request message (MREQ) towards node
p in order to get the index information/mapping information of node ¢g. Upon receiving the
index information of node g in mapping reply message (MRPY), node s then sends the data
packet towards node g based on the node g LID, flow 3 in Figurel.1 shows actual data packet
forwarding. Greedy forwarding is used in the logical structured network i.e. the neighbor
with closest LID to the intended destination node is selected as a next hop. The address
publication (i.e. Anchor_Requests) and lookup (i.e. Address resolution) processes are the
main factors those define overall network performance. Therefore, sophisticated techniques

are needed to keep the system in function, especially in MANETS.
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Chapter 1. Introduction

Table:1 Terminologies/Definitions related to DHT-based Routing in MANETSs

Anchor Node (AN)

A node that stores mapping information of others nodes in the network. Any node in the
network can act as anchor node. A source node retrieves the mapping information before
starting a communication session with the destination node.

Logical Identifier
( LID)

A unique ID (i.e. drawn from the logical space) that identifies a node in the logical network.
The LID of a node shows its relative position in the logical network. LIDs are transient
addresses and change with nodes positions.

Mapping information
or
Index information

A pair of LID and UID i.e. (LID, UID) pair, is called mapping or index information.
Mapping information are maintained at anchor nodes and are needed to be retrieved for
starting communication session between a source and destination pair.

Anchor Request
Or
Address Publication

After computing LID, a newly joining node publishes/stores its index information on the
anchor node by sending Store Mapping Information (SMI) or Store Index Information (SII)
packets in the network.

Lookup Request
Or
Address Resolution

A source node retrieves destination’s mapping information stored on the corresponding
anchor node to obtain destination node LID. The source node sends Mapping Requests
(MREQ) packets and receives mapping reply (MRPY) message from the corresponding
anchor node. DNS query resolution is an analogy of the address resolution process.

Logical Space (LS)

An address space (range) from which nodes obtain their LIDs. The address space follows
certain structure (i.e. tree, cord etc) and arranges nodes in that specific structure. For
example, in VCP[10] the address space ranges from 0 to 1, where nodes get LID between
this range and form a virtual cord.

Logical Space Portion
(LSP)

Each node in the network maintains a disjoint portion of LS and called as LS portion of that
node. The concept of LSP is similar to that of LIDs.

Logical Network(LN)

The interconnection of nodes in the network based on the LIDs. In other words, the
relationship among the nodes in the logical space.

Universal Identifiers
(UID)

It is a unique and permanent identifier of a node. UID uniquely identifies a node and
remains the same throughout the network life contrast to LIDs. The UID of a node can be its
IP or MAC address.

Saleem Zahid: 85-FBAS/PHDCS/F12
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Table 1 provides an overview over the basic definitions and terminologies used in DHT-based

MANETs.

1.3 Research Motivation and Main Contributions

Historically Mobile Ad-hoc Networking (MANET) paradigm was proposed for tactical net-
works. But, the advancement in computing and wireless communication brought a revolu-
tionary change in mobile communication and information technology domain [7, 8]. This
enabled the development of smart mobile computing devices (such as PDAs, Cell phones,
Laptops, etc.) equipped with short range wireless capabilities, i.e., Wi-Fi, Blue-tooth, which
leads us to the deployment of commercial MANETS outside the military domain. MANETS
have a vast application domain; applications range from military to education, disaster man-
agement, civil services etc. Flooding free routing protocols (i.e. DHT-based routing proto-

cols) scale well and make possible the deployment of MANETS in such applications.

However, existing state-of-the-art DHT routing protocols for MANETSs assume ideal net-
work environments. But, the adversarial environment offered by MANET limits the scope
of these protocols. Limited radio range, mobility, and lack of infrastructure introduce fre-
quent and unpredictable changes to the network topology, i.e., connectivity/ dis-connectivity
(can cause node(s)/link(s) failures, network partition, frequent merging etc.). Therefore, an
end-to-end path that is believed optimal at a given time might not be available just after a mo-
ment. The case is more serious in DHT networks, where a logical structured network is built
over the ad hoc physical topology. For example, nodes failure in the physical network would
cause the failure of anchor nodes in the logical network. The failure of anchor node(s) may

completely halt the communication between a source and destination pair, despite the fact
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Chapter 1. Introduction

that the source and the destination nodes are connected (since index information, stored on
the anchor node(s), are always needed before starting communication). Similarly, physical
network partition severely damages the logical structured network (i.e. logical space (LS) )
and, also causes the failure of anchor nodes. Specifically, in network partitioning the logical
network also gets partition and a portion of LS is lost. This results into disrupted LS(s) in
the disjoint instances of the network. In DHT networks, complete and evenly distributed
LS is always needed for smooth networking operations. Therefore, it is imperative to re-
cover and reuse the lost LS during network partition. This would result evenly distributed
LS(s) in the disjoint partitions. LS recovery and reusing need timely detection of the parti-
tion event. Therefore, partition detection is another important sub-problem in this specific
domain. Moreover, network partition also causes the failure of anchor nodes, this problem
arises when both source and destination are in one part of the network but corresponding
anchor node remains in another part after network partition. Similarly, mobility causes fre-
quent merging of the disjoint instances of the network. In DHT network merging needs to
merge the logical structures i.e. LS(s). Existing merging algorithms [6] assume complete
and evenly distributed LSs in the partitions going to merge. However, as mentioned earlier,
in network partition a portion of LS is lost, this results unevenly distributed and disrupted
LS(s) and prohibits the merging to be initiated. Therefore, LS recovery and reusing is needed
for a smooth merging process. Furthermore, the key factor that defines overall routing per-
formance in DHT networks is the successful resolution of lookup requests with minimum
possible delay. However, in the literature review, we found that existing DHT protocols suf-
fer from longer delays and fail to ensure the successful resolution of the lookup requests.
Moreover, the adversarial environment (i.e. AN failure, network partition etc.) exacerbates
the delay and may fail the lookup resolution process. Therefore, curtailing the information
loss due to the network dynamics (i.e. node(s)/link(s) failure, network partition etc) is imper-

ative for the successful communication in DHT networks. To solve the identified problems,
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Chapter 1. Introduction

distributed solutions under the scalability constraints are needed. It is worthy to mention
that the targeted problems are completely unexplored in DHT-based routing paradigm. For
the first time, we investigate the problems and define the scope in the context of DHT based

MANETS, and provide fully distributed solutions.
Main objectives of this study are summarized below.

* To elaborate several core issues raised by the node(s)/link(s) failure, anchor node(s)
failure and network partitioning in DHT paradigm such as unavailability of the index

information, disrupted LS, LS loss and recovery, longer lookup delays etc.

* To design and develop distributed solutions based on the localized neighbors informa-
tion to address the identified problems, which best suits, the scalability constraints of
DHT-based paradigm. More specifically, following contributions cover the solution

domain.

— A distributed solution is provided that measures network dynamics using k-hop
connectivity information and identifies critical node(s)/link(s) in the network.
The identified critical node(s)/ link(s) plays a vital role in the replication of index

information.

— A novel address publication (also called, Anchor_Request) mechanism is pro-
posed. In the address publication process the index information are replicated
across the critical regions in the network in a fully distributed and dynamic man-
ner. The mechanism makes sure access to the index information despite of anchor

node failure or network partition.

— A distributed partition detection algorithm is given which plays a vital role in
taking pre-partition measures such as lost LS recovery and reusing after network

partition. The LS recovery and reusing mechanisms set grounds for smooth net-
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Chapter 1. Introduction

work merging.

— Impact of the dynamic replication management scheme on lookup (also called,

address resolution) is studied and found significant gains.

To solve the targeted problems, the generalized overall structure of our work is given as

under.

The Frame Work

1. Nodes collect k-hop topological information using the existing periodic sello messages. The hello
messages are used for LIDs computation in DHT protocols.

2. Compute critical node(s)/link(s) using k-hop topological information (Algorithm 4.1)

3. Replicate the index information /mapping information across the critical regions in the address
publication process (also called Anchor Request). (Algorithm 3.1)

4. Detect the partition event using k-hop topological information. (Algorithm 4.2)

5. In case of network partition, recover the lost logical space (LS) and reuse in the disjoint

partitions. (Algorithm 4.2)

The proposed solutions are fully distributed and rely on the local information available to
nodes without network wide dissemination of control information. The solutions exploit
existing hello messages, used for LID computation in DHT protocols, thus our approaches

do not incur any extra transmission overhead.
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1.4 Structure of the Thesis

Rest of the thesis is organized as follows. A comprehensive review of the related work is
provided in Chapter 2. At the end of Chapter 2, the research gap is identified and the problem
statement is given.

Chapter 3 targets the problems of node(s)/link(s) failure, network partition, lookup resolution
and longer lookup delay. Specifically, the impact of node(s)/link(s) failure and network par-
tition on DHT-based routing in MANETS is explored. It is advocated that node/link failure
and network partition elicit the problem of anchor node(s) failure. The anchor node failure
exacerbates lookup delay and causes the failure of address resolution process. To solve the
problems, a novel address publication (i.e. Anchor_Request) mechanism is proposed. The
proposed algorithm 3.1 replicates index information in the address publication process. The
algorithm confirms access to the index information despite anchor node failure and network
partition. The proposed mechanism significantly reduces longer lookup delay and ensures
access to the index information stored on ANs. Performance of the proposed solution is
evaluated using simulation results comparisons with existing approaches. Performance eval-
uation using different parameters confirms effectiveness of the proposed solutions.

Chapter 4 deals with the problems of critical node(s)/link(s) identification, distributed par-
tition detection, LS recovery and reusing. Algorithm 4.1 computes critical node(s)/link(s)
using k-hop topological information. Critical node/link plays vital role in replication deci-
sions(used in Chapter 3) and partition detection. Algorithm 4.2 detects partition event and
recovers/reuses the lost LS in the disjoint parts of the partitioned network. The LS recov-
ery/reusing ensures uniformly distributed LS(s) in the network instances and sets ground
for smooth network merging. Simulation based results comparisons endorse the significant
gains.

Chapter 5 deals with performance evaluation and simulations details. The problems targeted
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in Chapter 3 and in Chapter 4 are interrelated, therefore, Chapter 5 presents the combined
results analysis of Chapter 3 and Chapter 4.

Finally, Chapter 6 collects some concluding remarks and provides future directions.
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Chapter 2. Literature Review

2.1 About the Chapter

This chapter provides a comprehensive review on the existing state-of-the-art DHT routing
protocols in MANETS. In particular, the classification, working principles and limitations
of existing protocols are given. For DHT routing protocols, to operate in the adversarial
environment offered by MANETS, some crucial requirements are identified. The problem

statement is listed at the end of this chapter.

2.2 Routing in MANETSs

The basic aim of a routing protocol is to compute best route from source to destination in
MANET. But, due to nodes limited transmission ranges, establishing end-to-end connectiv-
ity can only be achieved by exploiting multi-hop communication. However, mobility and
lack of infrastructure introduce frequent and unpredictable changes to network topology. An
end-to-end path that is believed optimal at a given time might not be available just after a
moment, as shown in Figure2.1. These specific attributes of MANET make routing an im-

portant and challenging task.

Time = t
Route A:F={B,D,E,F}

ONFC U
®—5)

Time =t,
Route A:F ={ C, F}

Figure 2.1: Network Dynamics/ Dynamic Routes
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Several routing protocols have been proposed for MANETSs. These routing protocols can be
classified into different categories depending upon different criteria [7]. Each of them has its

own applications and advantages.

By the manner in which they react to network topology, the routing protocols can be classi-
fied into reactive and proactive routing protocols. Reactive routing protocols find routes on
demand ( i.e. the routing protocol finds routes to destination nodes when needed). AODV [9]
and DSR[10] are the examples of reactive protocols. Reactive protocols have larger delivery
delay and are inefficient for huge traffic. In proactive routing, the routing information are
maintained and periodically updated for the whole network. Proactive protocols maintain
routes to all nodes in the network whether needed or not, e.g. OLSR[11]. Proactive routing

can have unnecessary routes discoveries and produces extra traffic overhead.

MANETS
ROUTING
PROTOCOLS
Flooding Based Flooding Free
Protocols Protocols
Geographical/ DHT based
Flat Routing Hierarchal virtual Routing
Protocols Routing Protocols coordinate based Protocols
Routing
Large Scale
D(I; T ll)ase DHT-based
verlay Routing in

Protocols

Figure 2.2: MANETSs Routing Protocols
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Based on the network organization and role of the nodes, the routing protocols can be clas-
sified into cluster based (i.e. hierarchal routing) and flat routing protocols. In cluster-based
routing protocols, nodes in the network are grouped in clusters. Certain nodes are elected as
cluster heads and gateway nodes in each group. The gateway nodes are used for inter-cluster
communication. In this manner, only selected nodes take part in the route discovery pro-
cess, thus reduces transmission overhead. Cluster-based routing protocols scale well with
growing network size. The examples of cluster-based routing protocol are [12—16]. The
flat routing protocols assume a flat network topology (i.e. flat structure) and nodes in the
network play similar role. Flat routing uses flooding in the route discovery process and de-
grades performance with growing network size (e.g. AODV[9] etc.). Based on the use of
location information, routing protocols in MANET can be classified into geographic and
non-geographic routing. Geographic routing utilizes nodes’s location information in the
routing process [17-23]. The use of location information guides the routing process and
confines the route searching space into a minimum estimated range. In this manner, the rout-
ing overhead is reduced to some extent. Geographic routing protocols scale well as compare
to non-geographic routing, but obtaining and maintaining nodes physical location informa-
tion is expansive and need line-of-sight. These factors limit applicability of the geographic
routing protocols.

Based on flooding mechanism, we divide the existing protocols into two categories, flooding-
based and flooding free-routing as shown in Figure 2.2. Flooding based routing protocols
use flooding mechanism in route discovery phase. The examples of these routing proto-
cols are DSR[10], AODV[9], OLSR[11], CBRP[12], etc. Flooding-free protocol, also called
DHT-based routing protocol, aims to achieve scalability by eliminating flooding. DHT-based
routing protocols can be divided in to two categories, DHT-based overlay protocols for Peer-

to-Peer networks and DHT-based routing protocols in MANETS.
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Logical Network

Physical Network

Link in Physical network e Link in logical network

Figure 2.3: Logical Network vs Physical Network in P2P Networks

Initially DHT was proposed for structured Peer-to-Peer networks. In per-to-peer networks,
each network node plays a role of both client and server simultaneously. Peers in the network
self-organize themselves in a distributed manner without any centralized support and form an
overlay network over the underline physical network. In other words, Peer-to-peer networks
form an overlay layer on top of application layer, so that a direct link between two peers in
an overlay network at the application layer may be equal to multi-hop path in the physical
network [24, 25], as depicted in Figure 2.3. Fundamental DHT-base overlay protocols in
Peer-to-Peer (P2P) networks found in the literature are CAN[26], Chord [27], Pastry [28],
Kademlia [29]. There exist several common features between MANETSs and P2P networks
such as self-organization, decentralized architecture and transient topology. We can exploit
the existing synergy to develop large scale routing in MANET [30]. This allows DHT to scale
with extremely large numbers of nodes and to handle continual node arrivals, departures, and

failures.

The research community exploits the synergy between peer-to-peer networks and MANETS.

There exist a significant amount of research work in the literature that implement DHT at
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the network layer in MANETs. DHT-based routing protocols in MANETS eliminate flood-
ing at the control plane as well as the data plane and make the system scalable. Some well
known DHT-based routing protocols in MANETSs are VCP[31][32], Tribe[33], PROSE[34],
DART][1], VIRO[35], 3D-RP[2], M-DART[36], Motion-Mix[37] [38] [39] [6] [40] [41] [42]
[43]. A comprehensive review (working, features, shortcomings) over the DHT-based rout-

ing protocols is given in section 2.3.

Since scalability is a more important concern for any routing mechanism to be used in
MANET. A routing protocol is said to be scalable if the operations carried out by the pro-
tocol are in local scope and affects the network locally. It is well understood that flooding
based routing protocols cannot scale well with growing network size [1][2][4][5], whereas,
flooding-free routing protocols (DHT-based protocols) scale well with the increase of net-
work size [2] [4] [5].

The subsequent section provides detail description of existing state-of-the-art DHT routing
protocols in MANETS. Scope, limitations along with some identified open issues are given

at the end.

2.3 DHT Routing Protocols in MANET

A detail description of the existing state-of-the-art DHT-based routing protocols is listed in

the subsequent paragraphs.

Virtual Cord Protocol (VCP)[31][32] embeds the ad hoc physical topology of MANET into
a logical structured network i.e. virtual cord. In other words, in network bootstrapping nodes
organize themselves into a logical cord structure. Each node is given a logical identifier(LLID)

in addition to its UID (i.e IP/MAC) from a pre-defined logical space (LS) that ranges [S,
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E] (i.e. S and E represent starting LID and ending LID in the cord). The LID of a node
represents its relative position in the cord. A joining node computes its LID based on the
LIDs of its directly connected physical neighbors using various decision choices (a detail
description is given in Figure 2.4. For this purpose, VCP uses periodic hello messages
after every time interval to discover the directly connected neighbors and their position in
the cord. In this manner, a joining node gets and maintains knowledge about the physical
neighbors in the physical network and logical neighbors in the cord. In start, the first node is
preprogrammed with the smallest value S. Joining the network a node is assigned a logical
LID between S and E. Similarly, each node pro-actively maintains its logical neighboring
nodes in the chord along with its physical neighbors. This makes the routing table of size
O(m) at each node, where m refers to the logical (predecessor/successor nodes) and the one-
hop physical neighbors of a node. VCP employs greedy forwarding that uses both the logical
and physical neighbors of a node to ensure the successful delivery of the data packet. VCP
assumes ideal network environments and does not consider network dynamics. A node/link
failure, partition etc would cause a disrupted and unevenly distributed LS i.e. cord. This

limits the use of VCP in MANETSs.

Routing: VCP uses greedy forwarding on the virtual relative positions in the cord using lo-
cally available information (i.e. successor/predecessor as well as nodes physical neighbors),
where at each routing step the data packet gets closer to destination. Let N be the set of
all nodes in the network, where P represents relative positions in the chord (where S < P
< E). If a source node S, with position P in the chord, wants to forward a data packet D
to a destination position D, the source node sends the packet to the neighboring node with
closest position to D,. In other words, Node S selects node N;EN as next hop such that V
N;EN, i#j and |Pi-Pd|< |Pj - Pd| ). VCP uses logical distance in the chord. This process

is repeated until no further progress is possible. Greedy forwarding ensures data delivery
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Case 1: 1" node is pre- Case 2: The second joining
@ programmed and take initial node take extreme value in
value in rage i,e S=0 the cord i.e E=1

Case 3: when a third node receive
hello packet from 0, it take its
position 0 and corresponding old
node take new position between 0
and 11.e 0.5.

Case 4: The node joining the
network finds two adjacent
nodes (0.5 and 0.75). So, it
becomes the successor of the
first node (0.5) and predecessor
of the other node (0.75). The
new address is a number
between 0.5 and 0.75.

Same to Case-3, but here
the new node is in contact
with node 1

Case 5: For a new node that
only finds one neighbor, the
neighbor (node 0.5) creates a
virtual node 0.55. Now, the new
node can join as 0.52.

VCP Joining Cases, node in the dotted circle
indicate new joining node.

Figure 2.4: VCP Joining Cases
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Figure 2.5: Routing in VCP

without sticking in dead ends, because cord has no dead ends (In case of no node failure).
This process is depicted in Figure 2.5. In Figure 2.5, a network of 15 nodes is depicted by
joining the cord (i.e. nodes LIDs range from S=0 to E=1), here a source node 0.25 transmits
a data packet to destination node 0.78. In first step, sender performs greedy forwarding by
passing packet to 0.5 which is the closest available physical node, in the logical chord, to
the destination i.e. |0.78-0.5|= 0.28, |0.78-0.4|= 0.38 and |0.78-0.13| =0.65. Similarly 0.5

forward it to 0.75 and then to 0.78 (destination).

Failure Handling in VCP: VCP exploits two types of control packets (NP-I i.e no path inter-
val packet and NPB i.e. No path back packet) for failure handling. These control packets are
used to find alternate routes in case of path break or next hop failure. The failure handling
mechanism targets two cases i.e. In first case, if the failing node is the destination node then
the packet is dropped. Otherwise, an NP-I packet is created by a neighbor of the failing
node. The NP-I packet is stored and forwarded by all neighbors. If a node receives a NP-1
packet twice then the node sends a NPB packet towards the sender of NP-I packet. The re-

ception of NPB packet, nodes resume greedy fording strategy and forward the data packets
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‘ Failed Node ---- Logical Cord
' i ; Q Destination --9 Normal Packet flow
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Figure 2.6: Failure Handling in VCP

to intended destination.This scenario is shown in Figure 2.6. Suppose node(0.0) has a packet
for node(0.51). According to the greedy routing of VCP, the data packet will be forwarded
by nodes 0.30 and 0.35 until it reaches node 0.41 as shown in the Figure 2.6. At this point,
a dead end is detected because the previously existing node 0.47 has failed. Thus, node 0.41
will create a no path interval (NP-I) and send an NP packet back to node 0.35. Similarly,
the NP packet is forwarded until it reaches node 0.24. The node(0.24) sends NP packet to
node(0.41) again, however, 0.41 detects a loop and sends an NPB packet to node 0.24. In
turn, node 0.24 tries to find another path by sending an NP packet to node 0.69. Finally,
this node can resume greedy forwarding toward destination node 0.51. The whole process

of failure handling in VCP is shown in Figure 2.6.

A routing protocol called TRIBE is proposed in [33] for indirect routing in MANETS. Tribe
embeds the ad hoc physical network topology into a virtual space in range [0, 2™~ !]. The
embedding preserves nodes physical proximity in the logical network, so that nodes closer
in the physical topology also close in the virtual space. In virtual space construction, each

node in the network is associated to a control region (i.e. a certain range) in the given virtual
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space. The starting minimum range value in the associated control region becomes virtual
id (i.e. LID) of the node. Nodes obtain LIDs during the joining process from the neighbor-
ing nodes. In TRIBE, the assigned LIDs or control regions are used for nodes identification
as well as for routing. Consider a newly joining node i, let the control region of node i is
R,=[R;", R’f ], where [Rﬂ,Rf ] a subset of [0,2™71]. The starting range value is considered
as LID of node i i.e. E;= R;*, where v and [ denote initial and final value of the given range
respectively. Suppose, the newly joining node i contacts kK number of nodes in its neigh-
borhood i.e. A;={ay, as, as, ..., a;}. In TRIBE, nodes exchange LID and corresponding
control region information in a periodic hello message. Therefore, node i collects neighbors
information list i.e. L; = { [Eay,Ra; ], [Eas,Ras], .... [Eax,Ray] }. Node i selects the node
with largest control region(i.e. max(Ray)) as a parent node denoted as P;. Parent node P;

share its control region with the newly joining node i as follows.

Li = { [Eap Ra1]: [Eazx Rag]; [Eak; Rak]}

From this list a node having largest control region i.e max(R,;) becomes nodes i parent node
P; , this parent node share its control region with the new joining node i in the following

manner.

Node i control region gained from P;:

Ri={R¥=(R}% +R} )2, R/ =R}, }

New control region of P;:

Rp, = {R}=R%, R} = (R} + R}, )2-1}
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This process is depicted in Figure 2.7.

i 9% 103 i 9110 5119
(2% 2] [ 2%, 21 j= [ 210, 212 [2% 2% [ 2%, 21 =277, 277]

“‘ ) . 119,5‘ 128
[0,2%]  k=[2'% 2] [0,2%]  k=[2'%,2') "[2/2 ]

Before Joining of node i After Joining of node i

Figure 2.7: Joining case in TRIBE

All nodes in the neighborhood are updated about the new node control region and parent
node region changes. After obtaining virtual id (vid i.e. LID) during the joining procedure,
each node stores its mapping information i.e.( (IP, vid) pair) at a certain node in the network
called home node (i.e. anchor node). This is done by simply hashing the vid and store at the
closest node i.e Home agent, to the hashed value.

Routing: During the joining process the newly joining node obtains its vid, control region as
well as the vids and control regions of its neighbors, as discussed earlier. This neighborhood
information builds the routing table of the joining node. Similarly all nodes in the network
pose this information, where simple greedy forwarding is used based on the nodes critical
region closeness to the destination relative vid(i.e. LID). Furthermore, the routing process is
similar as in other DHT-based protocols. For example, let a source s wants to route a packet
to a destination d. For this purpose, node s will have to contact home node(anchor node) of
d for retrieving mapping information. When node s finds vid(i.e. LID) of d from the corre-
sponding home node i.e. anchor node , then a key based greedy forwarding mechanism is
performed. Furthermore, handling with node mobility requires two tasks to be accomplished

i.e the control region of the moving node should be taken by the remaining nodes especially
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by parent node and the leaving node is required to be assigned a new region and vid based
on its neighborhood. There can be two situations, first when the leaving nodes control re-
gion and its child control region forms a contiguous region with its parent node. This case is
handled in a straight forward manner without causing any changes to the neighboring nodes.
The rejoining of the leaving node in such scenario is called smooth assignment/joining and

is shown in Figure 2.8.

Parent Nieghbor arent Nieghbor

A A
Leaving Node

Figure 2.8: Soft Joining in TRIBE

In smooth assignment/joining, the leaving node simply hand overs its control region, loca-
tion database to its parent node and the parent node directly establishes kinship relationship
with the siblings of the leaved node without any further processing. On the other hand, if the
leaving node’s childes do not form contiguous region with the leaving nodes parent. This
situation is critical and additional measures are needed to be taken for uniform region parti-
tioning and merging. When the moving node leaves it sends its control region, neighborhood
list (vids, control regions), associated location information and its child (associated neigh-
bors) to its parent. Based on the collected information, the parent node divides the handed
over region among nodes in the neighborhood. In this manner, a uniformly distributed con-
trol region throughout the network is achieved and nodes those have lost their kinship rela-
tionship find appropriate relationship. For example, when a leaving node n hand overs its

control region R,, , its neighbor list L,, and associated data base to its parent P,,. The parent
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Figure 2.9: Hard Joining in TRIBE

sends (floods) a DISCOVER message to nodes in the received neighbor list of n i.e. L,, ( to
find a node a; € L,,, having contiguous region to the leaving nodes control region R,,). In
response, P,, receives a PATH messages containing the neighbor list of all the neighbors of
n, where, P,, selects the node having list of neighbors closest to the leaving node neighbors.
The selected Path-message (every path message) also contains vids of all nodes traversed
and corresponding number of hops to a;. These vids (nodes) along the traversed path to a;
forms a virtual path. Thus the handed over control region of the leaving node is divided by
the nodes in the virtual path in an increasing order from parent P, to a;. Similarly, each
node in the virtual path gaining critical region also take responsibility for managing location
information database associated with its own region as well as its assigned new region. The
whole process is depicted in Figure 2.9. In Figure 2.9, the moving node with vid n=2%%" and
control region {221°, 2243} | the path message contains Path(a;)= {2724,2228 2241} ' 50 node
P,, (222%) divides the n’s region into three parts (R,,”/%) and gives it to these nodes. Similarly,

the location data base is divided equally.

TRIBE performs routing in the virtual space constructed using the computed LIDs. How-
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ever, TRIBE assumes ideal network environments and ignore the crucial aspects of network
dynamic such as node/link failures, anchor node failure, partition etc. Similarly, node(s)
joining/leaving needs re-labeling a large portion of the network. Therefore, TRIBE cannot
be used for highly mobile and dense environments. This also affects network scalability.

These issues limit the scope and applicability of TRIBE in MANET:.

In [34, 44], a DHT-based routing protocol, called PROSE, arrange nodes in the network
into a logical tree structure. In other words, the identifiers of nodes form a rooted tree. A
DHT like routing mechanism is employed on the logical tree structure. Specifically, PROSE
performs routing using prefix labeling and distributed hashing. In network bootstrapping,
nodes are assigned prefix labels i.e. identifiers. The labels denotes nodes locations relative
to an elected root node in a breadth-first manner. The label assignment takes place in such
a way that there exists at least one route between any two nodes. Nodes compute identifiers
(i.e. labels) and publish mapping information to be stored on the anchor nodes. A source
node retrieves the mapping information from the corresponding anchor nodes prior to route
packets. A prefix label A for a node is a word in X* ( a set of all strings over ¥, where -
alphabet containing finite number of symbols such that || > 2 (i.e 0,1,2). Similarly, ev-
ery node labels its links to each of its neighbor with letter w from X, for a link i, w; = {
w; € 3 | w;# wyy for all i < degree of the node - 1 }, so that a unique letter is assigned
to each link of node i) such that A = Apg eI, here Apg,ep is the prefix label given by the
parent and 1 is a unique suffix over k (degree of the parent node) forms prefix label for a
node. This prefix label defines a predecessor relation in the resulted rooted tree. PROSE
employs greedy routing mechanism based on maximum prefix match. Each node along the
path selects a neighbor with longest prefix match. Additionally, the routing process not only

rely on the prefix tree but in case if there exist a two-hop neighbor that is lexicographically
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closer to the intended destination, then the packet is forwarded through that node instead of
forwarding through prefix-tree parent. Furthermore, if there exist two nodes(i.e. source and
destination) with equal prefix length and then there might be a common node in the ancestor
tree through which they are reachable to each other. Similarly, if labels length of the source
and destination are deferent, then they are reachable/accessible through the root node. How-
ever, PROSE is inflexible to network dynamics. The mobile nature of MANETS causes a
large portion of the network to be reconfigured/relabeled. In case of a node leaving, if the
leaving node is leaf of the prefix tree then relabeling is simple and dealt as the node joining
(i.e the node gets its label from the immediate predecessor at the joining point). In case if
the leaving node is an intermediate node in the prefix tree then the sub-prefix-tree is required
to be reconstructed from the immediate ancestor of the leaving node. In case of anchor node
leaving/failure, for example let node x is defined as anchor node for node y in the network.
Node y updates its anchor node (i.e. node x) proactively about its current label and when the
anchor node(i.e. node x) leaves/fails, node y selects another node with maximum matching
prefix as a secondary anchor node. In such arrangements all the in-transit lookup requests

remains unsuccessful.

The work in [45] targets the scalability problem in MANETSs by using a combination of
DHT and Optimized Link State Routing(OLSR). The proposed protocol(DHT-OLSR) en-
hances the proactive OLSR by adding the functionality of DHT along with dynamic cluster-
ing. The protocol improves scalability through partially eliminating flooding and confines
control traffic within a limited scope i.e cluster size. In other words, intra-cluster communi-
cation is based on flooding mechanism similar to OLSR, where inter-cluster communication
is achieved in a DHT-based uni-casting manner. However, the protocols lacks to address

network dynamics and failures. There exist no explicit mechanisms to handle network parti-
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tion, nodes failures and the impacts on routing. Similarly, network partition and merging, as

common in MANETS, have not been addressed.

KDSR [46] integrates Kademlia[29] and DSR[10] at the network layer for indirect as well
as direct routing in MANETSs. The scheme considers no logical embedding of the physical
topology of the network (i.e no joining algorithm or logical space construction). Simply all
nodes hash their IP and take an 160-bit logical id for the purpose of indirect routing. Sim-
ilarly, each node in the network maintains a kademlia like binary tree routing table, where
k buckets exist. At each bucket nodes (node ids) between 2° and 2! 1< i <160 distance
are maintained and updated in a timely fashion, XOR is used as a distance function. So,
each node in the network can find others node from this routing table using the exclusive
OR distance function. The k-buckets are updated using Least Recently Discovered (LRD)
replacement strategy. Each entry in the k-buckets include four entries i.e Node id, 1P, dis-
tance and a vector to source routes. Routing: Routing tables are built in a manner similar to
Kademlia, but packet forwarding in the network is based on source routing. For example,
if a node x has to route data packets to a destination d, node x consults its routing table at
appropriate bucket(i.e. corresponding to the XOR distance), if a source route exist in the
bucket then data is forwarded. In case when the corresponding bucket is empty then a flood-
ing based route discovery mechanism is initiated similar to DSR. In case of failure the node
searches for alternate paths in the bucket or forward the packet to one of its neighbor based
on the XOR distance, if no path exist in both cases so the packet is dropped. In KDSR,
the routing tables are built and updated using flooding. This results into a huge transmis-
sion overhead. Similarly, construction of the routing table (i.e building kademlia binary tree)
takes unpredictable time. Failure detection and handling may also need flooding. Moreover,

KDSR is based on source routing which causes huge packet size and needs large buffer size
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needed at every node in the network. These requirements limit the applicability of KDSR in

the adversarial environment of MANETSs. Similarly, KDSR is not scalable.

Virtual Ring Routing(VRR)[47] is a proactive DHT-based routing for MANETs. VRR em-
beds nodes in the network into a virtual ring in certain order. In other words, the LIDs of
nodes form a virtual ring structure. Nodes in the network maintain logical neighbors infor-
mation along with physical neighbors. Each node in the network marks its physical links
and maintains the links value above a certain threshold value. Nodes in the network main-
tains the lists of physical neighbors (i.e. psef) and logical neighors(i.e. vset). Routing is
performed on the LIDs in the virtual ring. Nodes use greedy forwarding mechanism based
on the logical identifiers. VRR addresses network partition and merging issues. Nodes in the
network detect failures/merging and initiate the recovery mechanisms (i.e. merging). How-
ever, the mechanisms employed partially addresses the partition problems. There exist no
explicit mechanisms to recover the lost information due to network dynamics. For merging
the rings, each disjoint ring maintains representative nodes and if nodes across the network
find nodes with different representative nodes then the merging process is initiated. How-
ever, nodes failures and network dynamics recovery mechanisms incur extra transmission

overhead. Therefore, VRR is not suitable for dynamic environments.

Dynamic Address Routing(DART)[1] embeds the ad hoc physical toplogy of MANET into
a virtual binary tree. The embedding preserves physical proximity in the logical network i.e.
virtual binary tree. In network bootstrapping, the joining nodes form a virtual binary tree
and obtain an L-bit logical identifier (LID). The LID of a node represents the node position
in the tree of height, A~=L+1. The logical network construction(i.e. tree) preserves physical

proximity and maintains a key invariant property:
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Key-invariant:

Adjacent nodes in the logical network (i.e.tree) share a common prefix and represent a con-
nected sub-graph in the physical network topology. In other words, non-empty adjacent (i.e.
with common prefix) sub-trees must be connected in the physical network topology. For any

two logical adjacent trees, say T(;) and 7|2), there must be nodes , say i, j:

{ 3iandjwhereicTy NjeT (2 | (ij) € E}

In DART, a joining node computes LID based on the LIDs of its neighboring nodes. If the
joining node finds more than one neighboring nodes, then the joining node takes LID from
the neighbor with empty highest-level insertion point in the routing table. In other words, the
new node takes its address from one of the neighbor with empty sibling tree. DART main-
tains an address size (i.e. L bit) array. Each node keeps routing information in the array in a
manner that at position i the level-i sibling of the node is stored. In this way, each node stores
all its corresponding possible sub-tree short addresses. In this manner every node stores all
its corresponding possible siblings (sub-trees). A node can find a required destination node
by simply finding corresponding sub-tree containing the destination node. This is found by
finding the most significant bit that is deferent between the destination node LID and current
node LID. Furthermore, nodes use periodic routing updates to notify their neighbors of the
current state of their routing table Routing. Let consider a node with 3-bit LID 100 wants to
route a data packet to a node having LID 000 (suppose the sender got this by contacting the
anchor node of 000). Discussed earlier, the sender 100 should have the routing entries about
all its siblings 1.e Oxx,11x and 101 as shown in Figure 2.10. The sender node first need to
find the most significant bit differs between its own LID and destination LID i.e. the second

bit. The sender node looks its routing table for Oxx sibling and the packet is forwarded to
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Figure 2.10: Routing in DART(curtesy from [1])

that sub-tree. The process is repeated until it reaches to the destination. DART scales well
with the increasing network size. However, DART assumes ideal network environments and
ignore the adversarial environment offered by MANET. DART only considers the failure
of anchor node and provides solution for secondary anchor node selection. But, tree-based

structures are vulnerable to single point of failure and instigate congestion problems.

M-DART([36] is an enhanced version of DART. M-DART sole purpose was to explore and
pro-actively maintain multiple paths between a source and destination pair. M-DART pro-
actively and blindly maintains multiple paths between a source and destination pair. There-
fore, in case of a route failure alternate paths, if available, can be exploited. This is an
inherent feature of the multi-path routing i.e. redundancy. M-DART completely fails in sce-
narios where a single path exists between a source and destination.There exist no explicit
mechanisms for guaranteed alternate routes. M-DART does not claim fault tolerance ca-
pability and does not provide any explicit solution to the problem. Although, M-DART is
evaluated under several scenarios and showed that M-DART performed well. After all, blind
assumptions would not solve the problem in its spirit, especially, in a decentralized, dynamic

and fully self organized DHT network(i.e. MANET). Again the impact of network dynamics
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Figure 2.11: A view of 3D-LIS of node i in 3D-RP.

on the logical network(i.e. tree) is not considered.

3D routing protocol (3D-RP)[2, 48] is primarily designed to address the mismatch problem.

Each node in 3D-RP envisions its neighboring nodes in a three-dimensional coordinate sys-

tem while keeping itself at the origin, which is referred as local 3D logical identifier structure

(3D-LIS) that divides the space into three planes having six dimensions and eight octants.

The core idea of using 3D-LIS is to logically reflect the physical inter/intra-neighbor rela-

tionship of nodes. Each node in 3D-LIS computes its LID that reflects its relationship with

its neighboring nodes. The computed LIDs consist of three parts (i.e. ordered tuple) {x|y|z},

where x, y, z are M-bit identifiers drawn from a pre-define 3D-LS. Each dimension (i.e., x,
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y, and z) ranges from 1 to + 2 in 3D-LS. Nodes in the network exploits hello messages
to construct and maintain the the logical space structure(i.e. 3D-LS). Similarly, each node
group the neighboring nodes into different dimensions using a dimension parameter (dim).
3D-RP computes physical distances among the nodes using receiving signal strength (RSS)
metric. Weights are assigned to each link based on the calculated distances. Furthermore,
the weights are used in the interpolation function to compute relative positions of nodes with
respect to the neighboring nodes. LIDs assignment in 3D-RP is based on different decision
choices. For example, a single starting node i in the network reserves the initial positions in
each tuple and sets its dim value to zero. LID of the starting node i sets as {1|1|1}-0. Simi-
larly, if a new joining node j finds only a single neighboring node i, node j computes using
equation (1) in the first dimension of node i and sets its LID to {257|1|1}-1, this scenario is
shown in Case 1 of Figure 2.12. In a similar fashion, the neighboring nodes 4 and s of node
i compute LIDs but in different dimensions. The different dimensions show that node 4 and
node s have no physical connectivity in the physical network. Similarly, nodes 4, j, and s
compute LIDs in different directions. In this manner, nodes ¢ and r compute LIDs according
to the Case 2 using the interpolation equation, as shown in Figure 2.12. According to Case
3, as shown in Figure 2.12, node p computes LID based on the relative positions of node r
and node s. Furthermore, the newly joining node ¢ computes LID using the inter-neighbor
relationship with nodes ¢, A, i and g. The local view of node i in the 3D-LS along with the
neighboring nodes is shown in Figure 2.11, the dashed lines show physical links in the phys-
ical network topology. Figure 2.11 shows mapping between the physical neighbors of node i
and 1-hop neighbors in the logical network. It is clear from Figure 2.12 and Figure 2.11 that
physically connected nodes in the physical network topology are also closer to each other in
the logical network (i.e. 3D-LS). This feature of 3D-RP minimizes the effects of mis-match
problem and, avoids longer routes in the routing process along with a reasonable reduction in

delay and overhead. Forwarding: In the forwarding decisions, nodes exploit 1-hop logical
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neighbors ( i.e. L,;.). To send a packet to a destination with LID {x|y|z}-dim, nodes along
the path select next hop from the 1-hop logical neighbors with similar dim value and least
sum of difference (LSD) to the destination node. If there exist no such neighbor, then the
packet is forwarded to the base node (i.e. the node involved in LID computation ). However,
3D-RP is purely designed to avoid the mismatch problem and, it completely ignores network
dynamics and its impact on the logical structures built (i.e. 3D LS.)

Mismatch Problem: In DHT-based routing, a logical network is build over the ad hoc phys-
ical topology of MANET. In logical network construction nodes compute LIDs and build a
logical structured network (i.e. following chord, tree, 3D structures). The logical network
construction and its structure play an important role in the overall network performance. The
logical network should preserve physical proximity of nodes. Nodes closer in the physical
topology should also be closed in the logical network. If the logical neighbors of a node are
not adjacent in the physical network topology, this results into mis-match or ill-match be-
tween logical and physical network. The mis-match problem results into longer routes, delay
and additional overhead. There exist several mechanisms to address this issue, for example,
VCP considers logical as well as physical neighbors in packets forwarding. This reduces
the impact of mis-match problem to some extent. In 3D-RP, the problem is addressed using
3D structures, it is advocated that 3D structure has the capability to precisely interpret the
intra-neighbor relationship of nodes in the physical network in the logical network. 3D-RP

preserves physical proximity in the logical network and avoid the mis-match problem.

Motion-Mix[37] exploits past mobility patterns of nodes in the network and builds a partial
overlay network. In the overlay network only 1-hop neighbors are maintained despite main-
taining a global overlay network. In this manner, Motion-Mix successfully reduces the cost
of joining algorithm. However, the logical structure used is not resilient against high mo-

bility. Mobility causes frequent LIDs reassignments. Since LIDs assignment considers past
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mobility patterns, therefore, an increase in nodes moving speed would increase the frequency
of LIDs assignments and nodes should have to collect/exchange relatively more information.
This would cause more extra overhead. Similarly, the protocol assumes ideal network en-

vironments and does not provide any fault tolerance capabilities to handle network dynamics.

Mesh-DHT [38] embeds the ad hoc physical topology into a 2-dimensional (2D) logical
structured network. In the embedding the physical proximity of nodes is preserved in the
logical structured network. In the embedding process closer nodes in the physical network
attract each other and obtain closer coordinates in the logical network. Similarly, distant
nodes in the physical topology produce the effects of repulsion and are assigned coordinates
accordingly. Moreover, nodes exchange 1-hop neighbors coordinates and iteratively update
the coordinates to achieve a proximity aware embedding. In this manner, Mesh-DHT mini-
mizes the effects of ill-match problem [2][4]. However, the protocol assumes ideal network

environments and does not consider network dynamics.

A DHT based routing and lookup mechanism called VIRO[35] employed on top of a topol-
ogy aware virtual id space. Physical topology of the network is embedded into a structured
virtual space like kademlia virtual tree[49] (depth=L). The embedding preserves physical
proximity of the network in the virtual space. In such embedding the leaves of the tree rep-
resent actual nodes and all the intermediate nodes in the tree are logical nodes represent viro
switches( 1.e. logical nodes providing access to physical nodes through some association in
the virtual tree structure). The LID of a node is an L-bit binary string spanning from root to
leaf of the tree. The virtual space construction and LIDs assignment proceed in a bottom-up
fashion starting from the leaf node. First, the lower-level bits are determined and then higher
level bits are assigned recursively. VIRO constructs routing tables in a round-by-round and

bottom-up fashion i.e for round k=1 to L. Each round results into the corresponding level
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entry. At each round k, each node discovers level-k gateway nodes to reach nodes in the
corresponding sub-tree. After computing LID, a joining node publish its index information
or mapping information i.e. (LID, UID) pair and store on the anchor nodes. The index in-
formation stored on the AN are needed to be retrieved by the source node to route packets
towards the intended destination. In other words, VIRO follows the conventions of DHT
paradigm i.e. address pulication or Anchor Request and lookup requests. VIRO employs
greedy forwarding strategy once the routing tables are built using the logical identifiers. Let
node x sends a data packet to destination node y. Node x forwards the packet to y directly
if y 1s one of its neighbor, otherwise it computes logical distance k= (x,y)= L- lcp( vid(x),
vid(y) ) ( (x,y) represents logical distance between nodes x and y, where lcp(vid(x), vid(y))
means longest common prefix between node x and node y) and forwards the packet to next
node as present in the level-k routing entry. The same process is repeated by all nodes along

the path. If the corresponding level-k entry is empty, the packet is dropped.

Merging and its impact on mismatch-problem in DHT-based networks has been studied in[6].
It is advocated that logical structure i.e LS plays vital role in avoiding mismatch-problem and
multi-dimensions structures(i.e. 3D structures) are more resilient for smooth network merg-
ing as compare to tree, ring, cord etc. A leader election algorithm is proposed, where a
node in the network with smallest LID is elected as a leader. Nodes in the network main-
tain and exchange leader information. If nodes across the network find different leaders,
a merging detection event is triggered. In fact, the merging detection event in the physi-
cal network initiates the merging process in the logical network. In the merging process,
nodes in the smaller network change their LIDs and join the larger network. The merging
process ensures a uniformly distributed logical space structure. Moreover, the work targets

the mismatch problems to avoid longer routes. It is shown that 3D structures are more suit-
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able to deal with merging and to avoid longer routes. However, the work considers only
post-partitioning measures while ignoring pre-partitioning considerations such as partition
detection, node/link failure, LS alignment and recovery, index information recovery and
their impact on merging. In other words, the work targets merging problem in the context
of mismatch problem. Furthermore, the work still considers ideal network environment and

ignore the adversarial environment of MANETS.

Similarly, some other well known DHT protocols in MANETS are [39] [40] [41] [43] [42].

All these protocols assume ideal network environments and failed to address the practical as-
pects of network dynamics in MANETSs. Table 2.2 summarizes the features and limitations
of the existing DHT routing protocols in MANETS. It is clear from the Table 2.2 that ex-
isting state of the art DHT routing protocols mainly target the scalability issue in MANETS
and eliminate flooding at control plan as well at the data plan. In the perspective of fault tol-
erance, Table 2.2 shows that non of the existing protocols deal with network dynamics (i.e.
node failure, AN failure, LS lost, network partition etc). However, some existing protocols
partially address the fault tolerance problem, as shown in the table. The summarized features
and limitations listed in Table 2.2 endorse the importance of network dynamics(node failure,
AN failure, LS lost, network partition etc). Therefore sophisticated mechanisms are needed

to address the issues identified in Table 2.2.

In MANETS, mobility and limited transmission range can cause frequent network partition-
ing besides other effects (i.e loss of LS, anchor node failure/leaving). Network partitioning
is the process of breaking down a connected network topology into two or more than two
disjoint parts such that nodes in one partition can not access nodes in another partition [50].

There exist several protocols in the literature [50], [S51], [52], [53], [54] to deal with the
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partitioning problem in MANETSs. However, theses approaches target MANETS in general
and cannot be used for DHT-based MANETS, because in DHT-based networks, partitioning

makes sever damages and need additional effort to cope with [3] (see Chapter 3 for details).

Furthermore, distributed approaches based on the localized knowledge of node scale well and
are needed to address network dynamics (i.e. node/link failure, AN node failure, network

partition etc.) in DHT-based MANETS.
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2.4 Problem Statement

A detail description over the classification, functionality, features and limitations of DHT
routing protocols in MANETS is given in Section 2.3. In this section, we discuss the require-
ments, challenges and open issues that are critical to be addressed by DHT routing protocols
to operate in the adversarial environment of MANET. Based on the identified research gap,

we are providing the problem statement.

In DHT-based networks a logical structured network is built over the underline ad hoc physi-
cal topology of MANETS. In other words, a structured logical space (LS) (i.e. the LS follows
a tree, cord or multi dimensional structures etc.) is distributed among the nodes in the net-
work bootstrapping. Each node in the network maintains a logical space portion (LSP) of
the LS and contributes in maintaining an evenly distributed LS throughout the network. The
LSP of a node acts as its LID (i.e. transient address). Routing is performed in the logical
space constructed using LIDs. Therefore, an evenly distributed and connected LS is always
needed for routing. Furthermore, certain nodes in the network store index information (i.e.
LID and UID pair) on the behalf of others nodes and act as anchor nodes. Each node stores its
index information on the anchor nodes in the joining process (i.e. this process is called An-
chor_Request or address publication). A source node retrieves the index information stored
on the anchor node to obtain destination’s LID before starting communication (this process
is known as lookup or address resolution). Therefore, the Anchor_Request and lookup pro-
cesses are the intrinsic parts of DHT-base routing in MANET. However, MANETS are fully
self organized, mobile and infrastructure-less networks. Nodes, with limited transmission
ranges, use wireless broadcasting mechanism in a multi-hop fashion to achieve end-to-end
connectivity. Limited radio range, mobility, faulty nodes and lack of infrastructure introduce

frequent and unpredictable changes to network topology (i.e. connectivity/ dis-connectivity,
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node(s)/link(s) failure, partition, merging). The network dynamics severely damage the log-
ical structured network built over the ad hoc physical topology of MANET and completely
halt communication. We explore the impact of network dynamics on DHT networks and

identify following problems.

Problem-1: We found that nodes/links failure raise the issue of anchor nodes failure in DHT
networks. The anchor nodes hold index information and play vital role in the routing process.
The anchor node failure causes the failure of address resolution process (i.e. lookup). This
completely halt communication between the source and destination. Therefore, mechanisms
are needed to recover the lost index information stored on the anchor nodes. Chapter 3 elab-
orates the impact of node/link failure on DHT networks and provides distributed solutions.

Problem-11: We study the impact of network partition on DHT networks. We found that
network partition elicits three major problems in DHT networks 1) unavailability of the an-
chor nodes and, 2) Loss of LS, 3) and need partition detection event. All these problems are

elaborated in Chapter 4.

1. Unavailability of the anchor nodes occurs when a DHT-based network is partitioned
into two disconnected partitions such that both the source and the destination nodes are
in the same network partition, but the corresponding AN remains in a disjoint partition.
In this case, despite that the source and the destination nodes are reachable, but unable

to communicate due the unavailability of destination node’s AN.

2. Network partition severely damages the logical space (LS) structure built over the ad
hoc topology of MANET and results into an unevenly distributed and disrupted LS(s)
in the network instances after partition, such that even physically connected nodes
in the disjoint part would not be able to communicate with each other. The lost LS
due to partition can be reused in the disjoint partitions. The LS recovery ensures

evenly distributed LS(s). Similarly, the lost LS recovery, also, sets grounds for smooth
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merging. For detail please see Chapter 4.

3. The LS recovery and reusing need timely detection of the partition event. Therefore,

partition detection is another correlated problem.

Problem-III: The successful resolution of lookup requests with minimum delay is always
needed in DHT networks. However, we found that existing DHT protocols suffer from longer
lookup delay and network dynamics exacerbate it further. Therefore, reducing lookup delay

is another ultimate goal of this work. A complete detail is provided in Chapter 3.

Existing DHT-based routing protocols lack these capabilities and can not be used in the
adversarial environment of MANETSs. We are using the philosophies of detection, replication

and recovery in a distributed manner to solve the identified problems.
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3.1 About the Chapter

In this chapter we explore the problems raised by network dynamics in DHT-based MANETS
and provide fully distributed solutions for the identified problems. In particular, we consider
node(s)/link(s) failure and its impact on routing, lost information recovery in case of anchor
node failure, access to the index information in case of network partition, longer lookup
delay and the address publication process. We are using the philosophies of detection and
replication to overcome the failures etc. Specifically, a novel Anchor_Request( also known
as Address_Publication) is proposed in DHT-based Routing paradigm for MANETs. The
proposed solution advantages are two fold, fist it ensures recovery of the lost index infor-
mation due to anchor node failure and network partition, secondly it brings significant gains
in terms of lookup delay and lookup success ratio. Furthermore, the chapter is based on the
published results in the reference [3].

Note: The terms index information and mapping information are used interchangeably and
convey similar meaning. Similarly, the control packets Store Index Information (SII) and

Store Mapping Information (SMI) are similar.

3.2 DHT-based Routing in MANETS

In DHT-based MANETS, routing completes in two phases i.e. Anchor Requests phase/Address
Publication and Lookup request phase/Address Resolution (for detail please see Section
1.2.1 in Chapter 1). These two phases define overall network performance of the DHT rout-
ing protocols, especially in MANETs. However, limited transmission range, mobility, self
organizing nature and lack of infrastructure in MANETS introduce issues such as node/link

failure, partitioning and frequent merging. The issues raised by network dynamics have a
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severe impact on DHT routing in MANETS.

In DHT-based networks a logical structured network is built over the underline ad hoc phys-
ical topology. In other words, the ad hoc physical topology is embedded into a logical
structured network following tree, cord or multidimensional structures. The relation be-
tween physical network and logical network is tight, in other words, a change in the physical
toplogy has a direct impact on the logical network. Therefore, changes in the physical net-
work should be immediately incorporated into the logical network. For optimal network
performance, the logical network construction must have to accommodate the changes in
the physical networks from time to time. As discussed earlier, MANETSs are fully self or-
ganized, mobile, distributed and infrastructure-less networks. Nodes, with limited trans-
mission ranges, in the network use wireless broadcasting mechanism in a multi-hop fash-
ion to achieve end-to-end connectivity. Limited radio range, mobility, faulty nodes and
lack of infrastructure introduce frequent and unpredictable changes to network topology i.e.
connectivity/dis-connectivity. Similarly, node(s)/ link(s) failures are common in MANETS
due to mobility, limited transmission range, resource constraints, selfish behavior etc. In
such adversarial environment, building and maintaining a logical structured network (i.e.
DHT network) is a crucial and challenging task. In DHT networks, a connected and evenly
distributed logical address space (LS) (i.e. logical structured network) is always needed for
smooth network operations. The network dynamics severely damage the logical network
structure and result an unevenly distributed and disrupted LS. A detail explanation of the
problems raised by network dynamics is provided in Section 3.3. Therefore, mechanisms
are needed to tolerate the faults and to ensure the successful completion of the routing pro-

cess phases (i.e. Anchor_Request and lookup phases) in DHT-based MANETSs

We use detection and replication philosophies to minimize the impact of network dynamics

(i.e. failure, partition etc.). The employed distributed mechanisms ensure successful resolu-
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tions of lookup requests and significantly reduce lookup delay.

3.3 The Problems raised by Network Dynamics

In DHT networks, certain nodes in the network store index information and act as anchor
nodes. The failure of anchor node may completely halt communication between a source
and destination pair, despite the fact that source and destination are connected (since index
information, stored on the anchor node, are always needed before starting communication).
It is found that anchor node fails in two cases: 1) due to network partition. ii) due to node/link
failure or movement.

Similarly, successful resolution of the lookup requests with minimum possible delay in such
adversarial environment is another challenging and correlated problem. A detail description

of the identified problems is given in the subsequent sections.

3.3.1 Unavailability of an Anchor Node in both partitioned and un-

partitioned Network

First we need to identify whether the leaving node is causing partition or just leaves without
creating partition, therefore , the sub problem of partition detection, is also needed to be

addressed (please see Chapter 4 for partition detection).

In DHT-based MANETS, newly joining nodes compute LIDs in addition to its permanent
identifier (i.e., MAC/IP address, also known as user id (UID) ) and store index information(
(LID, UID) pair) , also known as mapping information, on certain nodes in the network
called anchor nodes (AN). The AN holds the index information (or mapping information) of

various other nodes in the network and a source requires the mapping information to commu-
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nicate with a destination node. The process of storing index information on ANs is known
as Anchor_Request or Address_Publication. Similarly, the process of retrieving mapping in-
formation from the anchor node is called lookup or address resolution. The resolution of
lookup queries is mandatory to initiate the routing process. However, unavailability of the
destination node’s AN completely disrupts the communication between the source and the
destination node. Since, the availability of the destination node’s AN is imperative for the

uninterrupted communication in DHT-based routing protocols.

Inaccessibility of AN occurs when a DHT-based network is partitioned into two disconnected
partitions such that both the source and the destination nodes are in the same network parti-
tion, but the corresponding AN remains in a disjoint partition. In this case, despite that the
source and the destination nodes are reachable, but unable to communicate due to inacces-
sibility of the destination node’s AN. Figure 3.1(a) illustrates the situation. Nodes LIDs in
Figure 3.1 are computed using [2, 48](for complete detail over LID assignment please see
Chapter 2 and Figure 2.12). After joining the network, node [/ publishes its mapping infor-
mation (i.e. (LID, UID) pair ) by sending Store Index Information(SII) packet and stores on
the AN i.e. node g. Node g being logically closest to node [ starts acting as AN for node /. To
communicate with node /, the source node / retrieves the index information of / from g using
Mapping RequesttMREQ) packets. After receiving the index information, node & directly
starts its communication with node /. For instance, if the link i<+p breaks and the network
partitioning occurs as shown in Figure 3.1 (b). The source node % and the destination node
[ are in the same partition, but the corresponding AN (i.e. node g) remains in the disjoint
partition. In such a case, node 4 is unable to retrieve the mapping information of the node
[ from its AN (i.e. node g), which would disrupt the communication between node /4 and
node /. Moreover, a new lookup request for the node I’s mapping information would not be

resolved until / selects a new AN and updates its mapping information there. This would
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Figure 3.1: Network Partitioning in a DHT-based Routing Protocol(i.e. 3D-RP[2])
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cause the longer lookup delays and information loss.

Similarly, when an existing AN fails/moves without creating network partitioning, it is cru-
cial to ensure the availability/recovery of the mapping information stored at that AN. In
Figure 3.1 (c), the anchor node g moves away from node p and obtains a new LID. In this
case, node / would select a new AN in order to store its mapping information. Meanwhile,
the in-transit lookup queries might get lost and would result in communication disruption,

information loss and longer lookup delays.

3.3.2 Lookup and Longer Delay

The successful resolution of the lookup request (i.e. retrieving index information stored
on anchor nodes) is imperative for routing in DHT MANETSs. Successful resolution of the
lookup queries need guaranteed access to the index information (i.e. anchor nodes). How-
ever, network dynamics (i.e. node/link moves, fails, partition etc) make it uncertain to re-
solve the lookup queries. Therefore, mechanisms are needed for the successful resolutions

of lookup requests despite the failures.

Furthermore, network dynamics exacerbates the lookup delay problem. Therefore, minimiz-

ing lookup delay in the current setup is another challenging and correlated problem.

The Anchor_Request and Lookup_Request define overall network performance in DHT net-
works. However, as discussed earlier, the adversarial environment offered by MANET makes
completion of the processes in questions. Our proposed solutions solve the problems in fully

distributed manners using the philosophies of detection and replication.
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3.4 Proposed Solutions

We are using the philosophies of detection and replication in a fully decentralized manner
to address the problems. For this purpose, we measure network dynamics (i.e. network
connectivity/dis-connectivity) and identify/declare critical regions (i.e. critical nodes/links)
in the network. It is found that the identified critical regions are more prone to failure. For
critical node(s)/link(s) identification, we are exploiting nodes relative connectivity (i.e. 2-hop
neighbor information) and local network variation (i.e. node degree). Nodes in the network
exchange topological information and dynamically react against the changes take place in the
network. The proposed mechanisms replicate index information across the critical regions
along the path to anchor node in the address publication process. This makes sure access to

the index information despite the failures and reduces lookup delay.

For example a node u is said to be critical with respect to node v, if the neighbors of node u
excluding node u, remains unreachable to node v if node u moves/fails and vice versa. Link
between critical nodes is treated as critical. To compute critical node(s)/link(s), we are using
k-hop topological information. Complete detail of critical node/link is provided in Chapter

4 along with algorithmic detail.

3.4.1 Anchor _Request and Dynamic Replica Deployment

We are exploiting the existing hello messages, used for LID computation, in DHT networks
for dynamic replica deployment. Each node in the network periodically exchanges hello
messages with its 1-hop neighboring nodes after a pre-defined hello interval. The hello mes-
sage of a node x contains the list of x’s 1-hop neighboring nodes in addition to its LID and
UID. By exchanging the hello messages, each node maintains the connectivity information

of up to 2-hops physical neighboring nodes. Based on the exchanged 2-hop topological infor-
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mation each node computes its status as critical or non-critical. Algorithm 4.1 in Chapter 4
computes critical nodes/links in a decentralized manner. A critical node or the nodes across
the critical link sets their status as critical. Otherwise, the nodes status remains as non-
critical. Each node announces its status (i.e. critical/non-critical) to its 1-hop neighboring

nodes through the hello messages.

The proposed replication strategy targets critical regions (i.e. critical nodes/links in the net-
work). Critical regions are more prone to failure (i.e. AN failure, partition etc), therefore,
a trivial way is to replicate the index information across the critical regions, so that, index
information would remain reachable despites actual anchor node fails or moves/partition etc.
This makes sure guaranteed access to index information in the adversarial environment. In
the address publication process (i.e. Anchor_Request), a newly joining node publishes its
index information(i.e. (LID, UID) pair) to store on certain nodes in the network i.e. anchor
nodes. we replicate the index information across the critical regions(critical nodes/links)
along the path to the intended anchor node. Particularly, consider a newly joining node j,
after computing LID node j publish and stores its index information(LID, UID pair) on an-
chor node (AN). Node j determines its AN by applying a hash function over its UID, say v,
generating a hashed value, say /(v), and stores index information on a node (i.e. A.N) with
LID closest to A(v). For address publication, node j sends SII packets to be routed towards
the intended AN. we replicate index information across all the critical links/nodes along the
path to AN. This makes sure access to the index information in case of AN failure, partition
etc. In the lookup process, nodes in the network would be able to access node js index in-
formation from the replicas despite the actual AN. Algorithm 3.1 performs the replications

decisions using k-hop topological information.

Formally, let U be the set of nodes in the network and M, C U are 1-hop neighboring nodes

Saleem Zahid: 85-FBAS/PHDCS/FI12 Page 53



Chapter 3. Dynamic Replication and its impact on DHT Routing in MANETS

of k excluding node k (i.e. open neighborhood) , where M, = M; U {k}, M, refers to
the closed neighborhood of k (i.e., including node k ). In network bootstrapping, each node
computes LID and publish index information by sending SII packets in the network. When
the SII packet is received at a node k from s along the path to the intended anchor node AN,

node k performs the replication and forwarding decisions based on the outcome of function f.

k, if d[ﬁ‘.fli\’_}:mi.n.j#y,c_‘”:r[d(_j._‘-fl_-"\rj}._ else

F(M;, AN) = 3 )
' Ji % s | i€ My Ad(i, AN) = minjceen, (d(G, AN))

The function f at k checks the logically closest neighboring node to the intended AN by
computing the least sum of difference of their LIDs for storing the index information. If
k finds itself as the logically closest among its 1-hop neighboring nodes, then it stores the
mapping information in SII and stops forwarding the SII further. Thus, the node k£ becomes
the designated AN for SII. If there exists another node ¢ # s € M such that the logical
distance between i and the intended AN is least among the 1-hop neighboring nodes of %,
then k would forward the SMI towards i. The distance function computes the logical distance
and depends on the underline logical structure. Before forwarding SMI, the replication of
index information is achieved by the following decision choices based on the status (i.e.,

critical/non-critical) of the node k and its neighborhood:

1. If k is non-critical and function f returns k, then node k stores the index information in
SII message and acts as the designated AN. If function f returns i then k forwards SII
towards i without making the replica. In this case, the status of node s and node i do

not effect the handling of SII.

2. If k is critical with respect to p € M}, then the index information in SII is stored at the
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nodes k and p across the critical link k<>p.

Algorithm 3.1 illustrates the proposed address publication process/Anchor_Request. The
mechanism ensures availability of the index information in disjoint partitions. This would
avoid the communication disruption within partitions, but also reduces the lookup delay to
retrieve the index information even in case the critical link fails. Moreover, the proposed
algorithm significantly reduces the lookup delay even network partitioning does not occur
because the nodes would easily be able to retrieve the mapping information from the de-

ployed replicas besides the actual AN.

Algorithm 3.1: Anchor_Request

Required: When SI7 or SMI message is received at node & from node s along the path to intended AN, where M, € U anc
M, = M U {k} denote 1-hop neighbors of node k excluding k and including k respectively and U is the set of

all nodes in the network. Function /' (M *;, AN) makes forwarding decisions.

1: On the reception of SII at a node k from node s € M; "

2. if ( f(M " AN) returns k) then

3: if ( STATUS(k) == non-critical ) then

4 k<« SII // Store index information and node k acts as designated AN.
5: end-if

6 if (STATUS(k) == critical w.r.t p€E M;) then

7 k< SII // p can be either s or any other node

8 p<« Sl // veplicate SII across the critical link k<p.

9: end-if

10: end-if

11: if (f (M ", AN) returns i€ M) then

12: if (STATUS(k)== non-critical ) then

13: | Forward SII to node i w.o0.t making any replica.

14: end-if

15: if (STATUS(k)== critical w.r.t nodei) then

16: k<« SII // store index information across the critical (k<1i).
17: i Sl

18: end-if

19: end-if
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3.4.2 Impact on lookup and lookup delay

It is observed that dynamic replication significantly reduces lookup delays and improves
lookup success ratio. The replication strategy targets critical regions (i.e. critical nodes/links
in the network). Critical regions are more prone to failure (i.e. AN failure, partition etc),
therefore, a trivial way is to replicate the index information across the critical regions,
so that, index information would remain reachable despites actual anchor node fails or
move/partition etc. This makes sure guaranteed access to index information in the adver-
sarial environment and significantly improves lookup success ratio. Similarly, nodes can
find index information from the deployed replicas despites of the actual AN, therefore, sig-

nificantly reduces lookup delays.

3.5 [Illustrative Example

In Figure 3.1, the address publication process of node / is shown. After computing LID node
[ publish its index information by sending SII packets. As shown in the figure, the SII is
forwarded to node g (i.e. designated anchor node for node /) by following the path {s, i,
p, g} . The proposed forwarding function replicates index information (i.e. SII) across all
the critical links along the path to node g. In the given scenario of Figure 3.1, node i and
p are critical nodes across the critical link i<+p. Therefore, node i keeps copy of SII before
forwarding. In case of link i<»p failure, a source node 4 can find index information from
the replica stored on node i, despite that actual anchor node i.e. node g. In this manner, the
proposed mechanisms ensure access to the index information despite anchor node failure or

partition.

Saleem Zahid: 85-FBAS/PHDCS/F12 Page 56



Chapter 3. Dynamic Replication and its impact on DHT Routing in MANETS

3.6 Chapter Summary

The problems of anchor node(i.e. anchor nodes store index information needed for routing
in DHT networks) failure and unavailability of index information due to node/link failure or
network partition are solved in a fully distributed manner. Similarly, longer lookup delay
in the routing process is another correlated and challenging problem. The proposed novel
Anchor_Request replicates index information across the critical regions in the network. For
this purpose, the proposed algorithm computes critical node(s)/link(s) using k-hop topolog-
ical information. In the address publication process (i.e. Anchor_Request), a newly joining
node dynamically replicates its index information based on the identified critical node/link
positions. Moreover, the replication mechanism significantly reduces the lookup delay and
increases lookup success rate. Performance evaluation based on the simulation results com-
parisons confirms the effectiveness of the proposed solutions (please see Chapter 5 for sim-

ulation and results analysis ).
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Chapter 4. Distributed Partition Detection and Merging

4.1 About the Chapter

In this chapter, we explore the problems raised by network partition in DHT-based MANETS.
Specifically, the problems of detecting critical nodes/links, partition detection event, logical
space (LS) recovery and reusing are addressed. Similarly, smooth merging needs evenly dis-
tributed LSs, therefore, prior to network partition, LS recovery is needed for smooth merging.
we are exploiting the philosophies of detection and recovery using k-hop topological infor-

mation to address the mentioned problems. This chapter is based on the published results in

[3].

4.2 Network Partition and merging in DHT-based MANETSs

Network partitioning is the process of breaking-down a connected network topology into two
or more than two disconnected parts such that nodes in one partition can not access nodes
in another partition [50]. Partition causes multiple instances of the same network to coexist.
Similarly, merging is the process of combining disjoint parts of the network into a single

connected network.

In DHT-based MANETS, a logical structured network (i.e. following cord, tree, 3D struc-
tures etc.) 1s built over the underlined ad hoc physical topology of MANET. In network
bootstrapping, nodes compute LIDs and form logical structured network. In other words, a
structured logical space (LS) is distributed among the nodes in the network. In this manner,
a logical space portion (LSP) is maintained by each node and is used as a logical identity
(i.e. logical identifier(LID)). In this way, every node in the network contributes in build-
ing and maintaining a uniformly distributed LS. In DHT networks, routing is performed on

the logical structures built, using nodes LIDs. For optimal performance, a complete, evenly
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distributed and connected LS is always needed. However, the decentralized nature, lim-
ited transmission range, mobility etc. in MANETS introduce frequent network partition and

merging.

The partition of physical network topology causes logical network (LS) partition [4][55].
This divides the LS into multiple instances such that each instance holds a portion of the
LS. This results into an unevenly distributed and disrupted LS(s) in the disjoints parts of the
DHT network after partition. However, successful routing needs complete and uniformly
distributed LS (i.e. logical structures such as cord, tree, 3D etc). Therefore, nodes even
physically connected within the disjoint parts remain unable to communicate with each other
(i.e. due to disrupted and uneven LS(s) ). We believe that when a network gets partitioned
into disconnected disjoint parts, the LIDs (i.e. lost LS) of one partition can be reused in
another partition. This would result into evenly distributed LS(s) in the disjoint partitions

and would enable communication in the disjoint partitions.

Furthermore, Network partition also interrupts access to the index information stored on the
anchor nodes. A complete detail on anchor node failure due to network partition along with

proposed solution is given in Chapter 3.

Similarly, network dynamics cause frequent merging. Simple merging of the physical net-
works topologies does not solve the problem and results into physically connected but logi-
cally disconnected network [55]. In DHT networks, merging needs extra effort to merge the
logical structures (i.e. LSs). But smooth merging needs/assumes uniformly distributed LS(s)
in the partitions to be merged. But, the loss of LS due to network partition prohibits smooth
merging. We believe that recovery of the LS (lost due to partition) is imperative for smooth

merging.

Furthermore, it is found that LS recovery needs timely detection of the partition event. There-
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fore, detection of the partition event is another important sub-problem in this specific domain.
We are using the philosophies of detection and recovery in a fully distributed manner to solve

the identified problems.

A complete description of the identified problems with diagrammatic representation is given

in Section 4.4.

4.2.1 The Problems

It is concluded from the above discussion that network partition in DHT-based MANETS
elicits two major problems: i) unavailability of anchor node (a complete discussion with
proposed solution is given in Chapter 3). ii) Loss of LID space (LS). It is found that LS loss

further elicits three sub-problems.

* LS loss in network partition causes uneven and disrupted LSs in the created network
instances, so that, physically connected nodes in the disjoint instances of the parti-
tioned network might not able to communicate with each other, because successful

routing needs uniformly distributed LS.

* Recovery of the lost LS due to logical network partition needs timely detection of
the partition event in the physical network. Therefore, partition detection is another

sub-problem to be addressed for LS recovery.

* Smooth merging needs evenly distributed instances of the same type (i.e. complete
LS(s) of similar type). But due to LS lost in partitioning, evenly distributed instances
might not exist. This prohibits smooth merging process to be accomplished by the
merging algorithms. Therefore, the loss of LS during partition has a direct impact on
merging as well. It is worthy to mention that existing merging techniques [6][55] in

DHT networks hold this assumption (i.e. assume that partitions going to merge are
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uniformly distributed). But this assumption do not hold due to the loss of LS during

partitioning. This limits the use of these protocols in practice.

4.3 Proposed Solutions

We consider pre-partition measures such as critical node/link detection, replication and re-
covery to solve the identified problems raised by network partition in DHT-based MANETS.
The proposed mechanisms exploit k-hop topological information (i.e. network connectivity/
dis-connectivity information) in a fully distributed manner. Based on the k-hop information
we identify and declare certain nodes/links as k-hop critical nodes/links. The concept of
k-hop critical nodes/links helps us in identifying critical regions (i.e. prone to failure) in
the network and in the detection of partition event. The timely detection of the partition-
ing event in the physical topology before actual network partitioning allows the induction of
pre-partitioning measures such as replication of index information (see chapter 3 for detail
on replication) and LS recovery & reusing in the logical network. We recover the lost LS
and reuse it in the disjoint partitions, and this results into uniformly distributed LS(s) in the
disjoint partitions and, also enables communication in the disjoint partitions. Similarly, the
LS recovery process sets ground for smooth merging of the disjoint instances of the network.
Algorithms 4.1 and 4.2 solve the identified problems in a fully distributed manner. Please

see the subsequent sections for further detail.

4.3.1 Critical Node(s)/Link(s) Detection

We are using the concept of critical node(s)/link(s) to handle network partition at the network

layer in DHT-based MANETSs. To improve the performance of DHT-based routings, it is
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imperative to identify/detect the critical links/nodes that instigate partitioning in the physical
network. This would lessen the information loss and communication disruption in case a
network gets partitioned. Critical link refers to a link whose failure/disconnection would
lead to network partitioning whereas critical node refers to a node whose failure would result

in network partitioning. Figure 4.1 elaborates both the scenarios. A distributed way of

Physical Network
Critical Link (PN)

Critical Node ()

Figure 4.1: x-hop critical link and critical node scenario

identifying a critical link or a critical node is through its common k-hop neighbors. A link
s<»b is said to be k-hop critical as shown in Figure 4.1 if and only if node s and node b
has disjoint neighbor set assuming that the link between node s and node b does not exist.
For k=1, the s<>b link is said to be 1-hop critical as 1-hop neighbor set of nodes s and b are
disjoint. For k=2, the s<+b link is said to be 2-hop critical as there exists no common neighbor
between 2-hop neighbors of nodes s and b. The link s<+b in Figure 4.1 is a globally critical
link because even if the value of k is increased, there would not be any common neighbor
between node s and b. Similarly, node e in Figure 4.1 is globally critical node as its neighbors

can be divided into two sets that are disjoint. In general, if nodes across a link are critical
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with respect to each other then the link is treated critical as well.

Algorithm 4.1: Critical Node/Link Detection

Required: Each node in the network exchanges the list of its £-hop neighbors in the periodic #ello message.

1: Each node u periodically broadcasts its closed neighborhood N,/u/ and waits to listen messages from other nodes.
2:  for each node u in the network  do

i . /* For any two adjacent neighbors (u, v) across the
3: hnode v € adj d

forcachnode v & adjfu] ¢ link (u,v), where Nifu] and N[v] denotes k-hop

4: If ( ( Nefw] O (Ne[v]\uyv) ={}) closed neighborhood of the adjacent nodes u and v
5 STATUS (u) « critical respectively. */
6: STATUS (v) « critical
7: link(x, v) «— critical
8: else
9: STATUS (u) «— non-critical
10: STATUS (v) « non-critical
11: end-if
12: end-for
13: end-for

Formally, k-hop neighbors of a node can be expressed as neighborhood. For a network
G= (V, E), the neighborhood of a vertex v €V is the induced sub-graph of G consisting of
all k-hop vertices adjacent to v and all edges connecting such vertices. Similarly, the open
neighborhood, Ny (v), of the vertex v consists the set of k-hop vertices adjacent to v excluding
v, i.e. Ni(v)= {w €N : vw €E} and the k-hop closed neighborhood of v is Ny[v]= Ni(v) U
{v}. Nodes in the network exchange the closed neighborhood in the periodic hello messages.
For any two adjacent nodes u€V and veV across the link(x,v), if there exist common nodes
by comparing Ni[u] and Ni[v] excluding u and v (i.e. ( Ny[u] O\Ny[v] \u,v)#{} ), then node
u and node v declare their status as non-critical otherwise critical. Link between two critical
nodes is treated as critical. In this manner, Algorithm 4.1 computes critical node(s)/link(s)

in a fully distributed manner.

We consider relative network connectivity (i.e. 2-hop neighbor information) and local net-

work variation (i.e. nodes degree) to detect/identify the critical link(s)/node(s) and to repli-
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cate the index information based on the location of critical node(s)/link(s) ( please see Sec-
tion 3.4.1 in Chapter 3 ). For this purpose, nodes are needed to exchange the list of directly
connected neighbors (i.e. 1-hop neighbors). This provides a network view up to 2-hop neigh-
bors. There exist several approaches [56][57] in the literature to compute critical nodes/links.

We use this approach for critical node(s)/link(s) identification due to two reasons:

* This approach is distributed and scalable in nature and complies with DHT-based rout-

ing protocols.

* This approach relies on existing hello messages that are exchanged among nodes for
the LID computation in DHT-based protocols, thus our approach does not incur extra

message overhead.

4.3.2 Distributed Partition Detection and LS Recovery

The critical node(s)/link(s) are prone to failure and instigate network partitioning in the phys-
ical topology. Therefore, we are using the concept of critical nodes/links to handle network
partition at the network layer in DHT-based MANETSs. The employed mechanism detects
the partition event in physical network and adaptively makes arrangements (i.e. LS recovery
and reusing) in the logical network. This avoids communication disruptions in the logical
networks despite the network partitioning. The LS recovery and reusing ensure network

availability (i.e. evenly distributed LS(s) ) in the disjoint parts after network partition.

Algorithm 4.2 detects the partition event in the physical network and recovers/reuses the
lost LS in the logical network. The algorithm detects critical links across the network using
k-hop connectivity/dis-connectivity information in a distributed manner. For this purpose,
nodes in the network exchange (k-1)-hop neighbors with directly connected nodes in the

periodic hello, besides other information i.e. LID, UID. In our current setup (for k=2), nodes
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are needed to exchange 1-hop neighbor list. In such a way, every node maintains 2-hop
topological information. we express the k-hop neighbors of a node as its neighborhood. As
discussed earlier, for a network G=(V, E), the neighborhood of a vertex v €V is the induced
sub-graph of G consisting of all k-hop vertices adjacent to v and all edges connecting such
vertices. Similarly, the open neighborhood, Ni(v), of the vertex v consists the set of k-
hop vertices adjacent to v excluding v, i.e. Ng(v)= {w €N : vw €E} and the k-hop closed
neighborhood of v is Ny[v]= Ni(v) U {v}. Every node exchange neighbors list i.e. closed
neighborhood, in the periodic hello messages. Therefore, node u and node v periodically
exchange Ni[u] and Ni[v] respectively. For any two adjacent nodes u €V and v €V across
the link u«»veE, if there exist no common node(s) by comparing Ni/u] and Ni[v] (i.e. (
Ni[u] NN [v] \u,v) = {} or (Ni(u) N(Nk(v)) = {} ), then node u and node v declare their
status as critical. Link between critical nodes is treated as critical. If the critical node u
across the critical link u<+v do not hear from node v for a certain time interval, we call it
Fartition_Timer, then it means that the network has partitioned. Partition_Timer is set to
three times of hello interval, (assumption: congestion-free network with no packet loss).
Similarly, node v will also detect network partitioning. In case of network partition, nodes

across the critical link recover the lost LS for reusing in the disjoint partitions.

LS recovery and reusing mechanisms depend on the logical structure used and on the way
how to implement it . For example in Chord structure [31, 32], in case of partition detection,
nodes across the critical link recover the lost LS by changing their LIDs to S and E based
on their relationship i.e predecessor/successor. The predecessor node in the logical chord
recovers LS by changing its LID to E and the successor node in the chord recovers LS by
changing its LID to S. This results complete (i.e. uniformly distributed LS) cords in the
disjoint parts of the partitioned network. Similarly, in tree type structures [1, 36], nodes

across the critical link recover the lost LS by electing new roots in the disjoint partition.
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For this purpose, node with lowest LID in the disjoint parts is elected as root. In a 3D
structure[2] nodes across the critical links recover the lost LS by changing their dimensions

1.e. dim value.

The proposed algorithm is fully distributed and relies on the local knowledge of neighbors
available to nodes without network wide dissemination of control information. In the sim-
plest implementation (for k=2, i.e., relying on the existing hello messages used for LID
computation in DHT networks), the algorithm ensures partition detection event. Since, a
global critical node/link remains critical for any value of k. The algorithm declares globally
critical nodes/links as critical by using only 2-hop topological information, because globally
critical nodes/links must be locally critical as well [56]. For network merging, we are using

the existing techniques in [6].

Algorithm 4.2: Partition_Detection & LS_Recovery

Required: Each node in the network exchanges the list of its k-hop neighbors in the periodic kello message.

1 Each node u periodically broadcasts its closed neighborhood N,/u/ and waits to listen messages from other nodes.
2:  for each node u in the network  do

3 foreachnode v € adjfu]  do

4 If ( ( Nufu] N (Ne[v] \uv) ={} && Partition_Timer Expired == True)

5: Trigger Partition Event and

6 Recover/Reuse the lost LS

7 end-for end-if

8:  end-for
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4.4 A Case Study: 3D-RP

To better understand the working of our proposed mechanisms, we are conducting a case
study using 3D-RP [2] protocol in DHT-based MANET. We implement the proposed dis-
tributed partition detection and replication(DDR) algorithm in 3D routing protocol (3D-RP),
we call it 3DDR (i.e. 3D-RP with DDR). A detail overview of 3D-RP is given in Chapter 2.

A 3D-RP based scenario is shown in Figure 4.2 to illustrate the working of 3DDR.

3DDR first identifies the critical nodes/links using the existing hello messages exchanged in
3D-RP. Each node in the network periodically shares its 1-hop neighbor information through
the hello messages besides the other information. Exchanging the 1-hop neighboring infor-
mation provides each node a network wide view of up to 2-hops that assists in finding the
critical nodes/links of up to 2-hop disconnected network. For instance, in the Figure 4.2, 1-
hop neighboring nodes of f, s, and h are {s, h}, {l, ¢, i, h, f}, and {s, f, i}, respectively. Upon
receiving the neighbors information from the nodes s and £, the node f would have informa-
tion of up to 2-hop neighboring nodes. In order to declare its status as critical or non-critical,
node f checks for any common neighboring node among the 1-hop neighbors of f's adjacent
neighboring nodes, i.e., node s and node 4 excluding itself. Figure 4.2 shows that there exists
a node i common to the 1-hop neighboring nodes of s and /4. This implies that the removal
of f leaves a connected sub-graph {/, g, i, h, s} and the node f is 2-hop non-critical. So, f
declares its status as non-critical. Similarly, the node i receives 1-hop neighbor information,
ie, {s, [},{q L f h}.{s f}.{r g}, {r m, g} from its immediate neighboring nodes g, s, A,
p, respectively. From Figure 4.2(b), it can be observed that the neighboring nodes ¢, s, h of
i share the common nodes and form a connected sub-graph excluding the node i, however,
p’s 1-hop neighboring nodes are not common to the connected sub-graph of ¢, s, h. This

makes the nodes i and p to declare their status as critical. A link between the two critical
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nodes is also critical. In this case link i<>p is critical. Similarly, each node in the network

periodically updates its status as critical or non-critical.

After computing its LID, a newly joining node, say /, forwards the store mapping information
(SMI), also known as store index information (SII) message to its AN in order to store its
mapping information/index information. In case if SMI passes through the critical node i,
then i stores a copy of the mapping information contained in SMI and forwards it further.
Thus the critical nodes i and p connecting the link i<+p keeps the replica of the information
contained in SMI as shown in Figure 4.2(d). In case if the network is partitioned, then the
communicating nodes in the disjoint partitions obtain the node /s mapping information from
i. In this way, the communication within the partition would remain uninterrupted even
the critical link fails. For instance, consider a scenario where a source node s wishes to

communicate with a destination node / as shown in Figure 4.2(c).

The source node & retrieves the node I’s mapping information from g, i.e., an AN for /.
In case if the critical link i<+p fails, the mapping information would not be available to
the source node A. 3DDR avoids such issues and guarantees the availability of mapping
information in case of the partitioning event. Taking pre-partitioning measures such as the
critical nodes/links identification and placing the replicas enable the source node / to obtain
the node I’s mapping information from the node i despite of the network partitioning or in
case the AN fails/moves as shown in Figure 4.2(d). This also, significantly reduces longer

lookup delay in the address resolution/Anchor_Request.

Furthermore, 3DDR triggers the partitioning event when the critical nodes across a critical
link do not hear each other for a certain time interval, i.e., Partition_Timer. However, the
critical nodes must be 2-hop as well as 1-hop critical, i.e., excluding a node(s) that is 2-hop
critical but 1-hop non-critical. In Figure 4.2(d), when the critical nodes i and p across the

critical link i<+p do not hear each other and the Partition_Timer expires then the partition-
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ing event triggers and the corresponding critical nodes recover/reuse the lost LS. In case if
the critical node is the anchor node, then it also replicates its mapping information across
the critical link (please see Chapter 3 for detail). The LS recovery with replica placement al-
lows uninterrupted communication in the disjoint partitions when both the source/destination
nodes reside in the same partition, but the corresponding AN remains in the other partition.
The recovered LS can be reused in the disjoint partitions and may result into an evenly dis-
tributed disjoint LSs despite of the network partitioning. The LS recovery procedure varies
from a case to another case and depends primarily on the logical structure of the LS, i.e.,

3D-structures, Cord, Ring, Tree etc. A detail on the LS recovery is given in 4.3.2.

In general, DHT-based routing protocols in MANETS suffer from the longer lookup delays
and the performance degrades as the network scales. Our scheme exploits MANET dynam-
icity, i.e., relative connectivity (2-hop topological information) and local network variation
(1-hop connectivity information) using existing periodic hello messages without any extra
control overhead, which ensure network availability, but also effectively reduce end-to-end

delay for lookup requests.
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4.5 Chapter Summary

We have proposed distributed mechanisms for critical node(s)/link(s) identification, partition
detection and LS recovery. It is advocated that curtailing the information loss on the control
and data planes due to network partition is imperative for the reliable communication in a
DHT-based routing protocol over mobile ad hoc networks (MANETS). Both limited trans-
mission range and the mobility of nodes cause recurrent network partitioning in MANETS
that leads to inaccessibility of nodes mapping information (i.e., logical identifier (LID) and
loss of LID space in a DHT-based routing protocol) and partitioning of the DHT structures.
The proposed mechanisms address these problems in a fully distributed manner. Further-
more, it is discussed that smooth merging needs uniformly distributed LS(s) in the disjoint

instances of similar type.
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5.1 About the Chapter

This chapter deals with performance evaluation and simulation details of the proposed mech-
anisms. We evaluate the performance of the proposed mechanisms and compare it with ex-
isting state-of-the-art protocols in DHT-based MANETSs. We consider standard performance
metrics for results comparisons. We are using NS2.35[58] by considering standard simula-
tion parameters for the implementation of the proposed mechanisms. The chapter is based

on the results published in [3].

5.2 Simulation Model and Parameters

We are using NS2 (version 2.35)[58] for implementation and results comparison of the pro-
posed algorithms. The standard values for both the link and physical layers are exploited
to simulate IEEE 802.11 with Two-Ray Ground as the propagation model. We have used
BonnMotion2 [59] to develop the mobility scenarios that use random way-point as the mo-
bility model and tunes the mobility parameters to stimulate moderate mobility(i.e. the node
moving speeds are observed in the range from 0.5 to 2 m/s). The mobility scenarios us-
ing BonnMotion2 keep track of the physical network partitioning. Table 1 illustrates the

simulation parameters in detail.

The proposed distributed partition detection and replication mechanism (DDR) is imple-
mented in VCP[31, 32] and 3D-RP[2] to further stress the impact of DDR mechanism in
other schemes. We implement DDR in 3D-RP and name it 3DDR. Similarly, we implement
DDR in VCP and name it VCP-with-our-approach (VCP-WOA). The simulation results of
3DDR are compared with VCP, 3D-RP and VCP with approach (VCP-WOA). We have used

CBR flows to model the data traffic and Random Traffic Model is used as the data pattern.
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Table 5.1: Simulation parameters

Parameters | Their Values
Total Nodes | [50-200]
Radio range | 100m
Simulation Area | 1000*1000m
Data transmission | 64pps
Total Time of Simulation | 500 sec
Node Moving Speed | 0.5 to 2 m/s
Traffic Model | Random Traffic pattern

No. of flows | 12

Topology Connectivity | Bonnmotion 2

Propagation Model | Two-Ray Ground
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TCP is not used at the transport layer to circumvent the elasticity effects on routing due to the
TCP flow control mechanism[60]. To elude the packet drops due to congestion, the traffic
load in the network is maintained at 64 pkts/sec. Following metrics are examined under the

various network sizes to investigate the performance of protocols.

e Lookup Success Ratio (SR): The ratio between the total mapping request packet (MREQ)
initiated and the total MREQ entertained successfully by receiving the mapping reply

packets (MREP).

Total Lookup-Requests Initiated

Lookup Success Ratio =
“p : Total lookup-Requests Successfully entertained

e End-to-end Lookup delay (E2E): The average time elapsed between when the source

node initiates MREQ and the source node gets MREP.

Total Lookup Delay

End-to-End Lookup Delay =
na-io-Ena LOORUp ey = @l Lookup-Requests Successfully entertained

End-to-End lookup delay is measured in seconds.

e Normalized Overhead (NO): Total number of transmissions at the network layer di-
vided by the total number of lookup queries successfully entertained. In other words,

the total routing overhead divided by the total MREQ for which MREP is received.
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Total Number of Transmissions at the Network Layer

N lized Overhead =
ormatized Lveried Total Lookup-Requests Successfully entertained

Normalized Overhead shows routing overhead (i.e. no. of routing packets) per suc-

cessful lookup request.

5.2.1 End-to-End Lookup Delay

The end-to-end lookup delay is an important metric for any DHT-based routing protocol. A
fare analysis could not be possible if we do not consider the impact of network size and the
node moving speed on end-to-end lookup delay. So, we have analyzed the end-to-end lookup

delay by varying the network size and the node moving speed.

Figures 5.1 and 5.2 illustrate the average end-to-end lookup delay of 3DDR, VCP-WA, 3D-
RP, and VCP with respect to the node moving speed from 0.5m/s to 2m/s with varying
number of nodes in the network. The results in Figures 5.1and 5.2 show significant gains
in terms of reducing the end-to-end lookup delay of 3DDR and VCP-WOA compared to
VCP and 3D-RP. The main factor in improving the end-to-end lookup delay is the proposed
distributed partition detection and replication mechanism that identifies the critical nodes
and replicates the mapping information for seamless communication. The placement of
additional replicas reduces the lookup delay by responding from a nearby replica instead
of forwarding MREQ to the original AN. By dealing with the nearby replica instead of
the original AN against a MREQ reduces the traffic overhead in the proposed approach.
The resulting effect of minimizing the traffic overhead decreases the contention to access

the medium at MAC layer in IEEE 802.11, which helps further in reducing the end-to-end
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Figure 5.1: Average End-to-End delay as a function of the node number

Saleem Zahid: 85-FBAS/PHDCS/FI12 Page 78



Chapter 5. Performance Evaluation and Results Analysis

0.02
0.018
0.016
0.014
0.012

0.01
0.008
0.006
0.004
0.002

Average End-to-End Delay(seconds)

Maximum Node Speed: 1.5 m/s

|VCP

BVCP-WOA

E3DDR

3D-RP

50 . 100 150 200
Network Size (Oln nodes)

0.022

0.02
0.018
0.016
0.014
0.012

0.01
0.008
0.006
0.004
0.002

Average End-to-End Delay (seconds)

Maximum Node Speed: 2 m/s

|VCP

BVCP-WOA

B3DDR

3D-RP

0 50 100 150 200
Network Size (in nodes)

Figure 5.2: Average End-to-End delay as a function of the node number

Saleem Zahid: 85-FBAS/PHDCS/F12 Page 79



Chapter 5. Performance Evaluation and Results Analysis

lookup delay in the proposed approach.

The improvement in end-to-end lookup delay shown by 3DDR over VCP-WOA demon-
strates the effectiveness of 3DDR against the mismatch problem. An increase in the node
moving speed raises the probability of having the critical nodes in the network. Moreover,
as the network frequently changes its topology due to node mobility, the lookup and rout-
ing traffic in the network increase due to the recurrent execution of the distributed partition
detection and replication mechanism, which elevates the end-to end lookup delay for all pro-
tocols. But, the impact is less in 3DDR and VCP-WA as illustrated in Figures 5.1 and 5.2,
because 3DDR and VCP-WOA both exploit the critical nodes for placing replicas across the
critical links and thus more effective in reducing the end-to-end lookup delay compared to
VCP and 3D-RP. But, 3DDR is more promising in reducing the end-to-end delay compared
to VCP because of its resilient 3D logical network that reflects the physical proximity of
nodes exactly in the logical network, which minimizes the impact of the mismatch problem
that results in the optimized routes and reduced end-to-end lookup delay. Since our proposed
mechanism exploits the critical nodes for deploying the replica, it significantly reduces the

lookup delay with an increase in the nodes moving speed as shown in Figures 5.1 and 5.2.

Figures 5.7 and 5.8 illustrate the percentage improvement in the average end-to-end lookup
delay for 3DDR at various node speeds compared to VCP, VCP-WA and 3D-RP. As shown in
Figures 5.7 and 5.8, the end-to-end lookup delay improvement of 3DDR over VCP-WA, 3D-
RP, and VCP is between 9 and 22%, 58 and 72%, 62 and 71%, respectively at various node
moving speeds. The end-to-end lookup delay increases with the increase in number of nodes
because expanding the network in terms of nodes amplifies the impact of partitioning and
merging that increases the end-to-end lookup delay as demonstrated in the results illustrated

in Figures 5.1 and 5.2.

Similarly, Figures 5.9 and 5.10 show percentage improvement in the average end-to-end
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lookup delay for VCP-WOA with different node speeds compared to VCP and 3D-RP. It can
be inferred from the figures that end-to-end delay improvement of VCP-WOA over VCP and

3D-RP is between 60 and 73% and 49 and 69% respectively with different speed values.

5.2.2 Normalized Overhead

The normalized overhead is an important factor in defining network scalability and shows
routing overhead per successful lookup request. Figures 5.3 and 5.4 illustrate the normalized
overhead of 3DDR, VCP-WOA, 3D-RP, and VCP with respect to node moving speeds 0.5m/s
- 2m/s with varying network sizes. Figures 5.3 and 5.4 show significant gains in term of
reducing the normalized overhead of 3DDR and VCP-WOA compared to VCP and 3D-RP
at various node moving speeds. The dominant factor in improving the normalized overhead is
an adoption of DDR mechanism that identifies the critical nodes and replicates the mapping

information, thus reducing the lookup overhead.

Figures 5.7 and 5.8 illustrate the percentage improvement in normalized overhead for 3DDR
over VCP-WOA, 3D-RP, and VCP is between 4 and 8%, 30 and 41%, 33 and 40%), respec-
tively at various node moving speeds. In Figures 5.3 and 5.4, the normalized overhead for
3DDR and VCP-WOA is a bit high, but still better compared to VCP and 3D-RP and is con-
trolled with respect to the increase in the network size. The increased overhead is mainly due
to the adoption of DDR mechanism by those protocols. The normalized overhead increases
with the node moving speed as the network frequently changes its topology, generating more
lookup and routing traffic in the network by performing the operations, e.g., displacement
of the anchor nodes, the LS recovery, storing the mapping Information at ANs, and the re-
assignment of LIDs. The normalized overhead of 3DDR is lower as shown in Figures 5.3

and 5.4 ,because of the proposed mechanism for detecting the critical nodes and replicating
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the mapping information. In addition, 3DDR employs resilient 3D logical network that is
proved to be effective in handling the mismatch problem, the partitioning and merging of the
network.

Similarly, the percentage improvement in normalized overhead of VCP-WOA over VCP and
3D-RP is shown in Figures 5.9 and 5.10 with various speed values. The percentage normal-
ized overhead improvement of VCP-WOA over VCP and 3D-RP is between 28 and 39% and

26 and 40%, as shown in Figure 5.9 and 5.10.

5.2.3 Lookup Success Ratio

The lookup success ratio reflects the capability of a DHT routing protocol to successfully
resolve lookup queries. The lookup success ratio for a routing protocol decreases as the
network size increases. Because the increased traffic in the network causes packet collisions
at the MAC layer in IEEE 802.11, i.e., the loss of MREQ and MRPY increases due to the
packet collision. Similarly, the large network size increases the average hop count between
the communicating nodes, which leads to more number of transmissions, increases the packet
in-network delay and raises the chances of packet being collide at the MAC layer. This

subsequently affects the successful delivery of MREQ and MRPY.

Figures 5.5 and 5.6 show the impact of increasing network size and node moving speed on
success ratio is less in 3DDR compared to VCP, 3D-RP, and VCP-WOA. 3DDR outperforms
its competitors in terms of success ratio, which verifies the effectiveness and the capability
of 3DDR in delivering the packets in the large network. The proposed partition detection
and replication mechanism further assists further in maintaining and improving the success
ratio of 3DDR. 3DDR replicates the mapping information across all the critical links along

the path to AN. Therefore, in case of network partitioning, the mapping information readily
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available in the disjoint partitions and subsequently contributes the high success ratio in the
proposed protocol. Moreover, an increase in the node moving speed causes frequent network
partitioning and merging. In such scenarios, retrieving the mapping information may not be
possible using 3D-RP and VCP if the corresponding AN resides in the disjoint partition. Sec-
ondly, maintaining the replica in 3DDR and VCP-WOA reduces the traffic overhead, which
decreases the probability of packet collision at the MAC layer, thus contributes in maintain-
ing the higher success ratio. Furthermore, VCP and VCP-WOA suffer from the mismatch
problem as Cord logical structure is not flexible to reflect the physical intra neighbor rela-
tionships of nodes exactly in the logical Cord network, resulting in long routes and redundant
traffic. This increase the probability of packet collision at the MAC layer, thus reducing the
success ratio of both VCP and VCP-WOA compared to 3DDR as shown in Figures 5.5 and
5.6.

Figures 5.7 and 5.8 illustrate the percentage improvement in success ratio of 3DDR at various
node moving speeds compared to VCP, VCP-WOA and 3D-RP. The improvement in success
ratio of 3DDR over VCP-WOA, 3D-RP, and VCP is between 2 and 4%, 24 and 38%, 21
and 35%, respectively for various network sizes and node moving speeds. The increase in
network size and node moving speed cause the network topology to change more frequently,
which result in an increased lookup and routing overhead due to frequent execution of the
recovery and partition detection operations. This causes congestion at the MAC layer as
packets are delayed in the queue and drop eventually. The impact of congestion on 3DDR is
lower compared to the rest.

Similarly, the percentage improvement of VCP-WOA with respect to VCP and 3D-RP in
lookup success ratio at various speed values is shown in Figures 5.9 and 5.10. The improve-
ment in success ratio of VCP-WOA over VCP and 3D-RP is between 21 and 37%, and 22

and 36%.
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Figure 5.7: % Improvement of 3DDR over VCP, VCP-WOA, 3D-RP in terms of E2E, NO,
and SR. The protocol name is displayed on first three bars of each graph and the pattern is
same for the rest in each graph.
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Figure 5.8: % Improvement of 3DDR over VCP, VCP-WOA, 3D-RP in terms of E2E, NO,
and SR. The protocol name is displayed on first three bars of each graph and the pattern is
same for the rest in each graph.
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Figure 5.9: % Improvement of VCP-WOA over VCP, 3D-RP in terms of E2E, NO, and SR.

The protocol name is displayed on first three bars of each graph and the pattern is same for
the rest in each graph.
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Figure 5.10: % Improvement of VCP-WOA over VCP, 3D-RP in terms of E2E, NO, and SR.
The protocol name is displayed on first three bars of each graph and the pattern is same for
the rest in each graph.
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6.1 About the Chapter

This chapter concludes the thesis. Significance of the thesis contribution along with future

possible extensions are given as the end of this chapter.

6.2 Conclusions

This thesis studies the impact of network dynamics (i.e. node(s)/link(s) failure, network par-
titioning, merging etc.) on DHT-based routing protocols in MANETSs. It is found that net-
work dynamics severely damage the functionality of DHT protocols in MANETS and raise
issues such as anchor node (AN) failure, LS loss, longer lookup etc. Therefore, distributed

solutions under the scalability constraints are needed.

The fist part of this thesis (i.e. Chapter 3) addresses the problems of anchor node (AN)
failure, index information recovery and longer lookup delay in DHT-based MANETs. A
novel address publication (also called, Anchor_Request) mechanism is devised that tolerates
faults in the network. The proposed mechanism exploits k-hop topological information in
a fully distributed manner and replicates index information across the critical regions in the
network. This confirms resolutions of the lookup requests with a significant improvement in
lookup delay. The solutions are based on the existing hello messages used for LID computa-
tion in DHT networks, thus our approach causes no extra traffic. Simulation results confirm

the effectiveness of the proposed solutions.

The problems of critical node(s)/link(s) identification, partition detection, LS recovery and
reusing cover the second part of this thesis (i.e. Chapter 4). Network partition elicits the
problems of anchor node (AN) failure and LS loss. Moreover, it is explored that the LS loss

further elicits two sub-problems 1) Disrupted LS(s) in the partitioned network’s instances. ii)
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prohibits smooth merging because merging needs uniformly distributed identical structures
(i.e. LS(s)). The proposed algorithm 4.1 detects critical node/link in the network. The critical
nodes/links play a vital role in the partition detection event and LS recovery. Algorithm
4.2 recovers and reuses the lost LS, due to network partition, and makes sure uniformly
distributed LS(s) in the partitioned network instances. This sets ground for smooth merging
of the disjoint instances of the partitioned network. The algorithms solve the mentioned

problems in a fully distributed manner.

A case study is conducted to provide an up-close, in-depth, and detailed examination of the
proposed distributed partition detection and replication algorithms in order to enhance the
understanding of various related contextual conditions and to evaluate the functionality of
the proposed mechanisms. We evaluate the performance of the proposed solutions using
simulation. The simulation results and comparison with existing approaches endorse the
effectiveness of the proposed solutions in terms of End-to-End lookup delay, lookup success

ratio and normalized overhead.

6.3 Significance of Contributions

For the first time, this thesis explores the problems raised by network dynamics and provides
novel solutions to the identified problems in DHT-based MANETSs. Therefore, the thesis
contributions are two fold, in the problem domain as well as in the solution domain. Main

contributions of the thesis ( i.e. solution domain) are summarized below.
* A novel Address publication (also known as, Anchor_Request) is proposed.

* A dynamic replica deployment mechanism based on k-hop topological information is

proposed.
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* Distributed mechanism for k-hop critical node(s)/link(s) detection is provided.

* Distributed partition detection and LS recovery/reusing mechanisms based on the local
information available to nodes is devised. The LS recovery and reusing mechanism
uniformly distribute LS(s) in the network instances after the network gets partitions.

This, also, sets grounds for smooth network merging.

* Simulation results show significant gains in term of lookup delay and lookup resolution

success ratio.

* It worthy to mention that the proposed mechanisms do not incur any extra transmission
overhead and are purely based on the existing hello messages used for LID computa-

tion in DHT networks.

6.4 DHT-based Routing and Future Trends

As a future work, we have planned to extend our work; i) using other mobility models and
a unified approach for handling both the merging and partitioning detection; ii) existing
schemes use k=2-hop topological information (i.e. only based on the existing hello mes-
sages used for LID computation in DHT-based MANETSs). We have planned to use different
variation of k and to study its impact on the network performance iii) to corroborate the
feasibility of such protocols in the emerging domains such as the Content Centric Network-
ing, Internet-of-Things and software defined networks. Detail description is listed in the

subsequent sections.
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6.4.1 Content Centric Networking

In the recent years Content Centric Networking(CCN) has emerged as hot research area.
CCN has a promising future for Internet as well as for MANETs. CCN works on named data
despite of hosts identifiers(IP addresses etc.) [61-63]. CCN decouples contents from source
and is capable of accessing content by name rather than identifiers. CCN tolerates faults and
avoids dependency on end-to-end connectivity. However, CCN degrades performance with
growing network size [63]. In CCN, DHT can be used to address the scalability problems.
DHT decouples location from identity in a scalable manner. Therefore, DHT best suites to
the functionality and requirements of CCN for Internet as well as for MANETSs. We have

planned to extend/implement our work in the domain of CCN for Internet and MANETS.

6.4.2 Internet of Things (IoT)

IoT consists of identifiable objects(i.e. electronic devices, sensors etc.), with computing and
networking facilities, that cooperate with each other and provide value added services [64,
65]. The main challenge in the deployment of 10T is scalability [66]. Addressing/naming,
the address space and address resolution due to huge number of nodes are major challenges
to address scalability in [oT. DHT-based routing and lookup mechanisms cab be exploited to

address the scalability issues in IoT.
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