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Abstract

In purposed scheme “Genetic Algorithm assisted Multi user Detection for
Asynchronous MC-CDMA system”, receiver optimization techniques are being
investigated. In multi-user detection, muitiple access interference (MAI) is introduced
which makes the detection very inefficient. The proposed system is less vulnerable to
this hazard in CDMA communication. In this proposed scheme Orthogonal Frequency
Division Multiplexing (OFDM) has been used for attaining frequency diversity gain.
Same signal is sent over different carrier frequencies and these carrier frequencies
being properly separated in frequency space do not interfere with each other and
hence capacity is added up. In purposed scheme the receiver has been optimized by
using different variations of genetic algorithm & complexity has been reduced. In this
scheme we also examined the role of Walsh spreading sequences and demonstrated
the results for different number of users. The proposed scheme can perform
sufficiently well with very low computational complexity compared to the optimum

maximum likelihood scheme with increasing number of users.
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CHAPTER 1

Introduction

1.1 Introduction to thesis

Orthogonal Frequency Division Multiplexing (OFDM} has recently gained a lot
of attention and is a potential candidate for 4G systems. OFDM is very efficient in
spectrum usage and is very effective in a frequency selective channel. By taking
advantage of recent improvements in Digital Signal Processing (DSP) and RF
technologies, OFDM can provide higher data rates and is a very good choice for service
providers to compete with wire-line carriers. A variation of OFDM which allows multiple
accesses is Multi-Carrier CDMA (MC-CDMA) which is essentially an OFDM technique
where the individual data symbols are spread using a spreading code in the frequency
domain.

The technique Multi-carrier Code Division Multiple Access (MC-CDMA) is a
combination of Direct Sequence CDMA (DS-CDMA) and Orthogonal Frequency
Division Multiplexing (OFDM). In MC-CDMA systems we employ spreading sequences
in the frequency domain instead of applying spreading sequences in the time domain for
spreading each bit. So at the cost of a reduced spreading gain we are capable of achieving

frequency diversity gain.



The most important properties of a direct sequence (DS) spread spectrum
technique are: m;iltip]e access capabilities, multipath interference rejection, narrowband
interference rejection, and secure and privacy capabilities.

If we detect only single user in multi-user communication environment then this
sort of detection is known as Single User Detection (SUD). In this detection only the
signal of user of interest is considered as useful information while the rest users’ data is
considered as a noise. Similarly, the case of considering the other users’ data as useful

information is known as Multiuser Detection (MUD).

In the literature lot of Multi-user Detection schemes have been proposed. The
Maximum Likelihood (ML) MUD scheme is basic Interference Cancellation (IC) scheme
for MC-CDMA has been proposed in literature. In this specific MUD, all the possible
combinations of the transmitted signal has been constructed by the receiver and employs
the estimated channel transfer function for generating all possible received signals, in
order to find the one, which has the smallest Euclidean distance from the received signal.
The results of ML detection are optimum, so it is named as optimum detection, but its
main disadvantage is that the complexity increases exponentially if we increase the
number of users. However, it requires the calculation of 2 number of possible received

signal combinations in conjunction with Binary Phase Shift Keying (BPSK) modulation.

The motivation behind this research effort is to study the use of genetic algorithm.
The proposed Genetic Algorithm Assisted Multiuser Detection scheme has been applied
on Asynchronous Multicarrier CDMA system. By using this receiver optimization

technique the complexity is reduced up to a mark able figure with the excessive number

of users.



1.2

Contribution

Some of the major contributions of the thesis are listed below.

i

il

1.

v.

1.3

Genetic Algorithm (GA) [52, 53] is investigated for Asynchronous MC-CDMA
system communication over Rayleigh Fading channel.

The sub optimum scheme, Genetic Algorithm (GA), is capable of achieving
approximately the same results as ML based MUD at a significant lower
computational complexity.

The different variations of sub optimum scheme are investigated for achieving
batter results.

Comparative demonstration using Walsh codes (N=16) and M=4 Multicarriers for
K=10, 15 & 20 users. As N is number of chip pre bit or length of each signature &
M is number of subcarriers.

Investigated the complexity reduction factor as compared to optimum detection,

versus increasing number of users.

Organization

The outline of the dissertation is as follows:

Chapter 2 In this chapter there is the discussion about the different Multiple Access

Technologies like Scheduling MA, Frequency Division Multiple Access, Time Division

Multiple Access, Random Access MA, Code Division Multiple Access (CDMA) &

Space Division Multiple Access (SDMA).

Chapter 3 In this chapter there is the discussion about the Multiuser detection

schemes. In it I've elaborate the Joint detection, Interference cancellation schemes &

combined schemes



Chapter 4 this chapter is also devoted to the Genetic Algorithm, its brief portfolio.
Chapter 5 In this chapter a GA-assisted MUD is invoked for Asynchronous MC-
CDMA system (base station). Simulation results are demonstrated for K=10,15 and 20
number of simultaneous users, using Walsh Codes over M=4 orthogonal carriers. Also
complexity reduction factor is simulated versus increasing number of users.

Chapter 6 In this chapter, the thesis is concluded and future extendable dimension

regarding this scheme are mentioned and references are listed in the end.



CHAPTER 2

Multiple Access Technology
And Spread Spectrum systems

Whenever there is a limited communication channel resource that is accessed by
more than one independent user then the need for Multiple Access (MA) techniques
arises. MA techniques are used to share the common transmission channel among all
users in the system. This technology should be robust to channel impairments and
changing conditions and the receiver has a capability to separate the desired signal from
the signals they are interfering. As shown in Figure 2.1, the MA techniques can be
classified into four main groups as follows [1, 2].

2.1 Scheduling MA

Simultaneous access avoids from muiltiple users by scheduling all transmissions.
In this the channel capacity is divided among the users in a static fashion & scheduling
protocol can either be implemented as a fixed assignment as well. Unlike the fixed
assignment, the demand assignment does not waste channel capacity on idle users and
additional overhead and delay are introduced to sort out active users. Examples of

demand assignment MA protocols are roll-call polling and token-passing [1].
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Figure 2.1: Radio Classification of the Multiple Access technology.
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The radio communication systems use fixed assignment multiple access to divide

a single high-capacity multiple access channel into smaller orthogonal channels. This is

done by channel partition in terms of disjoint frequency bands known as Frequency

Division Mulitiple Access (FDMA), these disjoint time slots are known as Time Division

Multiple Access (TDMA). Hence, their capacities are the number of channel partitions.

To avoid co-channel interference, guard times and bands are inserted between adjacent

transmissions in TDMA and FDMA respectively. To avoid co-channel interference In

cellular radio systems, the concept of frequency reuse is used to place a minimum



distance between cells using the same frequencies. In a good designed frequency reuse
plan is a compromise between high spectral efficiency (i.e., high reuse factor) & high
reception quality (i.e., low reuse factor). TDMA and FDMA both provide a simple MA
solution in slowly varying traffic network. The FDMA is simpler than TDMA, bacause
no synchronization between users is required.

The discussion of fix assignment scheduling multiple access techniques are as
under.
211 Frequency Division Multiple Access

In the Frequency Division Multiple Access (FDMA) the frequency bands are
conceded as channels. In a particular application the frequency range allocated, is divided
into a number of non-overlapping frequency bands in witch one band is assign to one
user. For avoiding cross-channel interference, guard bands are allocated between each
pair of frequency bands in which there should be no component of either signal from the
adjacent bands. FDMA was the dominant multiple access technique used in analog

telephone voice transmission in previous decades [3].

Guard Bands
Gain

SN
P Va1 Ve
~_ | P s

Frequency
Bands

Figure 2.2: Iilustration of the concept of FDMA.



In FDMA system, channels comprise different frequency bands; one frequency
band is allocated to each user for transmission in the uplink. The Advanced Mobile
Phone System (AMPS) belongs to this class & was the first standardized cellular system
and; it uses the 800 MHz to 900 MHz band and allocates 30 kHz for each channel [4,5].
Analog frequency modulation (FM) is used by AMPS. An AMPS-based system is
simpler than the other cellular systems and can be based on analog modulation for its
continuous transmission properties. AMPS system has several drawbacks. An AMPS
handset may need to change transmission frequency during the handoff. Furthermore,
static channel sharing of AMPS leaves the idle channels unused & allocation of multiple
channels per user become difficult. The limitation system capacity is a serious
disadvantage of the AMPS system [6]. To address the capacity limitations of AMPS
Narrowband analog mobile phone service (NAMPS) was proposed as an interim solution.
In NAMPS, each 30 kHz channel is divided into three 10 kHz channels & each channel
carried a single voice conversation. The capacity is increased but the channels in NAMPS

rematin statically shared and the idle channels remain unused.

2.1.2 Time Division Multiple Access

In Time Division Multiple Access (TDMA) time slots are the orthogonal
channels. A time frame of appropriate length is divided into a number of time slots. Each
user is allocated one slot in each frame in the given transmission environment. For
avoiding cross-channel interference, guard bands are allocated between transmission slots

in which no user can transmit [7]. Bits are allocated within each time slot for control flags

& training sequences.
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Figure 2.3; Hlustration of the concept of TDMA.

It provides multiple accesses by sharing the same transmission resource at
different times by different users. It is easier to implement handoff in a TDMA system as
compared to an FDMA system due to its non-continuous nature of transmissions. So the
inter-symbol interference (ISI) occurs due to wideband channels. Required compensation
for IS1 is achieved by means of an equalizer [3].

In FDMA, the difficulty of allocating multiple frequency bands to the single user
creates a limitation in bandwidth. It is easier to combine time slots as compare to
combine frequency bands, TDMA systems are more batter as compare to FDMA systems
in achieving high bandwidth links. The recent evolution of the Global System for Mobile
(GSM) [8] for enhanced data rates for global evolution (EDGE) [11} & general packet
radio service {GPRS) [9,10] capabilities makes use of this particular feature. If, due to
these reasons, time division multiple accesses are superior to FDMA, it also has some
disadvantages. TDMA systems are less robust to multipath effects and have more
stringent synchronization requirements. Once again, if dynamic access is not introduced

then channel sharing is static in nature while unused time slots are wasted.



To achieving the benefits of TDMA without putting the AMPS out of service,
digital AMPS (DAMPS) was proposed as a TDMA “overlay” on the AMPS network
[12]. it 1s one of the first digital cellular standards and it uses the same channel bandwidth
as AMPS but on each available frequency band, time multiplexes multiple channels. The
possible combinations of FDMA and TDMA are like NAMPS with TDMA overlays [13].
GSM [8, 18] standard uses a hybrid TDMA and FDMA system, which is quite popular in
Europe. To increase the system capacity, these systems use different techniques, but all
FDMA and TDMA systems and their hybrids rely on static sharing of the channel in

different ways.

2.2 Random Access MA

When several users transmit simultaneously it resolves the contention (or
collision). ALOHA 1s the first random access system. It was proposed for packet radio
network in 1969 [15]. The ALOHA protocols assumes that with every transmission there
is the possibility of contention. If the channe] is not free, contention is detected and the
user can defer its own transmission. Random access can be further divided into repeated
random access and random access with reservation [1]. Some examples of random access
multiple Access systems include p(ure)}-ALOHA), r(eservation)-ALOHA, Carrier Sense
Multiple Access (CSMA) and Packet Reservation Multiple Access (PRMA).For bursty
channels The random access MA is most suitable whereby the probability of

simultaneous transmissions of more than one user occurring is very low.

10



2.3 Code Division Multiple Access (CDMA)

It is between scheduling and random multiple accesses. It allows the transmission
of number of users simultaneously without contention, but if more users are added
interference level increases. Due to its anti-jamming property and low probability of
detection, it was developed for use in military applications. Its basic concept is expansion
of the bandwidth of information-bearing signal by using of the spread spectrum
modulation.

Orthogonal channels are formed as a consequence of signal modulation in Code
Division Multiple Access (CDMA) [9, 16]. All users transmit at the same time and within
the same frequency range but each of their signals are spread by the signature sequence.
Signals of all users are statistically uncorrelated. By correlation all users’ signals are

recovered at the receiver end. Graphical depictions of CDMA techniques are shown as

Joudy
i

under.

® - -

Figure 2.4: Iilustration of the concept of CDMA.

Each user is assigned a unique code such that its transmitted signal is spread into
a wideband signal in CDMA system. At the Matched Filter receiver, assuming quasi-
orthogonal codes, only the desired signal is “de-spread” and other signals appear as noise

and remain wideband. Thus, CDMA can also refer to as spread spectrum MA. CDMA

11



signals can be divided into a number of groups as follows based on the modulation

methods.
2.3.1 Direct Sequence (DS)

In this case the signal heaving information is multiplied by the spreading
sequence. The usual form of modulation scheme is some form of Phase Shift Keying. The
main difference of DS-CDMA from all other CDMAs is the interference in the DS case is
reduced by averaging it over a wide time interval, while in others the interference is

reduced by avoiding it for most of the time.
2.3.2 Frequency Hopping (FH)

A FH-CDMA system occupies only fraction of spread bandwidth (i.e., hop bin) at
one time and on the other hand a DS-CDMA system uses the entire spread bandwidth.
Non-coherent demodulations are normally used because of the difficulty of maintaining
phase references as the frequency hops. FH-CDMA has less stringent synchronization

requirement and is less sensitive to channel gain and phase fluctuations as compare to

DS-CDMA.

2.3.3 Time Hopping (TH)

The transmission of information-bearing signal is in discontinuous manner, short
bursts at time intervals determined by the spreading sequence. The implementation of TH
is simpler than that of FD-CDMA but the required synchronization time in TH-CDMA is
longer comparatively. The TH-CDMA is similar to a TDMA protocol if all users'

transmissions are synchronized.

12



2.3.4 Chirp Modulation

This modulation is almost used in military radars. The radar transmits a low
power signals and their frequencies varying continuously over a wide range.

2.3.5 Hybrid Modulation

In order to mitigate some of the disadvantages, this modulation combines various
CDMA signaling methods. Multi-Carrier (MC)-CDMA is a hybrid CDMA which has
received much attention recently. It is a combination of CDMA and orthogonal frequency
division multiplex signaling. In MC-CDMA, using a given code in the frequency domain,
the information-bearing signal is spread, and is potentially robust to frequency selective

fading channels [1].

2.4 Space Division Multiple Access (SDMA)

This multiple access technique controls the radiation pattern of each user in space
{17, 18]. The use of sectorized/adaptive antennas is a common application of SDMA.
Antenna direction can be fixed or adjusted dynamically, in order to steer in the direction
corresponding to the desired signal. The interfering signals that lie outside the antenna's
main beams can be attenuated through antenna gain. Space Division Multiple Access is
basically beamforming applied to multiple users simultaneously. Each user is allocated
by one beam pattern. The main beams are quite narrow and referred as pencil beams. The
space surrounding the antenna array receiver is partition by the pencil beams. This
scenario is equivalent, in terms of capacity per user [19], to each user being the only
transmitter in a cell without interference and with an omnidirectional antenna. There are

only finite number of independent beams may be formed which is the same as the

number of antennas [20].

13



CHAPTER 3

Multiuser detection schemes

Multiuser detection (MUD) is a promising approach of overcoming the limitations
of the conventional DS-CDMA detector and to provide an efficient use of the available
frequency spectrum. Significant increase in capacity is the major benefit of using MUD
in a cellular system. A main limitation of MUD is the receiver complexity. A major
concern 1s the constraints in cost, size and weight of the receiver. Thérefore, there is a
need to provide mobile mulfiuser receivers that have reasonable computational
complexity and acceptable performance to ensure practical implementation.

In Figure 3.1, an overview of MUD is presented. MUD can be divided mainly
into three categories: interference cancellation (IC), joint detection (JD) schemes and
structures with combined schemes. The first category is a bank of conventional detectors
followed by filters that performs non-linear or linear transformations. Joint detection
structures are generally computationally more expensive due to complex matrix
calculations and inversions as compared to the conventional detector. The interference
cancellation schemes are characterized by the regeneration and subtraction of interference
based on the data estimates. Finally, a third category of MUD is considered as the group
of multiuser detectors that combine detection techniques from the two groups of MUD as

mentioned above.

14
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Figure 3.1: General classification of multiuser detection structures.

To simplify the discussion on the multiuser detector structures, we will assume a

conventional synchronous DS-CDMA system model over an AWGN channel (no

multipath). The received signal can be expressed in a matrix notation as follow

1(¢) = CAb{t) + n(z)

Where the N*{/ matrix of codes C is given as

G.1

15
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The users’ data and noise components are mentioned respectively in vector form
are

b(O)=[b,(6) b,() A b, & s®=[n() n) A n@].

The noise vector elements of are considered independent and identically
distributed (i.i.d) Gaussian noise samples with zero mean and two-sided power spectral
density equals to o’ =N_/2. In this section we will present some of the multiuser
detector.

3.1 Joint detection

In this section the most important JD techniques proposed in the literature is to be

discussed. The most widely recognized joint multiuser receiver s is the optimal multiuser

detector or the maximum likelihood (ML) detector introduced by Verd'u in 1986 [27].

However, but its computational complexity which grows exponentially with the number
of users, (2"). There is a big difference in performance and complexity between the

conventional detector and the ML detector, over the last 15 years. Therefore most of the

search has been in finding sub-optimal multiuser detectors that show good performance

16



and complexity. Instead of the high complexity of the ML, its performance serves as a
benclunark for the comparison with other sub-optimal multiuser detector structures. The
sub-optimal structures are divided into two classes, namely linear and non-linear
detection methods. A brief description of these detectors is given in the sections given
below.
3.1.1 Optimum multiuser detector

The optimum multiuser detectors are divided into two categories, jointly optimum
and individually optimum multiuser detector. In jointly optimum multiuser detector
receiver selects the most likely transmitted vector of symbols b(¢) given that r(f)was
received. In other words, the minimum probability of sequence error decision is obtained

by selecting the vector b(f) that maximises the joint & posteriori probability
(APP) p(b(t) | r(2)) .The objective of the individually optimum multiuser detector is to
find the most likely transmitted symbol b, (¢);u € {1,2,....U}, i.e to maximize the APP
p(b, ()| r(2)) . The two decision criteria either for jointly or individually detection is the

MAP and the ML criteria. So the individually optimum multiuser detector achieves the
minimum probability of error for each user. Now we are focusing our attention to the
analysis on only this type detector structure. Mathematically, the MAP decision criterion

1S given as

b, (1) =arg, ™, p(b,()=b|r (1))

(.2)
=arg, v, > pBE) | r(t)

Where €, is the set of vectors b(¢) with b, (t) =b.

By Using Bayes’ theorem the APP in (3.2) can be expressed as

17



b () = g, Y QIO G
0, pr(r(t))

(3.3)

Where p(r(¢)|b(¢))is the conditional probability of the observed signal, #{¢),
given b (1) and pr(b(f))is the a priori probability of b(f)being transmitted. So

pr(r(t))is not dependent on b, (t), it can be neglected from equation (3.3) resulting
b,(6) = arg,%, 3 p(r(®) | BN pr(6(®)). (34)
Q,

The probability function p(r() | b(¢)) can be computed as

p(r(0)| b(1)) =

NG exP[“ ||r(t)—::'(t)||2J (3-3)
(27c") 20

Where
o -x@ff =30, - F (3.6)

Where at time ¢ the received vector s r()=[r,,7,,A r ]

and x(¢) =[x, ,,x,,,A ,x, ] is the channel input when b(¢) is transmitted.
Therefore in the case of the ML criterion, the a priori probability of b(t)
iepr{b, (t)) for all ue{l,2,A ,U}is not taken into account as it is assumed that all

symbols occur with equal probability. Therefore, (3.4) is simplified to

b,(ty=arg,™ . " p(r(t) | b(t)) 3.7
Q,

Where Q,is defined as before. It is clear, however, that if the a priori

probabilities are equal, so the results of both the MAP and the ML criteria will be the

same. In other words, the optimum multiuser detector searches through all possible

18



combinations in b(¢) and selects only the closest to the received signal r(f)based on the
Euclidean distance.

Euclidean distance can be calculated either at the chip level (3.6) or at the bit
level. The decision rule of the ML multiuser detector with equal a priori information and

using (3.6) can be then written as

t—x(t t—x(t
B [ 2 { Jree-x( ))ll} p[llr( ))ll}

-1 otherwise

For a synchronous DS-CDMA system in AWGN channel, the resulting

complexity of the ML multiuser detector is O(2").

RBF detector. In [28] it was shown that if all of the system parameters are known
{number of uselrs and their spreading codes) then individually optimum multiuser detector
for a synchronous DS-CDMA system can be implemented with a radial basis function
(RBF) network. The RBF detectors output is a linear combination of 2Y with U as the

number of users. Mathematically, the RBF detector output can be expressed as
ZU
S =Y we(r®)-a,0)
=l

Where ¢,;/ € {1,2,A ,2"}is a scalar and radially symmetric non-linear function
(normally a Gaussian kernel function [29]) witha,(f)and w,as the /th centre and /th
weight that optimize some performance criterion. The norm of a vector [ is the
Euclidean distance between the vectors r(f) and a,(¢). For all possible combinations of
the data vector b(t) the noise free received vectors represented as the vector of centers

{a,()};1 e {1,2,A ,2"} . For the RBF detector the decision rule is then given as

19
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b, (t)=sgn[z W, exp[ "r(t) a’(t)" ﬂ (3.9

As w,is substituted by the value of 5 (f) (+1 or -1) associated with the /th centre
a,(t).

This detector can also be applied when the received signal are preprocessed by the
conventional detector, i.e detection at the bit rate. The noise components are neither
correlated with the signal nor other noise components without pre-processing the
received signal. Therefore Euclidean distance is the optimum measure for the chip rate
RBF detector. However, due to pre-processing the noise components becomes correlated
[3, 29] and Euclidean distance measure non-optimum. So, the bit rate RBF detector will

reflect the correlated nature of the noise components by using the Mahalanobis distance

{30] rather than using Euclidean distance.

b.(t) = sgn{zz w, exp[_ (r{t)—a, (r))’\zf"(r(z) —a,(?) )]

Where
V = El(r() - a,())(r() - ,(t))"]

Similarly the ML detector, the complexity of the RBF detector is O(2Y)for an

AWGN channel.

3.1.2 Linear multiuser detectors
A number of reduced complexity detectors based on linear techniques have been
proposed due to the complexity of the optimum detector. By applying a linear

transformation to the output vector of the conventional DS-CDMA detector, this group of

20
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detectors mitigates interferences. In this section we study the two most common linear
detectors, the minimum mean squared error (MMSE) detectors and decorrelator. First, the
decorrelator detector [31-33] is a transformation which applies the inverse of the
correlation matrix leaving the received signal without interference. The drawback of this
detector is noise enhancement. The other detector is the MMSE detector {45-34] which
takes into account the background noise and utilizes the knowledge of the received signal
powers.

The output vector of the conventional detector (bank of U/ matched filters),
equation (3.1) is multiplied by C”

Y(t) = RAb() + z(t) (3.11)

Where Z(¢) is the vector with the correlated noise created by the bank of matched
filters and R is the correlation matrix.
Decorrelator detector. By considering that the correlation matrix R is positive definite
(i.e invertible) and inspection of (3.11) , it is clear that by multiplying both sides of (3.11)
with the inverse of R the users signals in the system can be decoupled. Thus, the soft

decision estimate of the decorrelator detector is

R7'y(£) = Ab() + R7'z(2) (3.12)
b(£) = Ab(£) + 2% (1)

Now z™(f) is a noise vector with zero mean and covariance matrix
v =g?R™ , and b(t) =[b,(0),5,(t),A b, (),] .From (3.12), we can see that the user

u(uth component of b(r)) does not contain interference from other users, therefore, the

MALI is completely canceled by the decorrelator detector. Performance gain is provided

by this detector over the conventional detector. One more significant feature is that it
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does not need to estimate the amplitudes of received users. Moreover the level power of
the users are independent from each other. The decorrelator detector performs the
optimum near-far resistance performance metric. Furthermore the complexity is linear

with the number of users O(U).

More over there are two significant disadvantages of this detector. Firstly, it
causes noise enhancement which can be observed from the term R™'z(¢) in (3.12). It has
been shown in [35] that at the output of the conventional detector, the noise power
associated with the noise term R7'z(¢)is always greater or equal to the noise term. So, it
can occur that if the MAI is weak, the conventional detector will outperform the
decorrelator. It is simply due to the MAI terms is smaller than the noise enhanced term in
(3.12). The second and drawback is the need to invert the matrix R. For synchronous
systems the problem is somewhat simplified to invert a U*U matrix, where detection can
be performed at a bit basis. However, the dimensions of this matrix increase with the
message length for asynchronous systems. The computation required is substantially
increased. This situation cans worst in multipath channels where the paths are treated as
an indusial users. Many suboptimal approaches to implementing the decorrelator detector
have already been presented in literature [36-37].

Minimum mean squared error (MMSE) detector. Just like the decorrelator detector,
the MMSE detector applies a linear transformation to the output of the conventional
detector (3.11). However, as distinct from the decorrelator, the MMSE detector takes into
account utilizes knowledge of the received signal power and background noise. The

MMSE detector makes a balance between the residual interference and the noise

22



enhancement. This transformation is selected to minimize the mean-square crror between

its output and the data, i.e
mig, Efp() -1y ]

Where T is the U*I/ transformation matrix. Thus, the soft decision estimate vector

of the MMSE detector is given as [38]

ko= R+ 472" y(0) 3.13)
The MMSE detector minimises the squared error in presence of noise, and

becomes the decorrelator detector without noise. Its performance is very similar to the
decorrelator, when the SNR is relatively high (o> —0) but MMSE is better at low

SNR’s. Alternatively, if the MAI is small as compared with the noise, the MMSE
detector approaches the conventional detector. For combating ISI for a single-user
channel, the analogy to the MMSE detector is the MMSE linear equalizer [3].

Important drawbacks of this detector are that it requires an estimate of the
received amplitudes and that its performance depends on the power of the interfering
users. In terms of complexity, the MMSE detector faces, like the decorrelator detector,
the problem of implementing matrix inversion. So most of the sub-optimal approaches
are implementing by decorrelator detector are applicable to the MMSE detector.

Moreover, the DS-CDMA receiver structure can be confined to being a finite
impulse response (FIR) filter. Therefore, MMSE detector can also be implemented with a
single-user FIR filter without the need of pre-processing the received signal with the
conventional detector. By supposing the received signal as given in (3.1), the Wiener

filter theory [39, 40] states that the optimal weights for a FIR w, is given by
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o

wlt = ¢r:l rh (3'14)
Where the N*N matrix 4, is the autocorrelation matrix of the input signal r(¢)
suppose that the data is independent from different users, i.e E[b, (t)b, (t)]=0 with

k#u and k,u e {1,2,A ,U} then it can be shown [41] that

¢, = E[r()r’ O]

2 (3.15)
=CPC" +o0°1
Where P = A’is a U*U diagonal matrix with A as defined in (3.1) and C is the

N*U matrix with the codes, and I is the identity matrix with dimensions N*N. The N*!

vector ¢, represents the desired response, i.e @, = P,c, (¢)for the uth user. The soft

ou

estimate of the

For uth user wiener detector output is then given as

b,(t)=w,r(®)
=pc () (CPCT +o*D)7'r(2)

HH

(3.16)

3.1.3 Non-linear multiuser receivers

These detection techniques are generally overcome the problem of complexity,
however, it generates poor performance in the receiver at the presence of high levels of
MALI and/or ISI. This degradation is due fo that, in such scenarios the desired signals are
no longer linearly separable [42)]. Therefore, non-linear detection have to be considered.
Recently, tree search technigue, have been studied extensively. In general, tree search
based sub-optimal detectors provide with the next best performance to the optimum
detector but with a significant reduction in complexity. A number of such detectors have
been proposed for improving performance. These include the following detector

structures mentioned below:
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Pre-selection maximum likelihood (PSML) multiuser detector. It is reduced
complexity ML detector it uses two distinct stages in approximating the ML solution

[431. Figure 3.3 shows the structure of PSML detector.

Initial Stage 2nd Stage B (1)
() Select Sub optimum
" Detector " Metric >

3 ] 1
1 ] ]
\ H '
| : :
; : :
. : :
| : ; i
| First Using ; 1| Search :
| : E
i h '
1 \ '
1 i 1
' H 1
: : :
) ) 1
] ) 1

Figure 3.2: PSML multiuser detector structure.

the PSML detector uses an initial stage to assess the received signal in order to
confine the search to a smaller number of possible combinations. The basic functioning
of the first stage is to make the soft estimates of the interfering users which are used to
provide with a measure of how likely they can be correctly detected. The initial detector
provides with the soft estimates of the users’ symbols & implemented by a linear
detection technique, i.e MMSE, conventional detector or decorrelator detectors. On the
bases on these estimates, a metric of how likely each symbol can be detected correctly is
obtained by using the magnitude of the likelihood ratio |[LLR|. After first stage, a hard

decision is made on those users’ symbols with the highest metrics. On the other way
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around, the symbols with lower |[LLR| values are kept as soft estimates for the second
stage of the detector. Second stage of the detector is the optimum multiuser detector with
reduced complexity as the number of possible combinations has been reduced by the hard
decision made by the first stage. It was shown in [43] that the PSML detector
approximated the ML with less complexity at the expense of small degradation
performance.
M-Algorithm and T-Algorithm detectors. The M or T algorithms [44] are breadth-first
trellis search algorithms. It differ only in the criterion used to discard paths. M-algorithm
instead maintains the M paths of minimum metrics & then a search through ali M
remaining paths is applied to get the soft outputs of the M-algorithm detector. In T-
algorithm, the criterion to discard paths is different. It initially finds the overall best path
of minimum metric and then rejects all paths whose metrics exceed this minimum metric
by more than a threshold T. So the number of paths kept by the T-algorithm is variable.
Greedy detector. The most recent multiuser detector is the greedy detector (GD) which
was proposed in [45]. This algorithm utilises the coefficients of the user’s symbols as
weights in the maximum likelihood metric to indicate the order in which symbols can be
estimated.

On the bases of these coefficients, this detector forms a modified trellis tree with
complexity is lower than that needed for the optimum muitiuser detector. Performance

gain is achieved by the GD with a complexity only of the order of U? logl/ as compared

to the 2 of the optimum multiuser detector.
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3.2 Interference cancellation schemes

Second way of performing MUD is using an interference cancellation. This Type
of detectors can be classified mainly into three categories: parallel interference
cancellation (PIC), successive interference cancellation (SIC) and hybrid interference
cancellation (HIC).

The principle of these schemes is to estimate MAI generated by each user at the
receiver the in order to subtract it.
PIC detector. With known powers and codes of all interfering users, the PIC detector
[33, 46] makes an estimate of MAI for each user and subtracts them in a parallel scheme.
The first bit estimates, 5” (t)for u e {1,2,A ,U} are provided by the output of a bank of
conventional detectors. These estimates are then again spreaded and added to regenerate
the MAI estimates for each of the user.
SIC detector. The SIC detector [32, 33] takes the serial approach for canceling
interference. Initially SIC detector consists of sorting the users’ signals out in the
descending order according to theirs powers, which are estimated by the output of the
conventional detector. The first stage of SIC is to regenerate the transmitted signal of the
strongest user, Then this regenerated signal provides an estimate of the MAI caused by

the strongest user, b, {¢), then it is subtracted from the total received signal r{¢) yielding a
partially cleaned version of the received signal r (¢).If the estimate of user is accurate,

then the remaining users see less MAI in the next stages. So, this new version of the
received signal can used to detect the next strongest user in the system. This process is

continued til all users are detected.
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Hybrid detector. When the group of subtractive interference cancellation schemes
combine certain positive features of the SIC and PIC detector into a hybrid scheme.
Advantage of these schemes is that at the expense of some performance degradation, they
offer hardware reduction & delay over the conventional SIC and PIC. Some examples of
this type of structures are the schemes proposed in [32, 33, 36-37, 47].

3.3 Combined schemes

In Last group of multiuser detectors are those schemes that combine a linear
transformation with subtractive cancellation schemes. Zeroforcing decision-feedback
(ZF-DF} detector, decorrelator/PIC, MMSE/PIC, etc, [32, 33, 37, 46-48] are the
examples of this detection schemes.

In ISI channels [3], ZF-DF detector is an analogous to the decision-feedback
equalisers. It is a linear transformation is performed at an initial stage followed by a form
of SIC detection. SIC operates by making decision and subtracting the interference in a
descending order of the signal strength. This thing is clarify that, the success of any

cancellation scheme relies on the initial data estimates.
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CHAPTER 4

The Genetic Algorithm

4.1 Introduction

Main idea in this Theory of Charles R. Darwin is the survival of the fittest, it is
also known as natural selection. According to the theory, in a population of living things,
better chance to stay alive which is fitter generally. So, they, and their offspring who
inherit their genetic content partially or completely from their parents, have a more
probability to go into next generations, and thus have a more chance to transfer their
genetic material to individuals which will appear in successor generations. Genetic
Algorithms, which is also known as Evolutionary Algorithms, is a well known and

widely accepted local search algorithm, which tries to simulate this theory.

4.2 Concepts Of Genetic Algorithm

Genetic algorithm provides number of potential solutions in parallel. GA initially
creates a population, The population is a set of individuals, from which each has its own
genetic content: chromosome. In GA, this genetic content, which is represented as a
string over a finite alphabet, belongs to a potential solution instance to the problem, and it
is accordingly coded to a problem-specific coding scheme. In the initial population
creation process, the genetic contents of individuals “chromosomes” are generally
produced in a random fashion in order to assure diversity in the initial population. After

that, in process of evolution, individuals and their offspring are transferred to new
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generations & then taking into consideration the quality of their chromosomes, which is
called fitness. Fitness i1s the function which takes an individual as an argument, evaluates
its eligibility as a solution to that problem by examining its genetic content
(chromosome), and assigns a fitness value to the individual as a result. The stronger
fitness value gives to an individual a better chance to be selected for survival or
reproduction.

The individual that exists in the current generation may be selected directly, or it
may be matched with another individual and the resulting offspring may be transferred to
the next generation. The parameter that determines what percentage of the new
generation will be composed of the individuals directly transferred from the previous
generation and what percentage will be composed of newly produced offspring is
Reproduction probability.

At some point GA should stop the simulation of the evolution process. GA may
be terminated after exceeding a predetermined time threshold, after producing a
predetermined number of generations or reaching a desired fitness threshold. GA is
generally terminated when it converges. Convergence occurs when most of the
individuals in a population have very similar genetic properties. In some situations, this
may happen very rapidly so that it becomes impossible to reach to the desired solution.
This problem, which is called premature convergence, is just like to the problem of stuck
on a local maximum that is encountered in local search methods. In order to overcome
the problem of premature convergence, mutation can be employed

While the transfer of genetic contents from parents to offspring, something may

go wrong, and random changes may occur in chromosome. Such changes may also occur
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when an individual is exposed to extreme conditions such as radiation. As a result, the
fitness value of the individual can be degrading. However, this helps to keep diversity in
population and such changes provide very good results in the next generations.

By introducing a mutation probability parameter, in GA the concept of mutation
is employed. Before inserting an individual to the next generation, random changes on its

chromosome is performed according to this probability.
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CHAPTER 5

GA Assisted Multiuser Detection for MC-CDMA

5.1 Introduction

Multi-carrier Code Division Multiple Access (MC-CDMA) is transmission technique,
which is the combination of Orthogonal Frequency Division Multiplexing {OFDM) and
Direct Sequence CDMA (DS-CDMA). In this system we employ spreading sequences in
the frequency domain for spreading each bit instead of applying spreading sequences in
the time domain for spreading each bit. Hence we are capable of achieving frequency

diversity gain at the cost of a reduced spreading gain.

Where multiple users are communicating simultaneously, then there are two types
of detections, one is single user detection and other is multiuser detection. In Single User
Detection (SUD) the single user is the user of interest & rest users data is treated as noise.

Similarly in case of Multiuser Detection (MUD), the rest users data is also consider as

useful information.

5.2 System Model

System considered here consisting of K number of simultaneous user communicating
over Rayleigh fading channel with known channel parameters. Each bit of each user is
being spread independently using different spreading codes, and then independently
modulated over orthogonal frequencies in order to get frequency diversity gain by mean

of maximum ratio combining. Further, codes for each carrier is independent, so for M
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number of multicarriers and a spreading code having N number of chip length the total
spreading gain is MN. The multiusers are detected from MC-CDMA Signal by using
genetic algorithm at receiver end.

The detailed system model is given as under.

5.2.1 Signal Modal

(i) ; ) .
bl —_— Multicarrier Modulation

) i .
b, ‘ /%;
o (D)

p. @ Mutticarrier Modulation

Figure 5.1 The transmitter of MC-CDMA system

We consider an asynchronous MC-CDMA system illustrated in Figure 5.1. In this system
there are K number of users where k 1,2,3.4,.....K. The user data is modulated as

Binary phase shift keying (BPSK). So each user bit has the value either -1 or 1. As

b,"" e {1,-1} is the kth user bit at ith instant & A, is the amplitude of kth user bit. Observe
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in the figure that the bit 5, is spread to M parallel subcarriers heaving frequencies @,

where m = 1, . .., M, then each conveying one of the M number of N-chip spreading

signature sequences ¢, ,(f), where m = 1, . . ., M. Each spreading signature sequence

spans (0, T,) and we have T, /T. = N, where Tb and Tc are the bit duration and chip
duration, respectively. It means that, there are N numbers of chips pre bit or length of
each spreading signature sequence is N. Each of M spreading signatures is mapped to a
different subcarrier. In other words, a single-carrier system occupying the same
bandwidth as the multicarrier system considered would use a spreading signature having
NM chips/ bit, and both of these systems have a processing gain of NM. Hence, the
transmitted symbol of kth user associated with the mth subcarrier at ith instant can be

expressed as:

Sﬁ- " ([) = Akbk“)ck.m (t - lTb )ef”“'m' (5])

where 4, is the amplitude of kth user bit, 4" belongs to (1, -1), k= 1,...., K denotes the
ith transmitted bit of ith user, while the kth user’s signature waveform isc, , (), k=

l,..., K & m=1,..., Mon the mth subcarrier, which has a length of N chips.

Composite signal for kth user at ith instant is given as.

M M )
S.0=>.85"(ty=> 45 %, (t—iT,)e’™ (5.2)

=] m=I

Where S, (¢) is statically independent.
5.2.2 Channel

Each user’s signal §,(f) propagates through an independent, slowly fading, non-

dispersive single-path Rayleigh Fading channel and the fading envelope is statistically
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independent for all the users. Hence, the single —tap narrowband Channel Impulse

Response (CIR) of the kth user on the m subcarrier can be expressed as: ak'mej #n  where
the channel gain(amplitude)a,,, is a Rayleigh distributed random variable, while the
phase ¢, is uniformly distributed between [0,27:].The channel noise is all white

Gaussian (AWGN).As7, is transmission delay associated with kth user. About the

transmission delays we have the following three assumptions.

I, 07, <7, 204 S7, .. ST, <T}
2. 7,=T. where(0<! <N}

3. Delays are known at receiver end.

5.2.3 Receiver
Having described the transmitter and the channel, The received signal for ith user at
instant ‘i’ is given as:

1" () = 8, () ® h(r)
n () = 5,(0) ®fa,, 5 —1,)e”*" +n(t)} (3.3)

) = a,,S{-1, )e "% + noise terms

As we know that from Equation (5.2):

M A .
SO =Y 45, (@t ~iT,)e’™

m=]

So the Ath user’s signal at instant ‘i’ is given as:

- M v ) -— i\
Oy => 4,6 a, ¢t ~iT, —1,)e’™ e 1 noise (5.4

me=l
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The received signal at instant i is.

K M . ) . '
r =33 46, ¢, (t=iT, — 1)’ 4 nois (5.5)

k=1 m=1

The total received signal is

w K M . ) —jé 5 6
r0)= Y33 45 e, ne, ot —iT, = 7,)e"™ e 4 nois: (5.6)
i=—o k=1 m=1
z -
_ — . b,
oK -
| \TI 3. — b,
(%) teatr=1,) _
t ' I ,
— jord X I 1
e b :
E Cpalf—Tp) E
1ty — ! GA Assisted| !
i Multiuser !
i Detection E
; )
| 5 ; Zyaf |
! v i
*.@-—. ic‘_u (t—1,) Z ~
' T -y
e_j(",Mr i'l' K,;\I it bK

Figure 5.2: Schematic of the GA assisted MUD aided MC-CDMA receiver

The received signal associated with m-th carrier is.

w XK . .
r,0)= 3 4b e, ~iT, —7,)" " £ n(0) (5.7

J=—0 k=]
Here K is the number of users supported and n(z) is the Gaussian noise process with a

variance of Ny/2.
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Figure 5.3: Schematic for the mth subcarrier out put from matched filter

For m-th subcarrier the out put of matched filter is given as:

N

7 0=
=2y 2y Za gprversreneenens % S Zyul

As

()T, +1, )
— ~Junt ;
zk,m - ‘[Tb+rk rm (t)e Ck,m(t - ITb - rk )dt

By using Equation 5.7 in Equation 5.9 we will get

i4+) )T+ n) , e t-¢, )
z,, =j(T+ﬁ ZZA b e (—iT, -1 ))e i)y

f=—n j=|

n())e " ¢, (t—iT, — 1, )dt

As it is asynchronous case so the above term for i, i+1 & i-1

(5.8)

(5.9)
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(i} . j(wnrr—¢',m)
ZAb Yo, ¢ . (t~iT, —1,)e" " 4

K
(+h J(@nt—4; )
(i+1)T; 47 ZAjbj ;¢ t—(+0)T, -7,)e ad .
Pl\lli = v[’Tp,+n J=1 4 4 Ck.m(f _ITb -—‘l.'k )dt

K Y
DA (= (DT, — 7))l 4

By simplifying the above term we will get three main terms and noise term.
_ J-(f+l)7j.+q A b () ‘- T . —ibm f— T - )dl‘
Zk,m - T4, Z i a; T aar m( -1 7 )e ck,m( I k
i+ )T 41, (i+1} . — i .
J‘T ZAJb ¢, —iT, =T, —7,)e "¢, (t—iT, -7, )dt

I+!)T;,+Tk (i-1) . _j".m .
j‘T ZA bV, o, ((—iT, +T, —7,)e ""c, (t—iT, ~7, )t

+ NoiseTerm

Now we will simplify all three terms one by one,

Simplification of 1* term is given as under

(i+1 )T 47y (i) i,
Jion Z;Ajbj i@ =iT, =T e e, (1 —iT, — 7, )dt
J:

.M?:

Ab g, e [TV L T, T, ¢
%5 Fim€ - C;mt—iT, =7 ,)c,,(t—iT, — 7, M

I iTy+Ty

It

J

i
'M"

-~
o,

(’-) _j¢.m
Aba; e p,,
Where

T+1 )1, +1, . .
P = [T e, (=T, ~ 7Yt —iT, —7, it

iTy 4Ty
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Simplification of 2" term is given as under

(i+L )T +T, —id. .
[ *ZA bV e (¢~iT, =T, ~7,)e #mc, (t—iT, —7, )dt

(T +7y

(r+|) ‘fﬁj,.. (R2VI L1 .
-ZAb a;..e r ¢ nt—iT, =T, — —T,)e, (0 —iT, —7, )dt

iTh47s

Ifk<j
i=i?;+r‘ {=(1+1)I;,+r,k
G
(=(+DT+7,  (=(+DT,+7
G, |
Yk=j
£=1'Tb+rk {:(i-i—l)i’],+r,r
G
{=(i+1)1},+r]. ‘tL=(i+2)Tb+rJ,
G
if;:i?m ¢, t—iT, =T, =1 )e, (t—iT, -7, )dt =0 Jork<j
fk>j
£=1T,,+q £=(1+1)7},+rk
G
1=(i+1)T,,+rj. fz(i+2)T,,+rj
T

i+l )T, +5 . )
ﬁ.r CJ'.m(t_lTb—Tb_rj)ck_m(t“ITb"rk)ut

i+ Ty

= J.D*_ "cj.’," (et +Ty+1, -t Jdt'=p) . fork>j
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Simplification of 39 term is given as under

{i+] JT+1, K 1) ‘ . '

.[;r,.”‘_ ZI b aj m ;m(t_lr;;"'Tb-rj)e ck.m(t_lTb—rk)dt
-3

i —id. Tl T 41, . .
Abf Doy ;ﬁ,,.,J'( h ¢ n@—iT, +T, —7,)c, ,(t —iT, — 1, Jdt

if+1;

ifk>j
- £=in+T,‘ =(z+I)T+r
| Ck,m |
i=(1—1)71,+rj i:in+rf.
.
If k=
t=il, +7, i.—-(i+1)irj,,+rJE
| Cim |
{:(i—l)];_”j i=th+zj
G
= [ =T, AT, =8 e =i, -7, =0 fork>
K<
{=in+Tk =(l+l)T +7,
| Cea [
{=(1—1)’I;+rj {:iI;H-j
[ G

i+ )T, 47y . .
e N N

= J.Urj ; m (t +T + rk rj)ck,m(t'ﬂt’ fOr‘ k< _]

So after simplification Equation 5.9 becomes.
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(5.10)
=
K . N Ty _;j ' ' .
+ Z[Ajbj(””aj.me_”""‘ L ¢, (Ve '+ T, +7, -7, )dt fork> j
J:
+ ZA b; g e er“ Cim+ T+, —7,)c, ()dt'  fork<j
+ No:se Terms.
Using vector notation, the out put of matched filter at ith instant is given as.
Zm“) = Rm [l:pynrAE['.~E) + Rm [O]WMAE“) + ‘Rl: [ly,m AE(H” + nn (5. 1 1)
Where
4 0 A 0 a, e 0 A 0
4|0 A4 0 M W= 0 a,, e 0 M
M 0 O 0 M 0 O 0
0 A 0 AK 0 A 0 ai(,me—jhﬂ
b py A py 1 0 A O
R [0]= Pn 1 Py Py R [1]= py 1 0 0
M p, O M’ " M p, O
P pxz A Pxs Pra A 1
br+i b:_l
P = pUtH o b?l pu-D — by
’ M
bn-l b;(-l

5.3  Detection

According to equation 5.11, the noise sampling vector nn, can also be expressed as:
- R, [\, 45" - R, [0, 48" - R} I, 45"

Hence, the object function of the optimum ML detector on the mth subcarrier can be

m, =29 (5.12)

expressed as:

(5.13)
(m) e, Yy
J(b™) =arg {b(; ~1).b(i)b(i+1)

Ex,,,i, 1)
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Hence, according to Equation 5.13, the GA’s objective metric for the mth subcarrier,
which has to maximize, can expressed as:

2

o (6™ = exp{-|

Zm”) - Rm [I]WmAEU_n - Rm [OPVmAE“) - R:; [1 HIAE(E-H) } (5 14)

Where |- || denotes the Eucledian norm of a complex quantity expressed for the arbitrary

variable v = a + jb as ”v" =a® +b* .

Therefore, when combining the signals of the M subcarriers, the modified

objective function becomes:

M
Jb(f') = J(nr) bm
") Z (b) 5.45)

~ewpl-3 ’}

2.~ R, AP - R, OW A5 - R, A5

Therefore for achieving the optimum performance, we have to maximize the metric  of
Equation 5.15. More explicitly, the optimum decision concerning the vector b will
maximize the correlation matrix in above equation provided that b" & b%™*" perfectly
known to receiver. However, in practice the receiver is oblivious of b“*" during the
detection of b'? | unless these are estimate based on pilot bite or training bits. Further
more b’ is never perfectly known by the receiver as a consequence of channel errors.
Hence we have to invoke the appropriate strategies for finding the responsible choices of
%" b?, b ) for maximization of equation 5.15.

For initializing GA, we simply start from received K-bit vector from Maximum
Ratio Combining (MRC) output. Which will devise our b**" vector. Now the previous
K-bit vector b* can be taken simply by a random bits pattern. Further the first population
is subject to mutation in the b“*" vector. Which can as a whole produce 2¥ number of K-

bit vectors (mutated versions of received vector) but we shall take according to affordable
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complexity, that will be designated as first generation of GA. Once the machinery has
been started we are no more away from the results.

Now the first generation is ready for the fitness evaluation, after that we shall sort
them out with respect to their fitness value. Now for further generations we will arrange
crossovers among the mating pool of first generation. As a result of these crossovers we
obtained offsprings, now arranging all with respect to their fitness value and second
generation is obtained. The poor chromosomes will diminish from the pool. The process
will continue until some criteria are met. After that the highest fitness chromosome will
be designated as the most probable sent or detected vector.

The detail flow chart for GA assisted detection is given as under.

¥ - 0
|
Initialization
b . (0)= MUTATIOND .- ]

i
Fitness Valwe
Evaluation

l

y=1

Decision

Taken

IE] Create Maiing Pool
|

Crossover

|

Fiiness Value
Evaluation

|

Elitism: > ¥=y+l

Figure 5.4: A flowchart depicting the structure of a genetic algorithm assisted MUD in
the context of the asynchronous MC-CDMA base station receive.
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5.4 Simulation Results

The basic parameters of GA used in our simulations are listed below in the table.

Parameters Value
Modulation Scheme BPSK
Spreading Code WALSH codes
Number of subcarriers M 4

Length of subcarrier spreading signature ¥ WALSH=16
Total spreading gain N M 64

GA’s selection method

Fitness-proportionate

GA’s mutation method

Standard binary mutation

GA's crossover method

Crossover single and multipoint

GA’s mutation probability 0.1
GA’s crossover probability 1
Elitism Yes
Incest Prevention

Table 5.1: The basic simulation parameters used by the GA assisted MUD aided MC-

CDMA system




Here various results are shown in figures below, namely the figure 5.5 reveals the
fact that with increase in SNR and affordable complexity we can achieve desired level of
BER. In figure 5.6 this fact is further verified where we the complexity is extended up to
800 while the complexity of optimum is 1024, and results are even considerable, since
107 is a good BER. Also we can achieve single user bound with increase in SNR and
complexity affordable.

Now by extending number of users to 15 we can see that we need even more
complexity to achieve the same results. Here we can see that for 1600 complexity we can
get a significant BER. In figure 5.6 we have examined the BER under GA with K=20
number of supporting users. We increased complexity up to 2100 which is still far less
than the actually optimum complexity and we obtained a significant reduction in BER but
with high SNR.

In short, we can achieve the single user bound by

¢ Increasing the affordable complexity which is product of population size P and
number of generations Y
e Increasing SNR
But the benefit we are achieving by elegance of GA, we still need very small fraction of
complexity compare to ML detector. It is about 525 times less than that of optimum

comptlexity. This is shown in the figure 5.9 that with increasing number of supporting

K

users, complexity is reduced and complexity reduction factor is increased. Further

better results can be obtained by different variations of GA.
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Fig 5.5: BER performance is demonstrated using Walsh Codes with various
complexities, 200-500 with number of users K=10.

0 K=10

BER

—— Single User
—&— P=20 Y=20 (400)
—+—— P=20 Y=40 (800)
~——P=20 Y=30 (5600)

1 1 1 1 .
1] 2 4 B8 8 10 12 14 16 18 20
EbMa (dB}

Fig5.6:BER performance is demonstrated using Walsh Codes with increasing complexity
up to 800, with number of users K=10.
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Fig 5.7. BER performance is demonstrated using Walsh Codes with various complexities,
800 and 1600 with number of users K=15.
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Fig 5.8:BER performance is demonstrated using Walsh Codes with various complexities,
1200-2100 with number of users K=20.
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Conclusions

Summary

In conclusion, the GA assisted MUD is capable of significantly reducing the detection
complexity in comparison with optimum MUD, especially when the number of users
supported is higher than K=15. Population size plays a key role in decreasing the BER
instead of number of generations. Further this reduction in complexity is as large as it is
about-525 times less than that of optimum one for K=20 and this factor goes even high
for high number of users. Since in practical situations number of supported users is

significantly high then this scheme plays elegant role.

This discussion further can be extended to sufficiently large number of users,
change in crossover and mutation techniques as given in chapter 4; may vary the results
in a positive direction and with further low complexity. This was done using Walsh codes
the orthogonal in nature; scheme can be verified for non orthogonal codes like Kasami
and Gold sequences. This all was done in an un-coded fashion, further this work can be
carried out with channel coding schemes like turbo codes, space time block codes with

different transceivers. Different diversity schemes can also be employed.
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