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ABSTRACT

The basic objective of this study is to estimate the money demand function (M1, M2) and
money supply function (M1, M2), by two stage least square (2SLS) and three stage least square
(35LS) techniques for Pakistan using annually time series data from 1961 to 2013. In this study
we compare the results of both techniques, and found that results obtained from (2SLS) are
unbiased and consistent but not efficient, and the results obtained by (3SLS) procedure are not
only unbiased, and consistent, but also efficient. The Augmented Dickey-Fuller test results
shows that all the variables used in our simultancous equation model are not stationary at their
level, but stationary at 1* difference, The Co-Integration test results also reveal that there is long
run relationship between all the variables; it means that all the variables have same integrity
level, The Hausman test ts used to check the simultaneity problem in our model, and found the
simultaneity between money demand and interest rate. The order condition and rank condition
indicates that both the equations are over identified. (2SLS) estimates for money demand (M1)
reveals that real money demand is positively affected by real GDP and negatively associated
with interest rate and exchange rate (PAK/USD). The real money supply is positively associated
with interest rate and negatively impacted by output gap and inflation gap. The DW statistics for
moncy demand function i1s 0.57 and 0.39 for money supply equation, which is proving the serial
correlation problem in both equations. Again we estimates the money demand function and
money supply function for {M2), and found the same expected results, real money demand and
real GDP has positive relation, but real money demand has negative effect on interest rate and
nominal effective exchange rate (NEER). The real money supply shows the positive effect with
interest rate and negative effect with inflation gap and output gap. To remove the problem serial

correlation within the equations we regress the money demand and money supply on their own

vii




lags. After that LM test clarifies that there is no more autocorrelation problem. But still there is a
problem; the residuals of both the equations are strongly correlated to each other, which make
the results inetficient. Now we estimates the parameters of our mode] using (3SLS) technique,
the money demand function and money supply function for (M1, M2) have the same relation and
expected signs, which is not surprising for us, but there is lot of difference in coefficients. The
one notable thing in (3SLS) estimates is that, the residuals of both the equations are not

correlated to each other. So the results obtained by (3SLS) are more efficient.

Keywords: Money Demand, Money Supply, 2SLS, 3SLS, Pakistan.
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Chapter 1

INTRODUCTION

To study abour the relation of money demand and its determinants is a prime issue
since (he stubility of money demand function is helpful to make an effective monetary policy.
The money demand function helps to ascertain the liquidity needs of the economy (Handa,
2009). Goldfeld (1994) noted that the relationship between money demand and its main
determinants is very important to build macroeconomic theories, and is very crucial

component Lo conduct monetary policy.

According to the studies of (Siklos, Barton and Latdler, 2001) the money demand
function is important for effective monetary policy formulation and implementation,
irrespective of whether the focus is on developing or developed countries. Among others only

constder money demand funetion for developed countries.

The money stock in an economy Is determined by the interaction of forces money
demand and moncy supply Najam us Saqib (1986). But unfortunately, a lot of empirical work
in Pakistan has been done only to pertain the separate estimations of demand and supply
functions. For example, Abe et al, Akhtar have estimated only money demand function, using
alternative approaches. The supply side effectiveness on money stock is ignored in these

studjes.

But Monctary economics provides one of the important teols, that is monetary policy,
ta denl with the macroeconomic problems of the economy. It is concerned with the supply of

money i the demand for money.  The effectiveness of the monetary policy, however,
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depends on the shape and stability of the estimated demand for money function Abdul

Qayyum (2000).

Gross domestic product (GDP), interest rate and other macroeconomic variables are
valuable indicators to estimate the money demand function. However quantity of money
demand and interest rate are simultaneously obtained through the interaction of money
demand and money supply. A single equation method gives unbiased and inconsistent
estimates but 3 SLS technigque can be a helpful to find efficient estimates, A. M. M. Jamal,

Yu Hsing (2011)in U. S. Al

However money demand and money supply dynamics determines interest rates, which
consequently impact a country’s monetary policy objectives. Because of the premium placed
on stable money demand, adequately estimating it makes it easier for policy makers to predict
the impact of monetary policy on various macroeconomic aggregates sach as inflation, output

and interest rates Cziraky D, Gillman M, (2006} and Mishkin FS, (2007).

It is clear evidence that demand for money is affected not only by changes in domestic
variables such as permanent income, domestic interest rate and price expectations but also by
fluctuations in exchange rate expectations and foreign interest rates and domestic monetary
policy is fairly ineffective ( Arango and Nadiri 1981).When their exist a relationship between
money demand and foreign exchange rate, and traditional variables are added, the impact of

foreign exchange rate on money demand function cannot be ignored Mundell, (1963).

As Stability of money demand is essential to make monetary and fiscal policy (Ahmed
and Islam 2007) and the determination of the factors which affect the money demand e.g.
income (v}, Interest rate (r), Inflation (AP) and Exchange Rate (e) etc. These factors has
affect on long run money demand as well as on short run dynamic adjustment of actual

money balances to the desired level (Iqbal & Saghir, 2008).

At
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However Chow (1966) investigated the determinants of long run and short run money
demand. His model differentiate between a long run equilibrium and short run adjustment
mechanism that relates to the change in money supply to the difference between desired (or
equilibrium) and actual money holding. The results by Yu Hsing and M.M.Jamal, (2013} in
Canada, lower the Treasury bill rate, has higher real GDP or a depreciation of the dollar
would increase real money demand and that a higher Treasury bill rate, a decreased inflation

gap, or a decreased output gap would increase reat money demand.

S.S8.Poloz, (1980) examined the interesting issue of simultaneity with respect to the
demand for money arguing (correctly) that different economic environments may call forth
different monetary policy instruments, assuming that his model and its error structure would
remain constant under different policy regimes. While according to A.W Gregory and
M.McAleer, (1981), that the direction and magnitude of bias, where it does occur are

empirical,

ql
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1.1. Objectives of the study

Objectives of my study are as follows,

1. The problem of identification and choice of econometric methods.

2. Over identification, and Two Stage-Least Square (2SLS) technique, for unbiased and

consistent estimates, but may be inefficient.

3. Three Stage-Least Square (3SLS) technique to make results unbiased, consistent and

efficient.

4. How we can make stable money demand and money supply in Pakistan. ( MD = MS)




Chapter 2

REVIEW OF LITRATURE

M. Ishaq.Nadiri (1976) studied about Demand for money in open economies. He took
quarterty postwar data for Canada, U.S, Germany, and UK to estimate his model covering
period 1960 to 1975, Because of endogeniety in the model he used two stage-least square
(2SLS) methods to find parameters. In his study, he concluded that real cash balances
affected not only by changes in domestic variables such as income, domestic interest rate, and

price expectation but also by {luctuations in exchange rate, and foreign interest rate,

Nujnm-us-Saqib and Ather Magsood Ahmed, (1986) worked on to estimate money
demand and money supply functions for Pakistan using simultaneous equation approach.
They took the dependent variable real money demand and independent variables as real
income (VY and interest rate (). On other side money supply equation contained explanatory
variables monetary base (MB) and ratio of cunency to demand deposit (cc/dd). The data used
in this sty covered the period from (1959-60 to 1983-84). The ordinary least square (OLS)
and 2 stiye-least square (2S1.S) procedures were applied on both equations money demand
and moncy supply and results oblained from these two procedures were compared. Both the
findines rovealed that there is big diflerence in estimates, which suggest that bias introduce
by OL.8 connot be ignored. The analysis clearly showed that for forecasting simultaneous
equation madel performs significantly better as compared to single equation model. From

their findings it is concluded that (SEM) have improvement over (OLS).

MOFESSOR: DR, LOOMIS, (2006) analyzed the demand for money in Kenya
and the ceonomic implications of money. In his paper he discussed the specification of the

monev Jerwnd function as applied to Kenya. The data for each variable was annual time
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series data from 1965 to 2005 fairly ideal sample size. A two stage least square method is
used because of the problem of endogeniety and various estimation techniques coupled with
forecasting methods such as exponential smoething and variable forecasts are applied to the
model. According to his analysis estimators for the scale variable real national income were
positive and statistically significant. On the other hand, the estimator on nominal interest rate
was found to be negative as theory predicts albeit not statistically significant in any of tests.
The analysis also produced a 10 year ahead forecast from 2006-2015. He also found that as
expected, national income positively influences the level of money demanded in the economy
whereas nominal rates negatively impact money demand. This knowledge is useful in making
appropriate monetary and fiscal policies. These include decreasing unemployment, stabilizing

prices and overall economic development.

Q. A. Samad and H. U. Ahmed (2007) considered a simultaneous model that
represents interrelationship between nominal money and real output The OLS and 28LS
estimation methods had been used to obtain the parameters of the model. According to their
analysis the estimaled real output has shown positive and significant relationship for nominal
narrow money. However, the price level of agricultural products shows negative and
insignificant effect. The study concluded that in order to develop the stable monetary policy
and fiscal policy the wholesale price index of agricultural products, exchange rate, investment

volume, the ratio of ODA loan for project development need proper care.

A very short study in Vietnam cn money demand function occurred by NGUYEN
Huyen Din, and Wade Donald PFAU (2009). They investigated the money demand
function in Vietnam from the period (1999} to (2009) by using the co-integration analysis and

reduced form short run ¢rror correction model (ECM). They found the co-integration relation
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between the money demand, income, foreign interest rate, and stock exchange. Moreover

they conclude that money demand in Vietnam was stable in the period (1999-2009).

An empirical analysis of money demand function in Nepal, (2010) studied by
Birendra Bahadur Budha. This paper used the annual data of Nepal, for empirical analysis
over the period of physical year 1997/1998 to 2009/2010. The data included narrow money
(M1) and broad money (M2) as dependent variable, interest rate and real GDP used as scale
variable. In his study of money demand function, he found the long run relationship between
real money demands (M1, M2) and its determinants interest rate and real GDP using Johnson
Co-integration test. The vector error comrection model (VECM) also proved the short run
relationship between the real money balances and its determinants. Furthermore he concludes
that “the velocity of (M2) was observed more stable as compared to (M1). It simply means

the Reserve Bank of Nepal (RBN) should focused on (M2) for policy purpose.

A.AM. Jamal and Yu Hsing, (2011) estimated the money demand and money
supply Functions simultaneously in United State, taking quarterly data from 1974.Q4 to
2010:Q2. They found the effects of explanatory variables interest rate (r), income (Y), and
exchange rate (EX), on money demand, and money supply equation included the independent
variables interest rate, inflation gap (IG), and output gap (YG). Both the equations money
demand and money supply estimated using 3 stage-least square techniques (3SLS). The
results showed that all coefficients had expected signs and significant at 1% level of
significance. In money demand equation a high R? indicate 94% variation explained by three
variables in which GDP (Y) has stronger relation with money demand as compared to other
variables. On the other side in money supply function the real money supply is positively
affected by interest rate and negatively affected by inflation gap and output gap. In money
supply equation (R?=.72) was low as compared to money demand function. From their

analysis on money demand and money supply they conclude that real money supply is more
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sensilive to output gap than inflation gap. The estimated results have important implications
for conducting macroeconomic policies. Since quantity of money demand is useful for

predicting (GDP) and macroeconomic variables.

Ahsan Khan (2012) worked on demand for money in Pakistan. He investigated

the long run and short run determinants of money demand (M2) in Pakistan covering the
period (1973-2010). Actually two statistical techniques were used in this paper 1* one is
autoregressive distributive lag model (ARDL) and 2™ is error correction model (ECM), and
their comparison was made. The analysis report indicates that “in long run the determinants
interest rate, inflation rate, real income and exchange rate have significant effect on money
demand (M2)"” in Pakistan. The real income andhinﬂation rate has positive effect on real
money demand, but the interest rate and nominal exchange rate have negative impact on real
money demand. Furthermore, he found that “the (ARDL) model is more appropriate in

stabilizing the money demand function as compared to (ECM).

An empirical investigation in Gambia (2012) done by Kebba Jammeh. He studied

long and short run money demand and its stability in Gambia using quarterly time series data
from 1% quarter 1993 to 4% quarter 2008. The Johnson co-integration test showed a long run
relationship between money demand and its determinants. Moreover in long run, the money
demand had significant effect with its determinants but in short run there was not a
significant relationship between money demand and its determinants. By his study we also
knew that money can be considered as luxury in Gambia. Furthermore, the error correction
model (ECM) showed that in long run the determinants of money demand have the

importance, but in short run these are not significant drivers.

The same technique is used by the same author Yu Hsing and Abel M. M. Jamal,

(2013) to examine the money demand function and the money supply function for Canada

T
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simultaneously. Covering the period from 1968:Q1 to 2011:Q4. The three-stage least squares
method was used in estimating regression parameters. Major findings were that a lower
interest rate has higher real GDP or depreciation in Canadian dollar would increase real
money demand and that a higher interest rate, a decreased inflation gap, or a decreased output
gap would increase real money supply. They analyzed three policies from their study. First,
in estimating the money demand function, the money supply function should not be treated as
exogenous and assumed to be unresponsive to the interest rate. Second, a change in the policy
rate and other related interest rates in response to inflation targeting are expected to affect
real money supply. Third, while the inflation gap is a major variable in the money supply

function, the output gap is also significant in affecting monetary policy.

In (2014) again A.M.M.Jamal and Yu Hsing published another paper, about the

money demand and money supply of Australia. They used the same technique three stage-
least square (3SLS) to find the empirical relations between the variables. They found that
money demand was positively associated with Real GDP and Nominal Effective Exchange
Rate, but negatively impacted by interest rate. The money supply positively affected by
interest rate, and negatively associated with inflation gap and output gap. At the end they
suggested that the Federal Reserve Bank reduce money supply if the inflation gap or output

£4p increase.




Chapter 3

RESEARCH METHODOLOGY

3.1. Source of Data

The data used in this study was obtained from the appendixes of International
Financial Statistics (IFS) of Pakistan, and World Development [ndicators {WDI}. The annual
data is used, which covered the period from 1961 to 2013 both inclusive, giving the total of
54 observations. The variables used in this study are real money demand (M1, M2) and real
money supply (M1, M2), nominal interest rate, real GDP, exchange rate (PAK/USD), and
the nominal effective exchange rate (NEER) is also used as exchange rate, inflation gap and

output gap.
3.2. Description of variables

3.2-1 Narrow money (M1)
This i3 a category of money. which includes all physical money like currency and
coins along with demand deposits and other liquid assets held by the Central Bank. We can

say “the money which is easily convertible into cash”.

3.2-2 Broad Money (M2)
It is type of money which includes M1 plus short-term time deposits in banks and 24-
hour money market funds. Usually, time deposits are much larger than both currency in

circulation and demand deposits.

3.2-3 Real money demand
Real money balances expresses the quantity of money in terms of the quantity of

goods and services, it can buy. This amount M/P is called real money balance. The demand

10
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for real money means to desire holding of money. In this study the real money demand is
calculated by CPI (2005=100). Data source of money demand (M1, M2) is (WDI) and unit of

data is local currency. We will denote this variable in our mode] as (M4).

3.2-4 Gross Domestic Product (GDP)
Gross domestic product (GDP) is the market value of all officially recognized final
goods and services produced within an economy in a year, or other given specific period of

time.

3.2-5 Real GDP

According to the economists the real GDP is the value of goods and services
measured using a constant set of prices. Here GDP which i1s calculated by expenditure
approach without making any deductions of natural resources. Real GDP is calculated by CPI
(2005=100) i.e. Y/P. data source is (WDI) and GDP unit is local currency unit. The

denotation of this variable in model is (Y)

3.2-6 Interest rate

An interest rate is the rate at which interest is paid by a borrower (debtor) for the use
of money that they borrow from a lender (creditor). Here unit of interest rate is measured in
percentage. There are so many types of interest rate; in our study we use discount rate. The
data source of discount rate is State Bank of Pakistan (SBP). In model this variable will be

denoted by (R).

3.2-7 Exchange rate

The price of a nation’s currency in terms of another currency, or we can say the Rate
at which one currency may be converted into another. There are a wide variety of factors
which influence the exchange rate, such as interest rates, inflation, and the state of politics

and the economy in each country. Here in our study, we will check the effect of exchange

11
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rate on money demand (M1, M2). The exchange rate is used in model (PAK/USD). The data

source is international financial statistics (IFS).

3.2-8 Nominal effective exchange rate (NEER)

The NEER represents the relative value of a home country's currency compared to the other
major currencies being traded e.g. (U.S. dollar, Japanese yen, euro, etc.). Data source is (IFS).
In Pakistan the Nominal Effective Exchange Rate (NEER} is calculated using geometric

mean as an average.
i

exp[i W, ]n(If)]
i=l

NEER =

Where;
1= exchange rate index of US dollar per currency of compiling economy (Pakistan)
1; = exchange rate index of US dollar per currency of trading partner’s currency
W: = trade weights for the countries
N = number of trading partner countries
3.2-9 Output gap
The output gap is the difference between actual GDP and potential GDP. The

calculation for the output gap is Y-Y* divided by Y* where Y is actual output and Y* is

potential output. (YG) is denotation in the model.

VG = actual{GDP)— potential(GDF)
potential(GDP)

3.2-10 Potential GDP

Potential GDP is a measure of the real value of the services and goods that can be
produced when a country's factors of production are fully employed. 1t is also known as
production capacity of an economy. This potential output is generally higher than the GDP,
of a country. The data of potential GDP commonly not available, so it can be calculate. Here

we use hodrick-prescot filter method to find potential GDP.

12
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3.2-11 Inflation gap

An inflation gap is the difference between the actual inflation rate and the target
inflation rate. By Taylor rule (1993) the target inflation rate should be 2%. After taking the
difference of actual and target inflation rate we can get the inflation gap. Inflation rate unit is

percentage and data source is (WDI). This variable is denoted by (1G).

3.3. Model specification

Money demand function:

log(M ) =aq +a, log(R, )+ o, log(Y)) + &, log(EX ) +u,, 1)
Money supply function:
log(M) = B, + B log(R,} + B,(YG,) + B, ([G,) +u,, )
In equilibrium, we have
M = M? 3
Where,
M9 = real demand for money (M1, M2)
M = real money supply (M1, M2)
R = Interest Rate
Y = real gross domestic product (GDP)
EX = Nominal Effective Exchange Rate (NEER)
YG = output gap,

IG = inflation gap.

13
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t = time subscript.

In our mode!, we take all the variables in log form except two variables inflation gap (IG) and

output gap (YG).
3.4. Simultaneity problem

There is a strong assumption of least square method to a single equation that
explanatory variables are truly exogenous, or we can say that there is only one way causation
between dependent variable and explanatory variables. If this assumption is not fulfilled we
say that there is simultaneity problem or two way causation between dependent variable and

independent variable. The same problem we are facing in our model.

The model is given equation (1), (2) and (3) as below
log(M ) =a, +a,log(R)+a, log(¥,) + a, log(EX,) + u,,
log(M; )= B, + B, log(R )+ B.YG, + B,IG, +u,,
M =M

Here real money demand (MY) and rea! money supply (M) are explained as
dependent variables and R, Y, EX, YG, and IG are explained as independent variables. By
theory except interest rate (R) all the variables are considered as exogenous variables but
interest rate (R) i1s not exogenous variable because there is two way causation between
interest rate (R) and real money demand (M9), so we can say there is simultaneity problem as
M? = f(R) but also R = f(M9). the assumption of truly exogenous is not fulfilled here, so we
are not allowed to single equation model for the description of variables between MY and R.
because if we run the OLS (ordinary least square) regression on the above models the results

would be biased and inconsistent due to the problem of simultaneity.
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3.4-1 Simultaneity test

The above description about the model only based on the econometric theory, now we

statistically proved whether there exist simultaneity problem or not. For this purpose we use

Hausman test.
3.4-2 Hausman test

As mentioned above that Hausman test is used to check the simultaneity problem, the

Hausman test contained two steps.

I. Regress the endogenous variable (R) on all the explanatory variables Y, EX, YG, and
IG to obtain the residuals ¢
2. Regress the (MY) on estimated (R) and estimated residual v. and perform t-test on the

coefficient of estimated residual.
1! step:

Putting both equations (1) and (2) in equation (3).

a, +a, Jog(R)+a, log(Y) +a; log(EX ) +u, = f,+010g(R)+ B,YG, + B,1G, +u,,

(O-'n - ﬂl)log(R:) = (ﬁo 'ao)+ BYG, —a,log(Y,}+ B,IG, —a, log( EX ) +u,, —u,

Bo —a, #, @, B, a, Uy — iy,
log(R,} = + YG, - log(Y,)+ ——IG, - ———log( EX )+ ———
a-p a-p a, - B a, - p, a, - B a - B

We can write this equation as

fog(R) =, +] 1 YG, +] ], log@) +]],1G, +]] log(EX,) +v, 4

Where,
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4.2)

(4.3)

4.4y

“.5)

(4.6)

Here we get reduced form equation in which (R) is used as endogenous variable at left

hand side and Y, EX, YG, and IG are used as explanatory variables on right hand side. Now

applying the OLS (ordinary least square) method on equation (4) we get the residuals.

There is no need 1o discuss the results of OLS estimates because we just run

regression on equation (4) to obtain the residuals of the equation. So we can write from

equation (4).

Using equation (5) we can find the R: (R-hat) and © (v-hat) alternatively as

log(R,) =R, +9,

R, = log(R,)-¥,

¥, = log(R,)~ R,

[l

(%)

(6)
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2" step:

Now putting the equation (5) in equation (1) and (2) we get the concerned equations as

follows.
log(M‘y=a, +@, (ﬁ, a7, )+ a, log(Y,) + a, log(EX ) +u,
log(M) = B, + AR, +9, }+ B,YG, + a,1G, +u,,
Let o1 =3&and P =3, hered is considered as special coefficient of error term.

These are our concerned two equations on which we will apply Hausman test to verify the

problem of simultaneity.

log(M‘y=a, +a,R, + &, +a, log(Y,} +a, log(EX,) +u, ()

log(M )= f, + Bk, + &, + B,YG, + B,IG, +u, )

If the coefficient of residual term ( U¢) for equation (8) & (9) would be significant we reject

the null hypothesis Ho means that there will be simultaneity.

3.5. Effects of simultaneity problem in our model

It is proved from the above discussion that there is joint dependence between real
money demand (M?) and nominal interest rate (R). Here we can say (R) is random variable
which is not independent of error term; it means there is correlation between interest rate and
error term. But the OLS assumption is that the explanatory variables should be independent
with error term, which is not fulfilling in our model. If we apply OLS on our model in
presence of simultaneity between two variables our results would be biased and inconsistent.
Now we prove mathematically how can be our results biased and inconsistent.

We have 1o prove that
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Cov(R,,u, ) # 0 (10)

By definition
Cov(R, ,uy) = Elfu,, — E(u,, )R, - E(R)}] (10.1)
As we know that
E(u,)=0
So
Cow(R,,u,,) = Elu, R —u, E(R)] (10.2)

By equating both the equations (1) and (2), from our model.

a, +a, log(R)+a,log(Y ) +a,log(EX,) +u, =, + B log(R, )} + B,YG, + B,IG, +u,,

(@, - B, )og(R) = (B, -, )+ B,YG, —a, 1og(Y,) + B,IG, — a1, Yog(EX,) +u, —u,

B -a, B, @, Jil a, Uy, ~
log(R } = + YG, - log(¥, )} + IG, - log(EX )+ —2——t
8 ) @, _)G] Q, -ﬂl r a -ﬁl g( ) a, _ﬂl ‘ a, _ﬁl g( ') a, "ﬁl

Taking expectation

By B &, B a, Uy — Uy, :
E(logR,)= E‘: 2 + YG, - ——log(¥, )+ 1G, - log(EX,)+—=—7™
a-p a-p a, - B a - B a, - ! a, — B

Bzt y Lo yG-—togh + P 1G, - —B—iog X, +
E(logR,)= o-p o-p5 a - p a - B e, - p
a - p

As, E(uy}=0 and E(u)=0
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E(IogR,)=ﬁ“_a°+ b YG, -—22_log¥, + b 16, -—22 _1ogEX,
a -B  a-p a - p @ - p a, - B

Now putting log (R;) and E (logR¢} in equation (10.2)

B, a, B, a,
+ YG, ———log¥, + IG, - log £EX
a-p a-p ‘ a, ~ B I & - B ' a -8 ‘

~-E uz,{ﬁ“_a“ B YG, - % log¥, + b, IG,--E-"——-logEX,”
a-B8 a-p5 a, - f @ — B o~ b

U, Bo—ao+ B,YG, —a,log?, + B,1G, - a, 08 EX, +u,y, —u,, ~ B,
cov(R, ,u, ) = £l ——
a, - B |+a, - £,YG, +a,log¥, - 8,IG, +a,log EX,

By simplifying

a I

cov(R, ’uZ{) = E[ ut {“zr — U, }:!

2
cov(R ,u, )= Lla)

o - B

2

So  coviRu,)=—>"“_ 20 (biased)

| 1
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Since the application of Ordinary Least Square (OLS), to an equation belonging to a
simultaneous equation or the presence of simultaneity problem yields biased and inconsistent
results.

Now the problem is that what we should do to find good estimates which are unbiased
and consistent. The obvious solution is to apply other method of estimation, which gives
better estimates of our concerned parameters. There are so many methods which can be used

under this situation. But here in our study we use following two methods.

1. Two stage least square method (2SLS)

2. Three stage least square method (3SLS)

These two techniques can be used to obtain unbiased and consistent estimates of our
model. But these methods also have some requirements, which are identification of the
model. Now we check the identification of our model, whether the model is identified or
under identified. If identified whether it's vxactly identified or over identified. Afier that we
shall be able to choose a suitable technique for our model. If the model exactly identified then
indirect least square method {ILS) would be best to find good estimators, but if model is over

identified we will chose two stage least square (2SLS) and three stage least square

techniques.

3.6. Over identification by reduced form
Now by equating equations (1) and (2)
ay+a logR, +a,logY, +a;logEX, +u, = B, + B logR, + B,YG + B,IG, +u,,
(@, - B NogR, =(B, -a,)+ B,YG, -, log¥, + B,IG, -, Wg EX, +u,, —u,,

)80 -y + ﬁ: YG’ - Q, ]0[!}: + ﬁ3 IG, - a, lOgM‘ + Wy — U,
a-p a-f a - B a, - p, - B a, - B

logR, =

We can write this equation as
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log(R) = [.,+I'L.YG + [T, los(¥,) + [, 1G, + [1,,lo8(EX,) +¥, Qan

Putting equation (11)in (1)

_ﬂl

+a,logt, +a,logEX, +u,

logM ¢ =ao+a][ﬁ° —% Py
a

Iong :alﬁo"aoﬁ| aﬁz YG, +

lﬁ! IG a!ﬂl log}r

log¥ +—P 16, -—% 1ogEX,+“"_““]

o)
a, - p @, - B a, - B a - B

Sﬁl logEX +au2a‘ ﬁl l¢

—)81 ﬁl

-8 a - B a, - B ‘ a, - B,

logMy=TL,+] L, YG, +1 [,,1G. +] [ ,les?, +] ], log EX, +v, (12)

Equations (11) and (12) are reduced form equations, where

_ ﬂo—ao

l_[lu_ a, _ﬁl (lll)
__b

l_ln_ a, - B, (11.2)

(11.3)
I1..= afﬁ. (11.4)
[1.=- afﬁ] (11.5)
)=t

a - f (11.6)

a

afy - B
l—[” a =B (12.1)
_ a,f,
IL=7"% 122

l‘[ - a, By
2 -8

(12.3)
_ a,p
IL Py 126
__&B
]._[24 a - B, (12.5)
a “z: ﬂluif
v, =
o - B (12.6)
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The money demand function (1) and money supply function (2) contained eight
structural coefficients, but there are ten equations to estimate them. The ten reduced form
coefficients are given above. So it is clear that numbers of equations are greater than the

number of parameters. So unique estimation of our model is not possible, which can be

shown easily.

From the above reduced form coefficients we can obtain the coefficient of interest rate (@) as

l—_[n = ab, .a-p

&, = (12.1.1)
l_[“ a, - f, i

And similarly a) may be calculated as follows

@ = sz - ap, « & -5
I1. o~5 B (12.1.2)

So we can see here that there are two estimates of interest rate coefficient (oi) in money

demand function. Therefore the money demand equation is over-identified.

Now substituting equation (11) into (2)

s B, -« B, a By ay Uy — iy
logM} =p +ﬁ{ 0 4 YG, -—2—log? + iG, - log EX, + =+—+
° I a -5 a-p5 a -8 a, - b a, - B, a -5

+5,YG, + BIG, +u,,

lOgM!-'i:a]ﬁo—auﬁl_r auﬂz YG, + -‘1|ﬁ3 IG,—az—ﬂlogl’,—a’—mmg&!{ﬁa'"""’3'"“
a —f a, - B, a, -5, a, -, a, - B, a, -,

logM, )= [, +[ I, Y6, +[1,,76, +T 1, loe¥, + ], leg EX, +v, (13)
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Here again in money supply equation (o) can be calculated by two ways, so money supply

function is also over-identified.

There are two estimates for coefficient of interest rate (R) in supply function and there is no
guarantee that these two estimates will be same. So here we can conclude that indirect least
square (ILS) approach is not appropriate. As we noted from above discussion that our model
is identified, now we consider an altemative approach which is less time consuming method

of determining whether an equation in simultuneous equation mode! is identified.

3.7. Identification

A model of equations will be identified when all the structural coefficients can be
obtained with the help of reduce form equations. If this cannot be done we say particular
equation is under-identified. In econometric theory equations can be identified or under-

identified. If an equation is identified then it can be exactly identified or over identified.

3.7-1 Exactly Identified
An equation said to be exactly identified if unique numerical values of the structural
parameters can be obtained. In other words we say if the number of unknowns is equal to the

number of equations then equation is exactly identified.

3.7-2 Over-identified
If more than one numerical estimate can be obtained for some of the parameters of the
structural equations then we say particular equation is over-identified, or if the number of

equations are greater than the number of unknowns the particular equation will be over-

identified.
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3.8. Conditions for identification

There are two conditions which must be fulfilled for an equation to be identified.

1. Order condition (necessary condition) |

2. Rank condition (necessary and sufficient condition)

3.8-1 Order condition (necessary condition)

According to order condition the equation will be identified if the total number of
variables both endogenous and exogenous excluded from it must be equal to or greater than

the number of endogenous variables in the model less one.
The order condition symbolically expressed as follows
(K-M)2(G-1) (14)
Where,
K = Total number of variables in the model (endogenous and pre<determined)
M = Total number of variables in a particular equation (endogenous and exogenous)
G = Total number of equations or total number of endogenous variables.
Now we apply order condition on cur simultaneous equation model
As order condition numerically expressed as
(K-M)z2(G-1)

For equation (1)

K=7, M=4,G=3,
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(7-4)2(3-1)

As we conclude that (3>2), so money demand equation (1) is over identified.

For equation (2)

K=7, M=4,G=3,
(7-4)2(3-1)

Here we see that money supply equation (2} also over identified.

3.8.2 Rank condition (necessary and sufficient condition)

Order condition is necessary condition for identification, but rank condition not only
necessary as well as sufficient condition for identification of equations. Because some time it
happens that equation is 1dentified by order condition but same equation is not identified by

rank condition. So rank condition, required for identification.

In a system of G equations any particular equation is identified if it construct at least one non-
zero determinant of order (G-1)} from the coefficients of variables excluded from that

particular equation but included in other equation of the model.
Identification of an equation by rank condition the following steps will be hold.

1. Write the parameters of all equations in a table, if a variable is excluded from an
equation put its value zero.

2. Strike out the equation which is being examined for identification.

3. Strike out the column where the non-zero coefficient appears of particular equation.

4. If at least one determinant is non-zero of order (G-1) the equation is identified.
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5. Whether the particular equation is exactly identified or over-identified, we use order

condition.

Now we apply rank condition on our model and see that whether our concerning equations

are identified or under-identified. From equations (1), (2) and (3) without taking log.
M/ =a,+aR +a,Y, + ,EX, +u,
M =B, + B R +BYG + B,IG, +u,,
M!=M;

The above mode! is simultaneous equation model in mathematical form. Here in our
model we have three endogenous variables as (M7, M and Ry) and four exogenous

variables as (Y, EX,, YG,, and IGy).

Now we convert the equations into structural forms as

M!+O0M; —a,—-aR -a,Y —a,EX,—u, =0 (15)
OM:“‘ +M‘3 _)60 _ﬂlR.- _ﬁZYGr —ﬁ3‘!G! _“zs =0 (16)
M!-M; =0 (17

lgnoring the random terms (u), u2) and intercepts (o, [fo) the table of structural equations

coeflicients is given bellow.
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Table: 3.1 Rank Conditions
Equations Variables
M! R¢ Y, EX; |YG |IG M;
1% 1 ~01) -0t -03 0 0 0
v 0 B 0 0 B B |1
3rd 1 0 0 0 0 0 -1

3.8-2-1, Identification for demand equation

We strike out the 1% row and striking out the columns where appearing non-zero

coefficient of 1*! equation, and get the following matrices.

_ =62 ~f3 1

A 2" o

Al = _fz = this implies that Aj = 0
L — ﬂz .. . —

Az = 0 | this implies that Az = p;
— - ﬁs 1 o . .

A3 = 0 ! this implies that Ay= (3

According to the rank condition at least one determinant should be non-zero for any equation

to be identified. So equation (1) provided that two determinants (A2 = P») and (As= Bs) are
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non-zero, as a resul{ we can say money demand equation (1) is identified. It is also proved

above by order condition that money demand equation is over-identified.
3.8-2-2. Identification for supply equation

By striking out the 2™ equation and considering those columns where zero entries exist in 2™

equation. We get the metrics as follow

= 1 —0(2 _0(3
A h o0 ¢l
| -
Ay = \ % this implies that A; = a;

I

—Q, —a

0 this implies that A, =0

Ay = _:3} this implies that Ay =03

From the above calculation the values of the 1#* and 3™ determinants A1 and As are non-zero,
so according to the rank or sufficient condition money supply equation is identified. We have

proved above the supply equation is over-identified by order condition or necessary

condition.
3.9, Choice of econometric method

Because both equations are over identified and simultaneity problem also exist. So
here ordinary least square (OLS) method is not applicable because it will give biased and
inconsistent estimates even sample size increased. Indirect least square (ILS) technique also
not possible here because this technique is only applicable if the equations are exactly

identified. Under this situation 2 stage least square method is applicable; it will give unbiased
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and consistent estimates. If the problem of correlation between residuals will exist then use of
3 stage least square method which is the combination of (SUR) Seemingly Unrelated

Regression model and 2 stage least square method, will be applied to remove the problem.

Before we apply our reguired techniques 2SLS, and 3SLS on our model, 1* we check

whether all the variables are stationary at level or at first difference.

3.10 Stationary Test

3.10-1 Unit root

Very first, because the data is time series 5o to check the stationary is compuisory for
us. As the co-integration based on the order of integration of variables, therefore we apply the
formal (ADF) test to check the order of integration of our variables. The test provides us

whether there exist 4 unit root or not.

3.10-2 Augmented Dickey~Fuller test

The test is performed by augmenting each variable with its lags. The number of lags
to be used in all the pre-estimation and estimation models in this study is determined by using
the Alkaike Information Criterion (AIC). The maximum lag length is chosen based on the
minimum AIC criterion. The ADF test in this study is conducted by including a constant
only. The test could be estimated with the following regression:

AY = B, +6Y, +alEAY[_, +&, (18)

i=l

Where AY, is the individual variable at time t, AY= Yw1-Y}, and ¢ is a pure white noise error
term, P is the constant, m is the number of lags which should be large enough to ensure that
the error terms are white noise and small enough to save degree of freedom, t is the trend

variable in years and 8 = (p-1). The equation above is the ADF with a constant. In each case,
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the null hypothesis is that §=0; which means that there is unit root or the time series is
nonstationary. The alternative hypothesis is that 6<0; this means that the variable is
stationary, using a (1 ) statistics. At 99 percent confidence level, if the p-value is less than or
equals to 0.01, we reject the null hypothesis otherwise we do not reject the null hypothesis

that the variable is nonstationary.
3.11 Co-Integration Test

A Co-integration test is used to determine if there exists an equilibrium or leng-run
relationship between two or more variables. If two or more variables are non-stationary but a
lingar combination of them is stationary, then the variables are said to be ce-integrated.co-
integration is requirement for any economefric model which involve non-stationary time
series data, because if the variables do not co-integrate to each other then the model may
suffer to spurious regression. According to Granger “co-integration is the pre-test for
spurious regression. There are number of methods for testing of co-integration has been
proposed in literature. Here we consider only Augmented Engle-Granger (AEG) test.

3.11-1 Augmented Engle-Granger (AEG) test

According to (AEG) test we perform {ADF) test on the estimated residuals of co-
integration regression. Let we have number of variables in our model which are individually
non-stationary. Now we check whether these variables are co-integrated to each other or not.

M! =a, +a\R +a,Y, +a,EX, +YG, +IG, +u, (19)
1% we will regress the money demand (M?) on all the regressors, and obtain the residuals and
use the (ADF) on estimated residuals. If its coefficient & will be significant we reject the null
hypothesis (there is no co-integration) and vice versa. The residual regression can be run as.

Au, = {i‘:-l 20)
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3.12 Procedure of Two stage-least square (2SLS) estimates

In our model there is problem of simultaneity and both the equations are over
identified, so we can apply two-stage least square (2SLS) method to find our estimates.
Let we explain the procedure in two stages.

Again we repeat the model of equation (1), (2) and (3) given below.

log(M?)=a, +a, log(R)+a,log(Y,) +a, log(EX,) +u,
log(M:) =8, + 8, log(R)+ B,YG, + $,1G, +u,,
M =M;
1% stage:

To overcome the correlation between R, and uj, 1* regress R, on all predetermined
variables in the whole model we get the reduced form equation for endogenous variable (Ry)

the numerical explanation has been explained in section (3.4).

From equation (4)

log(R) =TT ,+I 1, ,YG, +]1,,loet,)+],4G, + 1, og(£X,) +v,
‘QI = l—[|0+n|1 YG, + l_[l2 log(¥,) +l—[|3 IG, +l—I|4 log(EX,)

log(R,) =R, +¥,
The R, variable can be generated as

R =log(R)-+,
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After generating the variable ﬁ‘ we put this as an instrument in money demand

equation (1) and money supply equation (2). Now the generated variable R-hat is independent

of the error term, means uncorrelated with residual. So by this way we get whatever results

will be unbiased and consistent. The procedure is follow.
Replacing log(R,) = Ii" +V, in the model of equation (1)
log(M?)=a, +aq, (ft, +7, )+ a, log(¥, )+ a, log(EX )+ u,
log(M*)=a, +a,R, +ay, +a,log(,)+a, log(EX,) +u,
log(M?y=a, +a,R, +a,log(Y,) +a, log(EX )+ u,, +a,7,
We can write money demand equation as
log(M#)Y=a, +a,R, +a, log(¥) +a, log(EX,}+u,
Where

u, =u, +a,v,
Now replacing log(R,} = ﬁ, +¥, inequation (2) in the model
log(M?) = By + B (R, +3, )+ B,YG, + B,IG, +u,,
log(M )= B, + B,R, + B, + B,YG, + B,IG, +u,
log(M )= B, + B R + B,YG, + B,IG, +u, + B3,

Here the money supply equation can be written in this form
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log(M) = fiy + B\R, + B,YG, + B,IG, +u,, @3)
Where

My =y + PP, (24)

By applying OLS on equation (21) we can get the required two stage least square estimates
for money demand equation, and applying OLS on equation (23) we will get our estimated
results for money supply equation. Now our results will be unbiased and consistent, but we
can expect that there may be autocorrelation problem because we ignored the relationship

between error terms of both the equations. We can solve this problem by applying three-stage

least square (3SLS) method.
3.13 Three-stage least square (3SLS) technique

Three stage-least square (3SLS) is the combination of two-stage least square estimate and

seemingly unrelated regression model (SUR). There are following three steps to find the

(3SLS) estimates.

1. The first step is identical to the two-stage procedure;  regress the endogenous
variable (R.} on all the exogenous variables present in the model, to get the reduced

form equation.
Let we start from our model given in equation (1), (2) and (3):
log(M) = a, + o, log(R,) +a, log(Y,}+ &, log{ EX ) +u,
log{M/ )= f, + B, log(R) + 5,YG, + B,IG, +u,,

M,d = M:‘
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From equation (4) reduced form equation can be formed as

log(R,) = 1,+I I,,YG +] I, toe®)+]1,,7G, +] 1,.loe(EX,)+,

ﬁ' = nlo+]_[1|YGr +1_[12]°g(Y;)+H13 IG, +]—L4 log(EX‘)
log(R,) =R, +¥,

-

The R _variable can be generated as

R, =log(R)-",
2. In the second step, afier generating the new variable (ﬁ, ). Both the structural
equations money demand (M%) and money supply (M®) are to be estimated by putting
(R,) as independent variable, The residuals of both the equations are saved and

A

labeled as i, #,, .

So the money demand and money supply eguations can be written as
log(M') = @, + o, R, +a, log(¥,)+ &, log(EX )+ u,
log(M}) = By + SR, + fYG, + B,IG, +u,

3. To make estimates more efficient re-estimate the structural equations withi,, and 4.,

included as explanatory variables, this stage is also called the seemingly unrelated

regression model. Here we use the cross equation residuals.

log(M;) =a, +a,R, +a, log(Y,) + a, log(EX ) + i, +u;; (25)

log(M[) = B, +ﬁ|f“; + B.YG, + B1G, "'Kﬁ:: +u;: (26)
In a multivariate regression model, the errots in different equations may be correlated. In this

case the efficiency of the estimation may be improved by taking these cross-equation

correlations into account.
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RESULTS AND DISCUSSIONS

In this chapter we analyze and interpret the results of the findings of this thesis. This
chapter has been divided into eight sections .In section 4.1 descriptive statistics has been
presented. Section 4.2 & 4.3 presents the simultaneity test results. Section 4.3 reports the pre-
estimation test results, stationary and co-integration. In section 4.4 we discuss the 2SLS
estimates for M1 and section 4.6 presents the 28LS estimates for M2. Three stage-least

square estimates present in section 4.5 & 4.7 for M1 and M2 respectively.
4.1. Descriptive statistics of variables

In this section we describe our variables analytically briefly. Descriptive Statistics are
presented on next page table: 4-1. Firstly, we see that the values of mean and median of all
variables are not too close to each other except the output gap and interest rate. Secondly, we
check the normality of data through the skewness this is not ¢lose to zero and kurtosis also
away from 3. So we can say that data is not normal. At 3' step, Jarque-Bera test also proved
that only two variables i.e. Output Gap (YG) and Interest Rate (R) are normal, and the data of
all other variables are not normal. From the table given below we can see there is significant
variation within each variable, So it becomes compulsory for us to modify the variables to

give equal weights.
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Table: 4.1. Descriptive Statistics

Results and Discussions

Nominal
Real Effective Real
Money | Exchange | Inflation | Exchange | Interest |  Real Money | Output

(MD) Rate Gap Rate Rate GDP (M2) Gap
Mean 8960436479 260.5552 6.313482 3837887 | 9480132 | 30187061800 | 13086294246 | 0.035607
Median 6032285765 2141967 533612 16,6475 10 | 20368600332 | 9254677837 | 0.041949
Maximum 29265907796 89.9935 24.60303 933952 20 | 93071624805 | 37742301782 | 0.219504
Minimum 1547190476 59.037% 251646 47619 a | 4752061752 | 1844452630 | 0.14958
Std. Dev. 8122370315 189.1425 5.476553 2610764 | 3755716 | 25330439560 | 11131264614 | 0.082502
Skewness 1243699522 1.644995 1.30847 0.969308 | 058354 | 1.014369582 0,9450945 | 0.37924
Kurtosis 3.267816952 6.311334 5004519 2.680014 | 3.287361 2.84502806 2.53552405 | 2.74438)
Jarque-Bera 1382169316 39.03856 24.26127 8525547 | 3190275 | 9.142055908 836638647 | 1.414745
Probability 0.000996913 333609 | 5.39E00 0014083 | 0202881 | 0010347318 | 0015249734 | 0.492938
Sum 474903+ | 11203.87 3283011 1504.08 502.5 | LSYYIEHI2 | 693574E+I1 | 1887156
Sum.Sq.Dev. 34)EH2] 1502545 1529624 35443.66 | 7334811 3.34E+22 6.44E+21 | 0.353944
Observations 54 44 53 54 54 54 54 54
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4.2, Hausman test results

Now we present the Hausman test results 1o find the simultaneity problem in our model.

Table: 4.2. Hausman test results, Money demand function (OLS Estimates)

Independent Log (real money M1} Log (real money M2)
Variables coefficient | ¢-stat | p-values | Coefficient | (-stat p-values
Constant 2.9648 1.10 0.2754 0.2580 0.1389 0.8902

R-hat -0.5713 | -6.13** | 0000 -0.3764 | -5.83%* 0.000
V-hat 0.058 0.8058 | 0.4253 0.1993 3.94%+ 0.0003
Log(Real GDP) 0.928 (0.79%* | 0.000 1.010 16.9** 0.000
Log(NEER) -0.2185 | -2.219% | 0.0325 -0.0895 | -1.3128 { 0.1971
L

Note: ** show significant at 0.01 & * denotes significant at 0.05 levels
Dependent variable is log of Real Money Demand (M1 & M2)

In table 4.2 there are two types of money (M1, M2) which are separately regressed on

estimated residuals using equation (8). Since the t-value of real money demand (M2) is 3.94

{p-value = 0.0003) statistically significant at 1% level of significance. So we can not reject

the hypothesis that there is simultaneity between real money demand (M2) and interest rate

(R), which should not be surprising. Now on the other side the t-value of real money demand

(M1) is 0.8058 and (p-value = 0.4253) which is statistically insignificant even at 10% level,

here we can accept the null hypothesis that there is no simultaneity between real money

demand (M1) and interest rate (R).

T
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Table: 4.3. Hausman test results, Money supply function {OLS Estimates)

Independent Log (real money M1) Log (real money M2)
Variables
coefficient | t-stat | p-values | Coefficient | t-stat | p-values
Constant 134396 | 183.0** 0.000 13.825 19.9%* 1 0.000
R-hat 4.3477 12.8* | 0.000 4.3683 13.8** | 0.000
V-hat 0.058 0.213 0.8324 0.1993 1.77* 0.044
QOutpui gap -10.2648 [ -10.5** | 0.000 -9.810 -10.8%* | 0.000
[nflation gap -0.0803 <7.2%* 0.000 -0.0859 | -8.32¢* [ 0.000

Note: ** show significant at 0.01 & * denotes significant at 0.05 level
Dependent variable is log of real money supply (M1 & M2)

Table: 4.3 shows the money supply function, in which dependent variables are real
money supply (M1, M2) again separately, regressed on estimated residuals using the equation
{9). The t-value is 1.77, (p-value = 0.044) for (M2) which is statistically significant at 5%
level of significance. Now at 5% level we can reject the null hypothesis that there is no
simultaneity between real money supply (M2) and nominal interest rate (R), it means again
we are facing simultaneity problem in supply function as in money demand function in table:

4.2.

On the side of real money supply (M1), the coefficient of residual (v-hat) is 0.038, it
means if 1% change occur in residuals the real money supply increase 0.058%. It shows a
very low contribution to respondent variable. We can also see it from the t-value = 0.213
which is insignificant, means there is no simultaneity problem between real money supply

(M1) and nominal interest rate (R).
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4.2-1. Hausman test results, using Exchange Rate (PAK/USD)

A variable nominal effective exchange rate (NEER) has been used in above model,
but now we introduce a new variable Exchange Rate (PAK/USD) in place of (NEER) in our
model to check whether new variable Exchange Rate (PAK/USD) has significant effect or
not.

Table: 4.4, Hausman test results, Money demand function (OLS Estimates)

Independent
Log (real money M1) Log (real money M2)
Variables

Coefficient | t-stat | p-values | Coefficient | t-stat | p-values

Constant 4440 -2.006* | 0.0505 -2.7204 | -1.6054 | 0.1151
R-hat 02347 | -2.255% | 0.028 -0.2638 | -3.31** | 0.0018
V-hat 0.1770 | -2.70%* | 0.0095 0.0509 1057 | 0.2957

Log(Real GDP) 1.166 11.3** | 0.000 1.10 13.9%+ | 0000
Log(EX/DOLR | -0.0828 | -0.8442 | 0.4028 0.0074 0.099 | 0.9213

Nete: ** show significant at (.01, & * denotes significant at 0.05 level
Dependent variable is log of real money demand (M1 & M2)

In table: 4.4 we show money demand function, where real money demand (M1, M2)
are dependent variables, 19 we regress real money demand (M1) on estimated residﬁals, by
equation (8). The results show the negative effect. The calculated t-value of residuals (v-hat)
1s -2.70 which is highly significant; we can reject the null hypothesis that there is no
simultaneity. Here we conclude that real money demand (M1) is jointly dependent with
nominal interest rate (R). But on the other side if we make a glance on M2, where coefficient
of residuals (v-hat) is 0.05 which is very low. The t-value of (v-hat) is 1.05 (p-value =

0.2957) which is insignificant, means there is no simultaneity problem between real money
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demand (M2) and nominal interest rate (R). We can say that by including a new variable
exchange rate (PAK/USD) in place of (NEER) the results are completely opposite. At the
above model when we use a variable (NEER) the interest rate show the joint dependence with
{M2) but not with (M1). When we replace a variable exchange rate (PAK/USD) then
simultaneity occurs between (M1) and interest rate, but not between (M2) and interest rate.

Table: 4.5. Hausman test results, Money supply function (OLS Estimates)

Independent Log (real money MI) Log (real money M2)
Variables
Coefficient t-stat p-values | Coefficient t-stat p-values
Constant 17.01 115.42%+ 0.000 17.1711 136.3** 0.000
R-hat 2.8523 39,05+ 0.000 2.9668 47.51%# 0.000
V-hat -0.1700 -2.072* 0.0437 0.0509 0.734 0.4715
Output gap -4.3823 -16.76%* 0.000 -4,2876 -19.29+ 0,000
Inflation gap -0.0846 -18.65%* 0.000 -D.039 =23.1** | 0.000

Note: ** show significant at 0.01, & * denotes significant at 0.05 level
Dependent variable is log of real money demand (M1 & M2)

In money supply function for (M1) the t-value is -2.072 (p-value = 0.043) statistically
significant at 5% level of significance. Also show the negative effect between residuals (v-
hat) and real money supply (M1). So we can say at 5%. level there is simultaneity between
real money supply (M1) and nominal interest rate (R) these results are obtained from
equation (9) by replacing a new variable Exchange Rate (PAK/USD) in place of (NEER). But
for (M2) the t-stat is 0.734 show insignificant, means there is no simultaneity between real
money supply (M2) and nominal interest rate (R). These money supply function results also

show the opposite direction as in the above model money supply function table:
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4.3 Variables selection for (M1) and (M2)

From the above discussion, it 1s proved that when we include the variable exchange
rate (PAK/USD) in the model, the money demand (M1) shows the simultaneity problem with
interest rate (R). But by replacing the variable nominal effective exchange rate (NEER) in the
model, we see that money demand {M2) and interest rate (R) have simultaneity problem. So
for (M1) we use the variable exchange rate (PAK/USD) and for (M2) nominal effective

exchange rate (NEER}) will be used.
4.4 Unit root & co-integration test results

Before any formal unit root test was conducted, we plotted all the variables used in
this study in order to have initial glance about the properties of the variables. In figure: 4.1
shows a visual plot of all the variables, where the variables are not stationary at level. The
Augmented Dickey-Fuller (ADF) test of unit root shows that all the variables in the mode] at
1% level of significance are stationary at first difference. The econometrics result of the ADF
test 1s presented in Table: 4.6. These results show that the null hypothesis of unit root at level
cannot be rejected for money demand (M1, M2); nominal interest rate (R), gross domestic
product (GDP), nominal effective exchange rate (NEER), and exchange rate (PAK/USD), at
5% level of significance. But at 1* difference all the variables have no unit root (stationary)

even at 99% confidence level.
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Table: 4.6. Augmented Dickey-Fuller test results

Level 1* difference

Variables Critieal Critieal

p-value t-stat p-value t-stat
value (1%) value (1%)

Log(RM2) 0.8021 | -0.8287 -3.5683 0.0000 | -5.6062%* -3.5683

Log(RM1I}) 0.9601 0.0678 -3.5627 0.0000 | -6.1512** -3.5654

Log(Interest Rate) | 0.1136 { -2.5344 -3.5683 0.0000 | -5.4461** -3.5654

Log(Real GDP) | 0.9396 | -0.1360 -3.5627 0.0000 | -7.7407%* -3.5654

Log(NEER) 0.6875 | -1.1483 -3.5966 0.0000 1 -5.8267** -3.5654

Output Gap 0.020 | -3.3208* -3.5654 0.0000 | -5.5007%* -3.5654

Inflation Gap 0.021 | -33L77™ -3.5654 0.0000 | -7.0437** -3.5683

Log{PAK/USD) | 0.9804 0.3839 -3.5626 0.0000 | -5.8269%* -3.5654

Note: ** show significant at 0.01, & * denotes significant at 0.05 level

So from the above discussion we can say that all the variables are stationary at 1%
difference with 99 percent confidence level, and have the same integrity level I{1). As all the
variables are [ (1), now we proceed to determine whether there is long run relationship
between all the variables which are included in our model. The Engle granger co-integration
test has been used to find co-integration between the variables. The test results are shown on
next page in the following table: 4.7. 1® we regress the money demand (M1, M2) dependent
variable on all the regressors, then the residuals are obtained by using the e-views software.
Now by applying the ADF test on equation (20) the residuals obtained from equation (19).
The table: 4.7 results show that residuals (M1) is significant at 3% level of significance, it
means all the variables are cointegrated to each other. For residuals (M2) the t-stat is -3.5328
(p-value = 0.0119) which falls in critical region, significant at 95 percent level. So again the

variables are co-integrated to each other for (M2) residuals.
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Table: 4.7. Co-integration test results

Results and Discussions

Variables

p-value

t-stat

Critical values

Residuals (M1)

0.0159

-3.3892**

-3.5654(1%)
-2.9199(5%)

-2.5979(10%)

Residuals (M2)

0.0119

-3.5328**

-3.6009(1%)
-2.9350(5%)

-2.6058(10%)

Note: ** show significant a1 .01 levels.

As we see from the above discussion that all the variables are stationary at 1%

difference. Now we present the stationary of all the variables graphically on next page in

figure 4.1. These graphs are made by using E-Views software; each variable graph shows that

they are stationary at 1% difference.

Fl
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Figure 4.1-Graphical representation of variables stationary at 1% diff
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4.5 Two stage-least square estimates for (M1)

Two stage-least square estimates of money demand function (M1) are shown in table:
4.8. All the coefficients of money demand function are showing the expected signs. The
nominal interest rate (R) has the negative effect on the respondent variable money demand
{M1), and t-stat is -2.1204 indicate that interest rate has significant effect on money demand
at 5% level, but insignificant at 1% level. The coefficient of interest rate is -0.2347, indicate a
one percent increase in interest rate the demand for real money will decline 0.2347 percent.
The real money demand showing positive effect with real GDP, and has stronger effect as
compared to interest rate. The t-value is 10.64 for real GDP which is highly significant. The
quantity of real money demand (M1) will increase 1.166% if GDP increase 1% and vice
versa. The exchange rate (PAK/USD) has negative effect on real money demand (M1) but

insignificant even at 10% level of significance.

Table: 4.8. Money Demand Function, (2SLS Estimnates)

Variables Coefficients t-stat Std error | p-values
Constant -4.4407 -1.8858 2.3543 0.065
Log(Interest Rate) -0.2347 -2.1204* 0.1107 0.0392
Log(Real GDP) 1.166 10.648** |  0.1095 0.000
Log(PAK/USD) -0.0828 -0.7936 0.1044 0.4313

MNote: ** show significant at 0.01, & * denotes significant at 0.05 level
Dependent variable is log of real money demand (M1)

Table: 4.8-1. LM test results (Money Demand Function)

Adj (RY) F-stat DW-stat LM-test LM-test
F-stat p-value
0.9822 943 85** 0.57 13.31** 0.0000

Note: ** show significant at 0.01 levels
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In the lower part of the table 4.8-1.There are some statistical terminologies; one of
them is adj (R?). The high value of adj (R?) indicates that three independent variables used in
equation may explain nearly 98 percent variation in dependent variable. The F-stat reveals
that overall model is significant, but a low DW-stat and Breusch Godfrey serial correlation
langrange-Multiplier (LM) test indicating presence of autocorrelation.

Table: 4.9. Money Supply Function, (2SLS Estimates)

Variables Coefficients t-stat Std error | p-values
Constant 17.010 111.652*%* |  0.1523 0.000
Log(Interest Rate) 2.8523 37.77%+ 0.0755 0.000
Output Gap -4.3823 -16.219** 0.2701 0.000
Inflation Gap -0.08463 -18.049%+ 0.0046 0.000

Note: ** show significant at 0.01, & * denotes significant at 0.05 level
Dependent variable is log of real money supply (M1)

Table: 4.9-1. LM test results (Money Supply Function)

Adj (RY F-stat DW-stat LM-test LM-test
F-stat p-value
0.97 S81.18** 0.39 19.51** 0.0000

Note: ** show significant at 0.01 levels.

Table: 4.9 represent the results of money supply function. In the estimated money
supply function adjusted R? = 0.97, it means 97% variation can be explained in real money
supply (M1) by three right hand side variables nominal interest rate (R), inflation gap, and
output gap. We can see from the above table that all the coefficients are significant at 1
percent level of significance, and have expected signs. The real money supply is positively
associated with interest rate and negatively impacted by output gap and inflation gap. One
thing is notable here that the coefficient of output gap is larger. So we can say that the real
money supply is more sensitive to output gap as compared to interest rate and inflation gap.
F-stat is 581.18 which is highly significant, means the model is significant overall. The

Durbin Watson stat is too much low showing the presence of autocomrelation in the model.
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Again we see the F-stat of LM test is highly significant reveals that there is antocorrelation

problem.

As we see from the above table: 4.9-1 that there is problem of autocorrelation in
money demand function. Now we regress the real money demand (M1) on its own lag and all
the independent variables mentioned in table: 4.9. If we compare the results of both tables,
we see that again all the coefficients have expected signs and make no difference in
significance. The lag of dependent variable LM1 (-1) has significant effect on response
variable (M1).

Table: 4.10. Money Demand Function, (25LS Estimates)

Variables Coefficients t-stat Std error | p-values
Constant -2.4562 -1.8978 1.2942 0.063%
Log(interest Rate) -0.3481 -5.69%* 0.0611 0.0000
Log(Real GDP) 0.4025 4.33*+* 0.0928 0.0001
Log(PAK/USD) -0.0012 -0.022 0.05733 0.9823
LMI1{-1) 0.7198 10.73%+ 0.06708 0.0000

Note: ** show significant at 0.01, &* denotes significant at 0.03 level
Dependent variable is log of real money demand (M1)

The adjusted R-square increased from .98 to .99 by including the new variable LM1 (-
1). The main thing DW- stat has been increased from 0.57 to 1.94, but here DW stat is not
reliable detector of autocorrelation. Because now our model has become autoregressive, so
we use h-statistic to detect autocorrelation. The h-statistic is insignificant means
autocormrelation has been removed from the model. Also the F-stat of LM test showing that Ho
1S accepted means there is no autocorrelation.

Table: 4.10-1. LM test results, (Money Demand Function)

Adj (RY) F-stat DW-stat DW h-stat LM-test LM-test
F-stat p-value
0.99 2420.14*%* 1.94 0.2439 1.046 0.4034

Note: ** show significant at 0.01 levels.
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The same problem autocorrelation, we see in money supply function. To remove this
problem we take the lag of real money supply (Mt) and regress with respondent variable real
money supply. The results are shown in table: 5.8. There is little bit difference in results of
money supply function by including the lag of dependent variable and without including the
lag of dependent variable. Only the variables interest rate and output gap were highly
significant in table: 4.8 but in table: 4.10 these variables are significant at 1%. Now if we see

the coefficients there is lot of difference in numerical values but signs are same and expected.

Table: 4.11. Money Supply Function (2SLS Estimates)

Variables CoefTicients t-stat Std error | p-values
Constant 2.6773 2.4320* 1.1008 0.0189
Log(Interest Rate) 0.4715 2.5365%* 0.1858 0.0146
Output Gap -0.9902 -3.4224%* 0.2893 0.0013
Inflation Gap -0.0238 -4.6288** 0.0051 0.0000
LMI(-1) 0.8458 13.047%+* 0.0648 0.0000

Note: ** show significant at 0.01, & * denotes significant at 0.05 level
Dependent variable is tog (real money supply, M1)

Table: 4.11-1. LM test results, (Money Supply Function)

Adj (RH F-stat DW-stat DW h-stat LM-test LM-test
F-stat p-value
0.99 20553 185 0.6022 1.013 04218

Note: ** show significant at 0.01 levels,

Again we can notice here that adjusted R-square and Durbin Watson statistic has been
improved. The h-statistic is insignificant means there is no autocorrelation more in model. By
applying the LM test on money supply function, it is clearly shown that there is no

autocotrrelation in money supply equation now.
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The figure: 4.2 on next page present the two graphs of money demand (M1) and
money supply (M1). Actual and fitted lines are close to each other. In residual graph there are
some points which are outside the interval, but mostly points are close to zero. It means the

residuals of money demand and money supply are stable.

Figure: 4.2- Actual, Fitted, Residual Graphs (2SLS) at level
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Figure: 4.3- (2S5LS) Graph of Correlation b/w two residuals
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We see from the above table: 4.11-1 that autocorrelation within the equation errors
has been remaoved by regressing lag of depending variable. But figure: 4.3 shown below are
revealing that residuals of money demand (M1) and money supply (M1) are highly correlated
to each other. As we can see from the figure: 4.3. So to remove this type of autocorrelation

we will use the 3 stage, which is also called the seemingly unrelated regression model.

4.6 Three stage-least square estimates for (M1)

Both the equations of our model money demand and money supply were estimated
simultaneously using three stage-least square (3SLS) procedure. The estimated results
obtained from equation (25) of real money demand are reported in table: 4.12. If we examine
the results 2SLS and 3SLS for money demand function, there is lot of difference between
both the techniques results. Coefficients obtained from 2SLS are comparatively higher than
the coefficient calculated by 3SLS method. But one thing is notable here that the variable
exchange rate (PAK/USD), which was insignificant in (25LS), estimates now it becomes
significant in (3SLS), estimates. However all the coefficients have expected signs, which is
not surprising for us? The real money demand is negatively affected by interest rate, but
exchange rate (PAK/USD) and real GDP have positive effect on real money demand (M1).
The coefficient of interest rate is -0.4064, if one percent increase in interest rate the real
money demand decrease by 0.4064 percent and conversely will happened same. A one
percent change in real GDP the demand for money in response will increase by 0.5067% and
reverse will happened if real GDP decline. The coefficient of exchange rate (PAK/USD) is
0.5408 which is significant. Here exchange rate has positive effect on money demand, it
means a one percent increase in exchange rate the real money demand increase by 0.54%.

From the table given below it is clear that interest rate, GDP, and exchange rate are highly

significant even at 1% level of significance.
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Table: 4.12. Money Demand Function, (3SLS estimates)

Yariables Coefficients ¢-stat Std error p-values
Constant 9.7915 6.093%* 1.6067 0.0000
Log(interest rate) -0.4064 -7.349** | 0.0553 0.0000
Log(real GDP) 0.5076 6.809%* 0.0745 0.0000
Log(PAK/USD) 0.5408 7.633%* 0.0708 0.0000
Res(2SLS)M® 0.9799 12.564** 0.0779 0.0000

Note: ** show significant at 0.01, &* denows significant at 0.05 level.
Dependent variable is log of rcal money demand (M1)

Table: 4.12-1, LM test results (Money Demand Function)

Adj (R?) F-stat DW-stat LM-test LM-test
F-stat p-value
0.99 3060.7%* 1.96 £.07 04134

Note: ** show significant at 0.01 levels

99 percent change can be measured by three right-hand side variables in real money
demand (M1). The adjusted R? calculated by 2SLS is little bit low as computed from 3SLS
technique, but the standard ervors for all the variables obtained by 3SLS are lower than the
standard errors computed by 2SLS. The residuals obtained in second stage also regressed
with response variable money demand (M), to remove the effect of antocorrelation which
can occur between the errors of both the equations. Also there is no more autocorrelation, as

Durbin Watson stat has been improved. So the results obtained by 3SLS are more efficient

than the estimates of 2SLS.

Table: 4.13 Presents the estimates for real money supply using equation (26). These
estimates were obtained by 3SLS procedure. As shown in the table, all the coefficients are
significant at 1% level of significance and have expected signs. Approximately 98% variation
in real money supply may be explained by three right-hand side variables. The real money

supply is positively affected by interest rate, if one percent increases in interest rate the real
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money supply will be increased 2.92%, and if one percent decreases in interest rate the real
money supply will also decrease by 2.92%. We can see here that interest rate is more
sensitive with money supply as compared to money demand. The other variables inflation
gap and output gap are negatively influenced by real money supply, but the output gap has
greater effect on respondent variable as compared to inflation gap. The coefficient of output
gap is -3.89 means the real money supply will decline 3.89% if one unit increase in output
gap, and results will be reverse if one unit increase in output gap. Inflation gap also has the
same effect as output gap, but inflation gap has lower effect than output gap on real money

supply.

Table: 4.13. Money Supply Function, (3SLS Estimates)

Variables Coefficients t-stat Std error p-values
Constant 16.884 149.85** |  0.1126 0.0000
Log(interest rate) 2.9180 52.180** 0.0559 0.0000
Qutput gap -3.8945 -18.51** 6.2103 0.0000
Inflation gap -0.0898 -25.61%* 0.0035 0.0000
Res(2SLS)M¢ 0.9809 6.585%* 0.1489 0.0000

Note: ** show significant at 0.01, & * denotes significant at 0.05 level.
Dependent variable is log of real money supply (M1)

Table: 4.13-1. LM test results (Money Demand Function)

Adj(RY) F-stat DW-stat LM-test LM-test
F-stat p-value
0.98 831,53 1.67 0992 0.2347

Note: ** show significant at 0.01 levels

Now if we compare the 2SLS results output for real money supply reported in table:
4.9 with the 3SLS estimates for real money supply reported in the above table: 4,13, Adjusted
R? computed by 2SLS is 0.97, which is lower than adjusted R? calculated from 3SLS
technique because of including the residuals as regressor in the money supply equation. If we

see the coefficients of all the variables, there is too much difference of both techniques
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coefficients except the output gap coefficient which is approximately same computed by
2SLS and 3SLS, Now if we make a glance at the standard errors, we can see from both the
tables that the standard errors are comparatively low of 3SLS estimates to 2SLS estimates.
So we can say that three stage least square estimates are more efficient than two stage least

square estimales.

Figure: 4.4 show the actual fitted and residuals graphs of money demand (M1) and
money supply (M1) for (3SLS) estimates. In money demand function actual and fitted lines
are close to ¢ach other and residuals are stable. But in money supply function actual and
fitted lines have little bit difference; it means residuals for money supply are not stable. We

can see that residuals are not correlated to each other,

Figure: 4.4- Actual, Fitted, Residual Graphs (3SLS) at level
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Also we can see from the figure: 4.5 given below that there is no more correlation

between two error terms.
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Residuals

Figure: 4.5- (3SL8) Graph of correlation b/w two residuals
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The figure: 4.5 above clearly showing that both the residuals have no more relation,
Residuals obtained from money demand (M1) equation approximately constant around zero
value. But the residuals obtained by money supply (M1) equation have fluctuations; means
the cormrelation between two error terms has been removed. So it is clear evidence that
estimates calculated by three stage least square (3SLS) procedure are more efficient as

compared to obtained by two stage least (2SLS) square procedure.

4.7. Two stage-least square estimates for (M1) at 1* difference

Table: 4.6 Augmented Dickey-Fuller test results showed that there were two variables
output gap (YG) and inflation gap (IG) which was stationary at level at 5% level of
significance, but stationary at 1* difference. Now we estimate our results by taking the 1°
difference of each variable and check whether the results are meaningful or not. Here D is

used as the 1* difference each variable.
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Table: 4.14. Money Demand Function, (2SLS Estimates) at 1* diff

Yariables Coefficients t-stat Std error | p-values

Congtant 0.034 1.4084 0.024 0.1656

D{Log(interest rate)] -0.3173 -3.722%% | 0.0852 0.0005

D[Log(real GDP)] 0.4393 1.3446 | 03267 0.1852

D[Log(PAK/USD)) 0.0666 0.5373 | 0.1241 0.5935

Note: ** show significant at 0.01, & * denotes significant at 0.05 level
Dependent variable is log of real money demand (M 1)

in table: 4.14 we presents (2SLS) estimates for money demand function (M1). This
also showing the expected signs, interest rate has negative effect on money demand and
significant at 1% level. The real GDP has positive relation with money demand but not
significant. The exchange rate also insignificantly, showing positive relation with money
demand. These results are comparatively too much different from the results table: 4.8.

Table: 4.14-1. LM test results (Money Demand Function) at 1%t diff

Adj (R?) F-stat DW-stat LM-test LEM-test
F-stat p-value
0.22 5.67.85%» 1.73 0.432 0.6517

Note: ** show significant at 0.01 levels
The adjusted R? is 0.22 which is low because all the variables are regressed on their

1** differences. DW stat is close to value 2, its mean there is no autocorrelation problem. LM

test is insigmficant, means there is no senal correlation problem in money demand equation.
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Table: 4.15. Money Supply Function, (28LS Estimates) at 1¥ diff

Variables Coefficients t-stat Std error | p-values
Constant 0.0509 2.9728%* 0.01715 0.0046
D[Log(interest rate)] 0.2964 0.4186 0.7086 0.6774
D(Output gap) -1.106 -1.286 0.8604 0.2047
D{Inflation gap) -0.0148 -0.775 0.0191 0.4418
i

Note: ** show significant at 0.0], & * denotes significant at 0.05 level
Dependent variable is log of real money supply (M1)

As we noted from table: 4.15 all the coefficients have expected signs but insignificant.
Also the coefficients are comparatively low from the coefficients of table: 4.9. So we cannot
rely on these results because all the independent variables have major role to contribute in
money demand but they are insignificant. The table: 4.15-1 below reveals that there is no

more autocorrelation in money supply equation.

Table: 4.15-1. LM test results (Money Supply Function) at 1% diff

Adj (RY F-stat DW-stat LM-test LM-test
F-stat p-value
0.25 6.51** 1.88 0.083 (.9203

Note: ** show significant at 0.01 levels,

The adjusted R? is 0.25, which means that only 25% variation explained by three right
hand side variables in the dependent variable money supply. Breusch Godfrey serial
correlation LM test also reveals that serial correlation problem has been removed in money

supply equation.
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Figure: 4.6- Actual, Fitted, Graphs (25LS) at 1* diff
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Figure: 4.6 is shown above, the actual, fitted, and residuals of money demand (M1)

and money supply (M1) for (2SLS) at 1% difference are compared to each other, We can see

from both the equations that actual and fitted lines are not close to each other. The figure: 4.6

clearly showing that both the residuals are correlated to each other.

4.8. Three stage-least square estimates for (M1) at 1% difference

Three stage-least square results for money demand function (M1) are estimated at 1°

difference given below table: 4.16. Though the coefficients of interest rate and real GDP have

expected signs, but real GDP is insignificant. The exchange rate variable has positive effect

on money demand although insignificant, but in table: 4.12 it is significant.
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Table: 4.16. Money Demand Function, (3SLS estimates) at 1* diff

Variables Coefficients t-stat Std error p-values
Constant 0.0597 2.98*%% 0.0200 0.0046
D[Log(interest rate)) -0.2836 -4.08%* 0.0694 0.0002
D[Log(real GDP)) 00117 0.0430 | 0.2731 0.9659
D[Log(PAK/USD)] 0.0279 0.2808 0.0996 0.7801
D[Res(25LS)M?] 0.4839 5.305%+ 0.0913 0.0000

Note: ** show significant at 0.01, & * denotes significant at 0.05 {level.
Dependent variable is Jog of real money demand (M1)

Again if we make a glance at the results of table: 4.16, the coefficients of all the
variables are comparatively low by the results mentioned in table: 4.12. In money demand
equation only 51% variation explained by three right hand side variables. The DW stat and
LM test also showing that there is autocorrelation problem. We can say these results are
comparatively poor as compared to the results that we estimate at level. Here we see that only
interest rate is significant, but other two independent variables real GDP and exchange rate

are highly insignificant, which is surprising for us.

Table: 4.16-1. LM test results (Money Supply Function) at 1* diff

Adj (RY) F.stat DW-stat LM-test LM-test
F-stat p-value
0.51 13.83%+ 0.90 12.08% 0.0000

Note: ** show significant at 0.0] levels

Table: 4.17 present the results of money supply function (MI1) at 1# difference. The
interest rate has positive effect on real money supply, but output gap and inflation gap have
negative effect on money supply; all the variables are insignificant. But in table: 4.13, interest

rate is positively affected with money supply and output gap, inflation gap are negatively
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affected with money supply and they have significant effect on money supply. The
coefficients of all the variables also low as compared to the coefficients of table: 4.13. So we

cans say that results tabulated in table: 4.13 are meaningful.

Table: 4.17. Money Supply Function, (3SLS Estimates) at 1% diff

Variables Coefficients t-stat Std error | p-values
Constant 0.0551 4,19%* 0.0131 0.0001
D[Log{interest rate)] 0.0829 0.1541 0.5377 0.8782
D{Output gap] -0.6632 -1.014 0.6539 0.3159
DfInflation gap) -0.0070 -0.4834 0.0145 0.6311
D[Res(2SLS)M¢] 0.5145 5.997%* 0.0857 0.0000

Note: ** show significant at 0.01, & * denotes significant at 0.05 level,
Dependent variable is log of real money supply (M1}

The adjusted R? is 0.57, a healthy variation explained by independent variables in
response variable. The DW stat is 1.19, which is away from the value 2. The LM test is

showing that there is autocorrelation problem in money supply equation.

Table: 4.17-1. LM test results (Money Supply Function) at 1%t diff’

Adj(RD) F-stat DW-stat LM-test LM-test
F-stat p-value
0.57 17.01%% .19 9,08 0.0600

Note: ** show significant at 0.0 levels
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Figure: 4.7- (3SLS) Graph of correlation b/w two residuals (at 1% diff)
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We can see from figure: 4.8 that, when three stage least square estimates are estimated
by taking the 1% difference of each variable, but there is strong correlation between both
residuals of money demand (M1) and money supply (M1) equations. So we can say that the
results obtained by (3SLS) at 1% difference are not efficient. Because we use (3SLS)
technique to remove the problem of correlation between two error terms but still there is

correlation between two error terms.
4.9. Two stage-least square estimates for (M2)

Table: 4.18 indicate the results of two stage-least square estimates for money demand
function (M2). As shown, two variables interest rate and GDP are both highly significant, but
the nominal effective exchange rate (NEER) is insignificant. From the table we see that
coefficient of real GDP is 1.01, which is more sensitive to real money demand as compared
to interest rate. However all the coefficients have expected signs, real money demand (M2) is

positively associated to real GDP and negatively impacted by interest rate and (NEER).
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Table: 4.18. Money Demand Function, (2SLS Estimates)

Variables Coefficients t-stat Std error | p-values
Constant 0.2580 0.1185 2.1762 0.9062
Log(interest rate) 0.3764 -4.9782%* 0.0756 0.000
Log(real GDP) 1.0100 14.4583** [ 0.0698 0.000
Log(NEER) -0.089 -1.12009 0.0799 0.2695

Note: ** show significant at 0.01, & * denotes significant at 0,03 level
Dependent variable is log of real money demand (M2}

Table: 4.18-1. LM Test results (Money Demand Function)

Adj (R%) F-stat DW-stat | LM-test LM-test

F-stat p-value

0.99 1486.78*%* 0.62 9.1639*%* 0.0000

Note: ** show significant at 0.01 levels.

A very high adjusted R? reveals that 99 percent variation occurred in respondent
variable real money demand (M2) by three right-hand side variables interest rate, real GDP,
and {(NEER). The Lagrange-Multiplier LM test and Durbin Watson statistic indicates the

presence of autocorrelation in money demand (M2) equation.

The estimates of real money supply (M2) are reported in table: 4.19. We can see from
the following table that all the coefficients are significant, and have expected signs. Interest
rate is positively related to real money supply (M2), output gap and inflation gap are
negatively affected to real money supply. A one percent increase in interest rate the real
money supply increase by 4.36% and results will be reversed if one percent decreases in
interest rate. The cutput gap has greater effect on money supply, approximately 9.8% real
money supply decrease by increasing one percent output gap. As we have seen inflation gap

influenced the real money supply (M1) a very low margin, same resulits we see for {M2).
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0.08% change occurs in real money supply (M2) due to inflation gap. Again we notice here
that all the coefficients have expected signs like as for (M1). But there is lot of difference in
R squares, adjusted R? for (M1) was 0.97, and 0.82 for (M2). Only the 82% variation can be
explained by all regressors of money supply equation, which is smaller than adjusted R? for

the money demand equation. It is just because of variables are modified in money supply

equation.

Table: 4.19. Money Supply Function, (2SLS Estimates)

Yariables Coefficients t-stat Std error | p-values
Constant 13.8250 20.036%* 0.6839 0.000
Log(Interest Rate) 4.3683 13.9532%* 0.3130 0.000
Output Gap -9.810 -10.9373** | 0.8969 0.000
Inflation Gap -0.0859 -8.3691%* 00102 0.000

Nate: ** show significant at 0.01, & * denotes significant al 0.05 level
Dependent variable is Yog of real money supply (M2)

Table: 4.19-1. LM test results, (Money Supply Function)

Adj(RD) F-stat DW-stat | LM-test LM-test
F-stat p-value
0.82 67.99 0.56 9.6832 0.0000

Nete: ** show significant at 0.01 levels.

F-stat show that overall model is significant in table: 4.19-1. Again the Durbin
Watson stat indicates that there is autocorrelation in the model. LM test also reveals that Hp is

rejected; means there is problem of autocorrelation in money supply (M2) equation.
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Now we estimate the parameters of money demand equation (M2) and money supply
equation {M2) by regressing there lags dependent variables, to remove the problem of
autocorrelation.

Table: 4.20. Money Demand Function, (2SLS estimates)

Yariables Coefficients t-stat Std error | p-values
Constant -1.4059 -0.8612 1.6325 0.3947
Log(Interest Rate) -0.1765 -2.7854 0.0633 0.0084
Log(Real GDP) 0.6314 6.9145 0.0913 0.0000
Log(NEER) 0.0062 0.1012 0.062 0.9199
LM2(-1) 0.7580 5.8384 0.1298 0.0000
LM2(-2) -0.3356 -2.9005 0.1157 0.0062

Note: ** show significant at (.01, & * denotes significant at 0.05 level
Dependent variable 13 log of real money demand {(M2)

Table: 4.20 shows the results of money demand function (M2). As we have seen from
the table: 4.18 there is autocorrelation problem in money demand equation. Therefore we
regress the dependent variable real money demand (M2) on two lags of dependent variable.
We can see from the above table all the coefficients have the expected signs except the
constant, which is negative in table: 4.20 but positive in table 4.18. Here we see two lags of
dependent variable are significant. Now by including the two lags of dependent variable the
adjusted R-square showing 99.5% variation in respondent variable by three right hand side
variables and two lags of real money demand (M2). The DW- stat and LM test indicating the

absence of autocorrelation. We can say the results have been improved.
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Table: 4.20-1. LM test resulis (Money Demand Function)

Adj (R?) F-stat DW-stat | DW h-stat | LM-test LM-test

F-stat p-value

0.995 1729.40 1.66 1.665 1.23 0.3119

Note: ** show significant at 0.01 levels.

The table below 4.21 shows the results of money supply function by including the lag
of dependent variable as independent variable, We have seen from the table: 4.19 of money
supply function (M2), the entire variable were highly significant but in present table: 4.21, we
see the variables are not highly significant except inflation gap and lag of dependent variable.
However the signs are expected as required. The F-stat of LM test indicating that there is no

autocorrelation more in money supply (M2) equation.

Table: 4.21. Money Supply Function, (2SLS Estimates)

Variables CoefTicients t-stat Std error | p-values
Constant 0.7795 2.0929* 0.3724 0.0431
Log(Interest Rate) 0.2947 2.5600* 0.1247 0.01269
Output Gap -0.495 -2.3351* 0.2963 0.01898
Inflation Gap -0.0144 -5.5610%* 0.0025 0.0000
LM2(-1) 0.9538 36.84% 0.0258 0.0000

Note: ** show significant at 0.01, & * denotes significant at 0.05 level
Dependent variable is log of real money supply (M2)

Table: 4.21-1 indicates that there is no more autocorrelation problem. Because
Durbin h-statistic is insignificant, so we can say that money supply equation has no

autocorrelation.
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Table: 4.21-1. LM test results (Money Supply Function)
Adj(RY) F-stat DW-stat DW h-stat LM-test LM-test
F-stat p-value
0.995 2163.75% 1.46 1.77 0.9478 04634

Note: ** show significant at 0.01 levels.

The actual and fitted graphs of money demand (M2) and money supply (M2) for

(2SLS) are shown below in figure: 4.8. We see that there is no meaningful difference

between both the actual and fitted residuals. It is clearly shown that both the residuals for

money demand and money supply are correlated to each other.

Figure: 4.8- Actual, Fitted, Residuals Graph (2SLS) at level
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The figure: 4.9 presenting that there is strong correlation between the residuals of

money demand function and money supply function. This type of autocorrelation we will

remove to applying the 3" stage, in which we will regress the residuals as independent

variable obtained by 2SLS procedure.
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Figure: 4.9- (2SLS) Graph of correlation b/w two residuals

.16

10 4

.05

.00 4

.05 4

=10 4

S - 2 O — S —

60 65 70 75 80 , 85 90 95 00 0s 10

[—— res(md2)4 —— res(ms2)4 |

4.10. Three stage-least square estimates for (M2)

Money demand (M2) and money supply (M2) were estimated simultaneously using a
three stage-least square procedure. The estimates of money demand equation and money
supply equations are reported in table (4.22) and (4.23) respectively. The results reveal that
all the estimated coefficients of money demand function have expected signs. The interest
rate and nominal effective exchange rate (NEER) are positively related to real money
demand, but the real GDP has positive effect on real money demand (M2). The interest rate
and real GDP are significant at 1% but (NEER) is significant at 5% level of significance. But
we have noted that, (NEER) was insignificant for (2SLS) estimates, and now significant for
(3SLS) estimates. A relatively high (Adjusted R% = 0.99) value indicates that independent
variables used in this model may explain 99% variation in real money demand. A one percent
increase in interest rate will result in 0.4135 % decline in quantity of real money demand and
conversely. The GDP has comparatively stronger effect on money demand. By increasing

real GDP 1% the quantity of real money demand increase 0.8287%, however reverse will be
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true if real GDP decline. If the change occurs 1% in nominal effective exchange rate for

Pakistani rupee the inverse affect will be 0.2695% on quantity of real money demand.

Table: 4.22. Money Demand Function, (3SLS Estimates)

Variables Coeflicients t-stat Std error | p-values
Constant 5.6639 1.7696 3.2006 0.0848
Log(Interest Rate) -0.4135 -5.59%= 0.0740 0.0000
Log(Real GDP) 0.8287 7.859%* 0.1054 0.0000
Log(NEER) -0.2695 -2.421* 0.1113 0.0204
Res(2SLS)M® 0.1292 2.217* 0.0582 0.0326

Note: ** show significant at 0.01, &* denotes significant at 0.05 level.
Dependent variable is log of real money demand (M2)

Table: 4.22-1. LM test results (Money Demand Function)
Adj (RY) F-stat DW-stat | LM-test LM-test

F-stat p-value

.99 1228.37 2.01 0.334 0.9872

Note: ** show significant at 0.01 levels
From table: 4.22-1, we can see D'W stat is 2.01 and LM test also reveals that there is no more

autocorrelation problem.

Table: 4.23. Money supply function, (3SLS estimates)

Variables Coefficients t-stat Std error p-values
Constant 13.828 20.21%* 0.6839 0.0000
Log(Interest Rate) 4.3654 14.06%** 0.3103 0.0000
Output Gap -9.8114 -11.03** 0.8891 0.0000
Inflation Gap -0.0854 -8.39%+ 0.0102 0.0000
Res(2SLS)M¢ 0.8882 1.299* 0.68335 0.2016

Note: ** show significant at §.01, & * denotes significant at 0.05 level.
Dependent variable is log of real money supply (M2)
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Table: 4.23-1. LM test results (Money Supply Function)

Adj (RY) F-stat DW-stat LM-test LM-test
F-stat p-value
0.83 52.322%* 1.67 0.88% 04734

Note: ** show significant at 0.01 levels.

Table: 4.23 show the estimates for real money supply (M2). As shown all the

coefficients indicates the expected signs. Real money supply is positively associated with

interest rate and negatively influenced by inflation gap and output gap. We can see from the

table: 4.23 all the coefficients are significant at 1% level of significance. (Adjusted R2 = 0.83)

indicates approximately 83% variation in real money supply can be explained by three right

hand side variables, The estimated parameters suggest that real money supply is more

sensitive to output gap as compared to inflation gap.

Figure: 4.10- Actual, Fitted, Residuals Graphs (3SLS) at level
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For (3SLS) estimates of money demand (M2) and money supply (M2) actual fitted

and residuals graphs are shown in figure: 4.10. In money demand equation we see that actual

and fitted lines are going to close to each other, and residuals are stable only three points are
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outside of the interval. But in money supply equation there is meaningful difference between
actual and fitted lines, and residuals also not stable, Here we can see that both the residuals

are not correlated to each other. Now we see the clearly uncorrelated residuals in figure

below.
Figure: 4.11- (3SLS) Graph of correlation b/w two residuals
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Figure: 4.11 showing that there is no more correlation between both the residuals
obtained from money demand equation and money supply equation. So we can say that three
stage least square estimates are more efficient as compared to two stage least square

estimates.

4.11. Two stage-least square estimates for (M2) at 1*' difference

It is to be noted from table: 4.6 Augmented Dickey-Fuller test results that there are
two variables output gap (YG), and inflation pap (IG) which was stationary at level at 5%
level of significance, but stationary at 1% difference. Now we estimate our results by taking
the 1* difference of each variable, to check whether the results obtained by at 1% difference

are reliable, meaningful or not.
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Table: 4.24. Money Demand Function, (2SLS Estimates) at 1% diff

Variables Coefficients t-stat Std error | p-values

Constant -0.0101 -0.5802 0.017 0.5652

D[Log(Interest Rate)] -0.5243 -0.764** 0.0775 0.0000

D[Log(Real GDP)} 0.9784 4.234%* 0.2311 0.0000

D[Log(NEER)] -0.3064 -3.294%% | (0.0930 0.0021

Note: ** show significantat 0.01, & * denotes significant at 0.03 level
Dependent variable is log of real money demand (M2)

Table: 4.24 represent the (25LS) estimates of money demand function (M2) at I*
difference. If we compare these results with tabte: 4.18 results, we see that all the coefficients
have same and expected signs except the constant coefficient. Here in table: 4.24 the interest
rate and exchange rate are negatively correlated with money demand and real GDP is
positively related with money demand. All the variables have significant effect on money
demand.

In the lower part of table: 4.25-1 we see that variation explained by three right hand
side variables is 55% in respondent variable, which is low as compared to variation listed in
table: 4.18. The DW stat and LM test clearly showing that the problem of autocorrelation is

not present in money demand equation.

Table: 4.24-1. LM test results (Money Demand Function) at 1% diff

Adj (RH F-stat DW.stat LM-test LM-test
F-stat p-value
0.55 17.83%+ 1.63 0.7545 0.477

Note: ** show significant at 0.01 levels
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Now if we make a glance at table: 4.25 listed the results (2SLS) of money supply |
function (M2). There is lot of difference between the results of table: 4.19 and table: 4.25.
Although all the coefficients have same and expected signs, but the results reported in table:
4.25 are insignificant, which surprising for us. Also the coefficients are smaller as compared |

to the coefficients tabulated in table: 4.19.

Table: 4.25. Money Supply Function, (2SLS Estimates) at 1% diff

Variables Coefficients t-stat Std error | p-values

Constant 0.0541 5.1728%* 0.0104 0.0000

D[Log(Interest Rate)] 0.0362 0.1553 0.2330 0.8773

DI[Output Gap] -0.7147 -1.592 0.4489 0.1197

D{Inflation Gap) -0.0085 -2.316* 0.0036 0.0260

Note: ** show significant at 0,01, & * denotes significant at 0.05 level
Dcependent variable is bog of real money supply (M2)

Table: 4.25-1 indicates some indicators of our model. F-stat showing that overall I
model is significant. LM test report that there is no autocorrelation problem in money supply

equation. The adjusted R? is 0.38, which is comparatively low.,

Table: 4.25-1. LM test results (Money Supply Function) at 1 diff

Adj (R% F-stat DW-stat LM-test LM-test
F-stat p-value :
0.38 9.3g%+ 1.85 0.853¢% 0.4342

Note: ** show significant at 0.01 levels.
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Figure: 4.12- Actual, Fitted, Residuals Graphs (2SLS) at 1* diff
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Figure: 4.12 presents the graphs of actual fitted, and residuals of money demand (M2)

and money supply (M2) for (28LS) estimates. Here there is meaningful difference between

the actual and fitted lines in both the graphs. So it is clearly shown that residuals for both the

equations are correlated to each other.

4.12. Three stage-least square estimates for (M2) at 1* difference

Three stage-least square estimates of money demand function (M2) at 1% difference

are listed in table: 4.26 below. Here interest rate and exchange rate are showing negative

effect with money demand, and real GDP has positive effect on money demand. The interest

rate, exchange rate, and real GDP are significant at 1%, 5% and 10% level of significance

respectively. But all of these variables have significant effect on money demand at 1% level

of significance, reported in table: 4.26.

™

72




Chapter 4 Results and Discussions

Table: 4.26. Money Demand Function, (3SLS estimates) at 1 diff

Variables CoefTicients t-stat Std error p-values
Constant 0.0308 2.013* 0.0153 0.0515
D[Log(Interest Rate)] -0.5242 -8.631%* 0.0607 0.0000
D[Log(Real GDP}] 0.3813 1.8457 0.2066 0.0732
D[Log(NEER)] -0.1963 -2.679* 0.0732 0.0345
D[Res(2SLS)M®] 0.4902 5.452%* 0.0899 0.0000

Note: ** show significant at 0.01, & ¥ denotes significant at 0.05 level.
Dependent variable is log of real money demand (M2)

Table: 4.26-1 reveals that there is problem of autocorrelation in money demand

equation. The overall model is significant. 74% vaniation is explained by three right hand side

variables in dependent variable.

Table: 4.26-1. LM test results (Money Supply Function) at 1% diff

Adj{RY) F-stat DW-stat LM-test LM-test
F-stat p-value
0.74 30.71 %= L.16 5.70%¢ 0.0073

Note: ** show significant at 0.01 levels

Table: 4.27 reveals that inflation gap and output gap negatively associated with
money supply (M2) and interest rate also has negative effect on money supply but
insignificant. All of these variables we see that have insignificant effect on real money
supply. If we compare these results reported in table: 4.27 with table: 4.23, where all the

coefficients have same and expected signs, but all the coefficients were significant at 1%

level of significance.
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Table: 4.27. Money Supply Function, (3SLS Estimates) at 1% diff

Variables Coefficients t-stat Std error | p-values
Constant 0.0572 6.90** 0.0082 0.0000
DjLog(Interest Rate)] -0.1233 -0.669 0.1840 0.5072
D[Output Gap] -0.5585 -1.607 0.3474 0.1167
D[Inflation Gap] -0.0054 -1.869 0.0029 0.0697
D[Res(2SLS)MY} 0.6137 5.205%* 0.1179 0.0000

Note: ** show significant at 0.01, & ¥ denotes significant at 0,05 level,
Dependent variable is log of real money supply (M2)

Here in table: 4.27-1 a healthy variation explained by three right hand side variables
in respondent variable. F-stat shows that overall model is significant. Also there is problem of

autocorrelation.

Table: 4.27-1. LM test results (Money Supply Function) at 1% diff

Adj (R?) F-stat DW-stat LM-test LM-test
F-stat p-value
0.63 18.72%* 1.55 1.002 0.9982

Note: ** show significant at 0.01 levels

Here we can see from figure: 4.13 that, when three stage-least square estimates are
estimated by taking the 1% difference of each variable, but there is strong correlation between
both residuals of money demand (M2) and money supply (M2) equations. So we can say that
the results obtained by (3SLS) at 1 difference are not efficient. Because we use (3SLS)
technique to remove the problem of correlation between two error terms but still there is

correlation between two error terms we can see it on next page figure: 4.13.
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Figure: 4.13- (3SLS) Graph of correlation b/w two residuals (at 1* diff)
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4.13 Forecasting

It is known fact, that forecasting is an important part of econometric analysis. It is very

helpful to the countries to make their future policies. To forecast the econometric variables

there are two techniques,

1. Autoregressive Integrated Moving Average (ARIMA)

2. Vector Auto Regression (VAR)

Here in our model we use the (ARIMA) model to forecast the economic variables, as
nominal interest rate (R}, real GDP, exchange rate (PAK/USD), and nominal effective
exchange rate, to forecast the money demand (M1), and (M2). We forecast the money
demand (M1) and (M2) for next six years (2015 to 2020). For this purpose we chose the best
models to forecast each variable, using (ARIMA) model dynamically. We forecast each

variable one step ahead, dynamically.
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4.13-1. Forecasting of money demand (M1)

To forecast the money demand (M1) for next six years we use our (3SLS) estimates
given in table: 4.12, because these estimates are unbiased, consistent and efficient. The

econometric model can be formed as.

M =9.7915 - 0.4064R, +0.5076Y, +0.5408EX, 26)

4.13-2. Forecasting of money demand (M2)
To estimate the future values of money demand (M2} for next six years we use the results of
{3SLS) estimates reported in table: 4.22. From this table the equation of money demand (M2)

can be formed as

M¢ =5.6639-0.4135R, +0.8287Y, - 0.2695EX, an

For next six years, estimated values of money demand (M1) and (M2) in Pakistan are as

following table.

Table: 4.28. Forecasting Money Demand (M1} and (M2)

Years Money Demand (M1) Money Demand (M2)
Log{Rupee) Log(Rupee)
2014 24 27548 24.67293
2015 24.38624 24.69565
2016 24.44523 24.78954
2017 24.50422 24.84787
2018 24.56321 24.90625
2019 24.62215 24.96453
2020 24.68115 25.02286
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Figure: 4.14- Actual, Fitted, Residuals Graph of Forecasting Model (M2)
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Figure: 4.15- Actual, Fitted, Residuals Graph of Forecasting Model (M1)
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Figure: 4.14 and 4.15 are presenting the actual fitted residuals graphs of forecasting
model, here we see that actual and fitted lines become straight and smooth for both money

demand function (M1) and (M2). The residuals also become zero.
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Figure: 4.16. Forecasting Graph (M1}
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Figure: 4.17. Forecasting Graph (M2)
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In figure: 4.16, we present the forecasting graph of money demand (M1) in log form.
Theil Inequality and variance proportion are approximately close to zero. But in figure: 4.17
we note that Theil Inequality coefficient, variance proportion, and Mean Absolute Error are
close to zero. The forecasting of money demand (M1} and (M2) are between plus and minus

2 standard deviation.
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In literature the money demand function has been a central interest. The central bank
conducts its monetary policies on the basis of determination of a correctly specified money
demand and money supply functions, The stability of money demand function is pre-
requisition to make any new policy driven by the State Bank. Usually it is known that a single
equation method is used to estimate the parameters of money demand and money supply

functions, which are to be likely gives the biased and inconsistent results because of the

simultaneity problem.

In this study we present a simple system of simultaneous equation model of money
demand and money supply. The first requisition of this model is that whether there is
simultaneity problem or not. For this purpose we apply Hausman test, which shows that there

is simultaneity problem between Nominal Interest Rate and Real Money Demand (M1, M2).

At second step, we check the identification of both money demand and money supply
equations. For this purpose we apply order and rank condition on our model and conclude
that both the equations are over identified. At third step, the Augmented Dickey-Fuller test is
used to check the stationary of variables, and its clearly indicates that ali the variables of
money demand function and money supply function are not stationary at level but stationary
at their 1% difference at 1 percent level of significance. The Augmented Angel-Granger test is
used to check the long run relationship between the variables, and its shows that Nominal
Interest Rate, Real GDP, Exchange Rate (PAK/USD) and Real Money Demand (M1) and

(M2) have long run equilibrium relationship.
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At fourth step, we estimate the parameters of money demand function (M1, M2) and
money supply function (M1, M2) using Two Stage-Least Square (2SLS) estimates procedure
at level and also at 1% difference. When we estimate the parameters of money demand
function (M1) at level, the estimated long run money demand function (M1) has negative
effect with nominal interest rate (R), and exchange rate (PAK/USD), but the real (GDP) has
positive effect on money demand (M1). In real money supply function (M1) the interest rate
is positively associated with real money supply (M1), but the output gap and inflation gap
were negatively associated to dependent variable. The output gap is more sensitive to real
money supply as compared inflation gap. The results obtained by (2SLS) are unbiased and
consistent but not efficient, because the residuals of both the equations were correlated to
cach other. To overcome this problem, we used the 3% stage which is also known as
Seemingly Unrelated Regression (SUR) model. The results obtained by this process were not

only unbiased, and consistent but also efficient.

After that we estimate the parameters of our model at 1** difference, because all the
variables were stationary at 1* difference. By applying (2SLS) and (3SLS) techniques on the
model of money demand (M1) and money supply (M1) to estimate the results, we were

astonished to see that that all the variables have expected signs but insignificant.

At step number five, we estimate the parameters of money demand (M2) and money
supply (M2) using 2 stage-least square (2SL.S) methods. Again we see that all the coefficients
in money demand function (M2) had expected signs. The interest rate and nominal effective
exchange rate (NEER) are negatively affected and real GDP is positively associated with real
money demand (M2). Again the same results we saw in money supply function (M2)
inflation gap and output gap were negatively associated and interest rate was positively

affected with real money supply (M2). But again we face a problem that both the equations
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residuals were correlated to each other, which makes the results inefficient. By applying

(3SLS) technique our estimates became more efficient as compared to the results of (2SLS).

Again we estimate the results for (M2} at 1* difference. We saw that nominal interest
rate and (NEER) has negative effect on real money demand (M2) and real GDP has positive
effect. It is interesting to note that, the entire coefficients were significant for money demand
function (M2). But in money supply function (M2) inflation gap has significant effect but all

other variables wete not significant,

From the analysis report we can conclude that the coefficients for money demand and
money supply functions (M2) are greater than the money demand and money supply (M1)
functions. So here we can say that “money demand and money supply (M2) are more

sensitive as compared to money demand and money supply (M1)”.

At the end we realize that, the exchange rate (PAK/USD}) has a low impact on money
demand; it means that Pakistani people do not desire to hold money if rupees value increased
as compared to U.S. dollar, but it’s less elastic because the coefficient of exchange rate
(PAK/USD) 1s less than 1. We can also say that depreciation in Pakistani rupee the real
money demand would be increased but its effect is very low, There is another important
factor “interest rate™ which 1s negatively affected by reat money demand (M1) and (M2). We
can say that the people of Pakistani want more money if interest rate is low. The real GDP
has significant positive effect on real money demand (M1). The estimated coefficient of real
GDP is less than 1 for (3SLS) estimates, which implies that money in Pakistan cannot be
considered as luxury. We also conclude that State Bank of Pakistan circulate more money if
rate of interest higher. In Pakistan a decrease in inflation gap and output gap will accelerate to

money supply.
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5.1 Recommendations

The money demand function has been a topic of continuing research. Usually
parameters of the money demand function are estimated by a single equation method which is
likely to be biased and inconsistent. In this study we present a simple system of equations
representing money demand and supply relationships in Pakistan. There are number of policy
implications main of these are listed as. First, in estimating the money demand function, the
money supply function should not be treated as exogenous. Second, a change in monetary
policy regarding the interest rate with the aim of controlling inflation is expected to affect
real money supply. Third, while the inflation gap has a major role in the money supply
function, the output gap could also be a significant tool for monetary policy. Finally, a
consistent and unbiased estimate of the quantity of money demand is a useful indicator of
GDP.

These results suggest that State Bank of Pakistan would reduce money supply, if

inflation gap and output gap increase.
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