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Abstract

Software Product Line (SPL) is a group of software-intensive systems that share common and vari-
able resources for developing a particular system. SPL epitomizes the notion of a planned reuse. It
encourages the development of a series of software applications by reusing basic functionality to
the maximum extent. All the products part of SPL are technically called features”. Features can
be represented through a compact graphical format called a feature diagram. This visual represen-
tation is further termed a feature model. The feature model is a tree-type structure used to manage
SPL’s common and variable features with their different relations and problems of Crosstree Con-
straints (CTC). Common features exist in every SPL product, while variable features are part of the
product according to application requirements, constraints, and relationships. Therefore, invalid
feature combinations can be generated due to constraints. and relationships between varied features
resultantly make this process complex and consume extra effort while developing applications in
SPL. This happens due to the need for better algorithms working when implementing cross-tree
constraints.

CTC problems exist in groups of common and variable features among the sub-tree of feature
models more diverse in Internet of Things (IoT) devices because different Internet devices and
. tocols are communicated. Numerous methods are available to cope with the complexity and
extra effort when selecting features for specific product derivation. The selected subset of prod-
ucts has both valid and invalid configurations. That is why complexity and effort are increased
during the development of SPL. Therefore, managing the CTC problem to achieve valid product
configuration in IoT-based SPL is more complex, time-consuming, and hard. In literature, multi-
ple algorithms are proposed for selecting features from the feature model for product derivation.
However, proposed algorithms only consider the cardinality constraints of feature models such as
OR group and alternative. However, the CTC problems are not considered in previously proposed
approaches such as Commonality Variability Modeling of Features (COVAMOF) and Genarch+
tool; therefore, invalid products are generated due to the violation of feature selection constraints.

This research has proposed a novel approach, Binary Oriented Feature Selection Crosstree Con-
straints (BOFS-CTC), to find all possible valid products by selecting the features according to
cardinality constraints and cross-tree constraint problems in the feature model of SPL. BOFS-CTC
removes the invalid products at the early stage of feature selection for the product configuration.
Furthermore, this research developed and applied the BOFS-CTC algorithm to IoT-based feature
models. The findings of this research are that no relationship constraints and CTC violations occur
and drive the valid feature product configurations for the application development by removing
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the invalid product configurations. In its first step, an intensive literature review is conducted to
understand the working and weak areas of existing feature models. Secondly, based on literature
findings, understand the limitations of existing algorithms used to calculate the valid total number
of products of the SPL feature model with primary cardinality constraints. In the last phase, the
proposed algorithm will be developed to calculate the valid total number of products by consider-
ing the cross-tree constraints of the feature model.

Furthermore, we will validate our results using the “simple random sampling™ technique, where
random products (combination of features) will be chosen from different small and large feature
models. Validation will be based on comparing manually generated combinations and system-
generated results. For the development of SPL, organizations require advanced investment in do-
main engineering. The accuracy of BOFS-CTC is measured by the integration sampling technique,
where different valid product configurations are compared with the product configurations derived
by BOFS-CTC and found to be reasonable correctness. Using BOFS-CTC reduces the testing cost
of SPL as invalid products are removed from the total number of products. Eliminates the testing
cost and development effort of invalid SPL products.
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Chapter 1
Introduction

Software applications have become central to today’s age and daily life. Irrespective of age. sex,
profession, or geographical boundaries, all of us depend upon software applications. This de-
pendency may be direct or indirect in any sense. Many professionals, from doctors to engineers,
parents to students, buyers to suppliers, and manufacturers to service providers, depend entirely on
software [1, 2]. However, it is disappointing that even though heavy amounts are spent on software
appiications to make them accurate, efficient, secure, and reliable, vulnerabilities and defects re-
main. This is not a one-time investment; instead, it is a continuous investment that will be exceeded
yearly to fix the flaws and overcome software vulnerabilities [3, 4].

According to the National Institute of Standards and Technology (NIST) 2002 research, the annual
software error cost is approximately $59.5 billion. This figure is estimated just for the United
States. This situation worsens daily as software gets more complex, has numerous features, and
goes online. On the other hand, IT companies are reducing their budgets each year to overcome
their research, development, and maintenance costs [5, 6].

Due to the increased expenses, organizations are trying to overcome their issues related to the need
for more resources. IT companies are trying to improve productivity, enhance quality, decrease
cost, decrease labor needs, decrease the time required to market the product and reduce the time
necessary to cater to the market. Domain engineering or product line development is critical in
systematic software reuse. It is the whole process of reusing domain knowledge to produce new
software systems [7, 8].

Software Product Line (SPL) is a paradigm for developing and managing internal software sys-



Chapter 1. Introduction

tems from a common set of resources using a specific production process. It is a technique used
to create software products with similar characteristics that share the exact nature of code, experi-
ence, and developer documentation [9]. Specifically, SPL is a group of software-intensive systems
with common manageable characteristics. These functions are combined to meet specific market
requirements. SPL improves the reuse of existing resources, i.e., common and variable features,
and reduces development time, cost, effort, and time to market [9, 10].

SPL is a group of related products; features are the characteristics of a program, and the feature
model manages these features. The feature model is used to manage SPL's common and variable
features [11]. Therefore, the feature model has become one of the most used in the SPL. community
to develop the software family. A feature is an option to include specific functions in the system
configuration. Features can be presented in a compact graphical format called a feature diagram.
This visual tree-type structure is also called a feature model [12]. The feature model manages
generic and variable SPL functions with various relationships and constraints. During application
development, products are developed by selecting features from the SPL domain [13, 14]. Fig. 1.1
shows the feature model of mobile phones.

SPL consists of two processes: 1) Domain and 2) Application engineering. Domain engineering
consists of all possible common and variable features of specific SPL. Furthermore, the feature
model is a tree-type structure that shows the domain of SPL with all common and variable features
[[15, 16]. Common features are part of every SPL product; however, variable features are selected
according to user requirements and pre-defined relationships between features. Therefore, the
selection of variable features differentiates the products of SPL [17].

The feature model is composed of pre-defined relationships between features, as shown below
(8. 18]:

* Required. These are the standard features that must be part of every SPL product. In Fig.
1.1, a call is the common feature always selected in every product.

* Optional. These features may or may not be part of the SPL product. The selection of these
features is according to end-user requirements. In Fig. 1.1. “GPS" is an optional feature.

* Alternative. The group features from where one and only one feature can be selected for the
product development of SPL. If there are more than two features in an altemnative group, then
only one feature can be selected for the product derivation of SPL. In Fig 1.1, there are three
features, “basic, color, and high resolution,” on the screen; we can select only one feature at
a time in the development of the product.

Muhammad Fezan Af-al: 23-FBAS/PHDSE/F |16 Page 2 of 86
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Mobile Phone
Calls GPS Screen Media
’
; Z \
- High resolution Camera MP3
| Crosstree f_.____...._..:
Constramis

é Mandasory A Anhemative --<->= Requres
& Optional A\ o <> Exciudes

Figure 1.1: Mobile Phone Feature Model [19]

e Or group. A collection of child features is associated with its parent, and more than one
feature can be selected for SPL product development. In Fig 1.1. the camera MP3 has the Or
group relationship, where one or both can be set in the Product development of SPL.

The pre-defined relationships of feature models, such as optional, alternative, and Or group, are
defined by every feature model. However, another relationship or constraint, known as the crosstree
constraint, is also part of the feature model. Crosstree constraints are the relationships between
sub-trees of the feature model. There are two types of crosstree constraints: 1) include features
and 2) exclude features [19], as shown in Fig 1.1. “GPS” has the exclude crosstree constraint with
the “Basic screen.” and “camera” includes the “high-resolution screen.”

Organizations put in the time. money, and effort necessary for the product configuration based on
the feature model before constructing the features. The initial costs of SPL and single product de-
velopment are depicted in Fig. 1.2, indicating that SPL organizations invest in initial development
costs without benefiting from the market [20, 21]. The break-even point of SPL shown in Fig. 1.2
depends on the size of SPL, i.e., the total number of product configurations. The total valid number
of products is a significant parameter for the advanced cost estimation of SPL [23, 24]. However.
calculating the total number of valid products is challenging due to the feature model’s predefined
relationships and crosstree constraints. Therefore, multiple methods and approaches exist, such
as determining how many products are included in the feature model. Binary Pattern for Nested
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L ,

Number of products”

Figure 1.2: Cost estimation of SPL and single product

Cardinality Constraints (BPNCC) cardinality Constraints (dealing of Features (approach is applied
to the Internet of Things (IoT) and Software Product Line of Things (SPLOT) are discussed in the
literature. However, these approaches only consider the primary and nested cardinality constraints
such as "OR,” "AND,” "Alternate,” and "OR group” relationships to calculate the total number of
products. However, there are still possibilities of invalid product derivation due to the crosstree
constraints in the sub-tree of the feature model. This problem leads to wrong cost estimation of
SPL due to invalid products [25, 26].

There are multiple research problems in SPL such as aspect oriented domain for the multithread-
ing of software and crosscutting concerns. However, these problems are undertaken at the time
of development of SPL applications and need to solve at the time of product development. It is
more important to solve the problem of crosstree constraints at domain level of SPL. Therefore,
this research solve the crosstree problems in feature model of software product line. Cross-tree
constraints provide feature models with maximum expressive power as they enable the capture
of any interdependency between features through arbitrary propositional logic formulas. How-
ever, the presence of these constraints adds complexity to the process of reasoning about feature
models. whether using SAT solvers or compiling the model into a binary decision diagram for
efficient analyses. While certain efforts have attempted to streamline constraints by eliminating
them, these approaches typically focus on simple constraints like “requires” and “excludes,” or
they necessitate the introduction of an extra set of features, thereby raising the overall complexity
of the resulting feature model [27]. Conventional methods for analyzing feature models rely on ad-
dressing algorithmic challenges like boolean satisfiability. satisfiability modulo theories, or integer
linear programming. While these existing approaches effectively handle small and medium-sized
problem instances, challenges arise when dealing with the scalability of large-sized feature models.
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Quantum computers offer the potential for super-polynomial speedups in solving specific algorith-
mic problems, presenting an opportunity to overcome the scaling issues observed in the analysis
of larger feature models [28].

The first problem is crosstree constraints in the loT-based feature model, which cause invalid fea-
ture combinations to become part of SPL, leading to extra effort and cost in developing SPL.
As shown in Fig.1.1, the crosstree constraints "Global Positioning System (GPS)" and "Basic™ ex-
clude each other; therefore, any product that contains GPS and Basic will be invalid. Moreover, the
crosstree constraint "Camera™ includes the "High Resolution”; if the camera is selected, the high
resolution must be part of the product. Fig. 1.1 shows "mobile phone™ SPL where ten products
are invalid due to the crosstree constraints problem. It is essential to remove the invalid products
from the total number of products before developing SPL. However, existing approaches find the
total number of products but do not consider the crosstree constraints that lead to both valid and in-
valid products. Due to invalid products, the development cost and effort increase. “Hence, invalid
feature combinations are generated due to constraints problem, and relationships between varied
features resultantly make this process complex and consume extra effort during integration testing
of SPL.”

This research proposed a novel binary-oriented feature selection crosstree constraint (BOFS-CTC)
approach that calculates the valid feature product combinations by considering IoT devices’ pri-
mary and nested cardinality and crosstree constraints. BOFS-CTC applies for small and large
feature models with low to high complexity constraints. The contribution of this paper is to miti-
gate the invalid feature combinations for product derivation at an early stage of SPL development.
Furthermore, BOFS-CTC has applied different complexity feature models to obtain the total valid
digits of products and found high accuracy. However, the previous approaches need to consider the
crosstree constraints problem to get valid products. In this thesis, different methods are compared
with the proposed BOFS-CTC algorithm, and it is found that BOFS-CTC is a more appropriate
and applicable approach for an accurate features’ combination of the feature model. As a result,
using BOFS-CTC minimizes the total cost and effort of SPL product development. Furthermore,
BOFS-CTC is the independent approach of any specific tool as we have proposed its algorithm.

1.1 Objectives and Scope

The aims of our research are:

* To highlight the strength and weaknesses of existing models presenting their work towards
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Invalid Feature Combinations, we analyze the methodology and approach researchers used
in their work.

* To find the invalid product combinations of SPL.
* To derive the valid product configurations of SPL with the selection of features
* To identify the valid feature combinations for each product derivation.

* To find the cost for each SPL using valid feature combinations and a total number of valid

products.

We will apply the “simple random sampling” technique to validate our proposed solution. The
simple random sampling technique is based on randomly selecting products from the population.
In a simple random sampling technique, each product has an equal chance of occurrence from the
population. Therefore, our validation of results will be based on the random selection of manu-
ally generated products from small and large feature models and will be compared with system-
generated results. We have also driven all invalid products and reached out to them with the list of
all products (combination of features); the absence of invalid products validated the correctness of
our proposed solution.

This thesis is structured as Chapter 2 is Literature Review, Chapter 3 is Binary Oriented Feature
Selection Crosstree Constraints (BOFS-CTC), Chapter 4 is Binary Oriented Feature Selection-
Crosstree Constraint Validation, Chapter 5 is Result and Analysis and Chapter 6 is Conclusions
and Future Directions.
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Chapter 2

Literature Review

2.1 Valid Products of SPL

The development of a software product line consists of two life cycles: domain engineering and ap-
plication engineering. In domain engineering, all possible common and variable features under the
SPL domain exist. In application engineering, the common and variable features are selected from
the domain engineering to develop the product according to the end-user requirements {27, 28]. To
design multiple combinations, we can use the Binary Pattern for Nested Cardinality Constraints
(BPNCC) Method, which calculates the exact number of combinations of products. BPNCC finds
all possible products automatically by using a top-to-bottom approach. However, invalid products
are generated in the total number of products due to the crosstree constraint between features. Au-
thors have ignored the exclude and include constraints between features [2]. It is only possible
to test some of the products individually as a lot of effort, cost, and time are required because a
large SPL has thousands of products. Through a literature review, it is concluded that this problem
can be solved through combinatorial testing. This type of testing selects a subset of products that
covers all possible interactions of features [25].

Different approaches are used for the development of products. When we drive other products by
combining multiple product line features, many things need to be corrected. Therefore, integration
testing of components is essential for detecting faults and failures in products. Integration testing
tests the interfaces of different SPL features and detects faults due to incompatibility among mul-
tiple parts of an SPL [29]. Due to the increasing number of products, testing them individually
and detecting defects takes a lot of work. Thus, only a subset of products that covers all possible
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interactions of features is selected for testing. In many types of research, different methods are
used for feature integration testing of SPL products and to reduce the number of products. All
of them aim to reduce the effort and cost of integration testing and increase the fault detection
ratio. To minimize testing efforts, a subset of products are selected using different approaches such
as independent pathway tests, combination tests, priority-based tests, mutation-based tests. and
model-based tests [30, 31].

In all these approaches, feature models or product lines are used to select a subset of products.
Many researchers use these approaches differently, with some benefits and limitations. An inte-
gration testing method has been presented to improve testing by dealing separately with optional
features and alternative features of an SPL. This paper recognizes that by growing the number of
items, alternative features have a negative effect. They offer a new approach, the simple form, to
black-box testing. This approach converts the model of the function into a graph of feature inclu-
sion and then associates cases of use with each feature [32, 33]. Then, select the base paths on
this graph using an algorithm that tests feasibility using the Depth First order to find the longest
path. Finally, if they are linearly independent, add these path algorithms. In this algorithm, group
all possible routes by alternative characteristics and use the base route algorithm for each group.
However, this method has some limitations, such as the cost of calculation being higher than the
cost of all characteristics and efforts to create a characteristic model dependency structure. These
efforts are reduced by providing a new algorithm called the “Full Feature Algorithm.” In this
method, there is no need to design any graphs, such as the Feature Integration Graph (FIG). This
algorithm aims to select a subset of products covering all functions. We must greedily add func-
tions to the variable until we have a product that includes the most unused functions. Then, update
the set of user functions, and once all functions are enabled, you're done [34].

2.2 Testing Efforts of SPL Products

Reducing testing effort by pruning irrelevant features based upon multiple test cases. Outside
features are those whose absence or presence has no change in the system's behavior. Thus, they
only test the combinations of relevant features and reduce the testing effort. But at the same
time, it has some limitations, such as we already need to know about all test cases and different
usage scenarios. Furthermore, in other studies, multiple approaches focus on increasing the fault
detection rate using higher strength suites [35].

Researchers also use the prioritization method to detect faults and decrease the testing effort effi-
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ciently. A research work describes a process of effective product-line testing using similarity-based
prioritization. In this method, incrementally select the products that are diverse in features to in-
crease the feature interaction coverage. Prioritize the products on a similar basis and then test all
of them. The resuits show that it potentially increases the fault detection ratio but needs to de-
crease the testing effort efficiently. Moreover, introduces a PINE method, which is applied before
generating integration test case scenarios. PINE consists of four significant steps: in the first step,
feature model analysis is done by partitioning the FM into some independent sub-trees. Then,
prioritize each feature with the score given by the domain engineer based on customer needs, time
to market, relationship between elements, etc. At the same time, the score is also obtained through
"event probability,” these two factors are multiplied through an algorithm to get the score for each
feature. In the third step, prune the feature model but cut less important branches by prioritizing
the features on three preference levels: high, medium, and low. These ranges are defined through
Boehm's method. In the last step, another algorithm is presented for selecting configurations in
which every feature is covered at least once in a design. To choose selected configuration features,
they are analyzed based on their relationship and find configurations that cover the maximum no
of features. Thus, these two algorithms reduce the number of products for testing, and the effort of
integration testing decreases [36].

In some research, testing is done through the mutation process, like they perform testing on feature
model mutation by using the fault-based approach. They define some mutation operators that help
find faults and check whether all products are valid. Therefore, it detects glitches related to several
characteristics and relationships. The main measures of these operators are

» The wrong cardinality of a single feature.
¢ Faulty elements of a grouped relation.

* Existence of a set relation.

* Wrong cardinality of a fixed relation.

* Wrong constraint.

Moreover, this method increases the probability of finding faults, so confidence is developed that
the products in the feature model match their requirements. However. the problem of growing com-
plexity is due to the large number of invalid feature combinations and crosstree constraints. It also
ignores some feature model constraints [37]. In addition, some studies are also improving mutation
testing based on function-oriented programming, while the problem of increasing complexity still
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needs to be solved. In their work, they receive appropriate mutation operators that validate their
approach across four software product lines and further discuss the challenges of mutation testing.
The result shows that it improves the defect detection method. Still, its limitations are that it is
relatively expensive due to the large number of products or options and does not reduce the testing
effort [38].

As we step forward, for generating Integration testing scenarios (ITS), we studied different meth-
ods in the literature, such as creating test scenarios through activity diagrams, which are the most
promising approaches. In our research work, we are focusing on valid feature combinations for
developing SPL. Errors are caused due to invalid feature combinations concerning cross-tree con-
straints.

In the Software Product Line, core assets are reused to develop a family of products, which helps
reduce development costs, time, and effort. Still, much effort, time, and cost are required to test
this family of products as it exposes errors or compatibility issues caused by integrating ditfer-
ent components or features. Hence, trying all the products individually is challenging [12]. The
literature solves this problem through combinatorial testing in which, instead of all of these prod-
ucts, a subset of products for testing that covers all possible interactions of features is individually
selected [39]. Different methods are defined for choosing this type of product subset, which are
helpful but still have some limitations, as mentioned in Table 2.1. In research work, use a model-
based testing method to test all possible interactions of components. They create placeholders
and integration scenarios that cover all interactions for integration testing. Hence, it is helpful to
uncover inter-component failures through these placeholder integration scenarios [40].

Before proceeding further, it is imperative to present evidence from the literature that the problem
statement stated in this research exists. The following sections give a detailed overview of invalid
feature combinations in the literature.

[n continuation to the probe to present literature on invalid feature combinations, table 2.2 provides
a detailed overview of the ten research publications from renowned journals to give the reader an
idea about the existence of invalid feature combinations.

Table 2.3 shows the combination of the features in binary form by applying the BPNCC approach
[25]. After shedding light on invalid feature combinations, table 2.4 gives an idea about the prob-
lems highlighted due to the invalid feature combinations. These findings are gleaned after an
intensive literature review of the same research papers ACM, IEEE, and Springer presented.

In previous sections, table 2.1 and Table 2.2 have already given enough information on the exis-
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Table 2.1: Comparison of existing approaches

FM .
CrossTree | Total .No. | Mapping
References Approaches Tree .
Relationship Constraints | of products | of FM
J. Miguel Horcas, | Web interface to
et. al. Software construct
Product Line syntactically Yes No No Yes
Conference. 2020. | and semantically
Canada [41] Feature model
H. Shatnawi et. al. Extensible
A(.:M S.o ftware mod-el dn.ven Yes No Yes Yes
Engineering 2020. engineering
USA [42] approach
Multi-Objective
Abbas, A et. al. g"“‘“‘f,:‘t‘t‘;‘;
IEEE Access, nary Yes No No No
for Nested
2018 [25] -
Cardinality
Constraints
Abbas, A. et. al. B‘f'(‘)a’l{‘::t::“‘
IEEE Access, rones e Yes No Yes Yes
Cardinality
2017 [26] .
Constraints
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Table 2.2: Analysis of litrature with respect invalid feature combination

Source Document

Finding from the Literature

Framework for Refactoring
Software Product Line
Architecture [15]

* Inconsistencies arise

* Create invalid combinations of features.
* Misconfigured product features and the
evolution of SPL.

Environment Modeling-Based
Requirements Engineering for
Software Intensive Systems [16]

* Generates a set of functions according to
variability constraints,

* FM accepts as output to minimize the invalid
joins to a multi-step configuration.

PACOGEN [17]

* Combinations of functions are common problems
* Generate paired tests
¢ Determine the number of N rows

Feature-Oriented Software
Product Lines [18]

* Mismatched mutability given by a specific application.
* Code integration of teamwork.
¢ Optional feature expresses errors.

Pairwise Testing of SPL [43]

» Different qualities and similarities are combined
» Combining functions make test configurations.
* High variability combination results in unmanaged test

Test Generation Using
Minimum Invalid Tuples [44]

¢ Certain settings may be prohibited.
* Settings are null and are not protected.
* U-tuple is true if it can be used in a valid f-test.

* Validation process configuration provided against

optimized feature
selection [19]

Code Generation to Support the constraints
2:::: a:i(tii(l))ny?:;r]nc * Functions that are not present in the model.

PO * Incomplete mandatory functions and invalid function.
Genetic Algorithm for * Computationally expensive and time-consuming.

* Developers need the ability to easily create and evaluate
the selection.

Detection of Feature
Interactions Feature-Aware [46]

¢ Functional interactions unforeseen
¢ Combination of functions are source of failure.

Automated Diagnosis
of Configuration Errors [47]

* Require several steps configure broad functions

» Making difficult to prevent conflicts and error

* New techniques are needed to debug invalid configurations
* Erroneous configurations
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Table 2.3: Valid and invalid feature combinations due to crosstree consraints

Nature of . High
#Products Products GPS | Basic | Color Resolution Camera | MP3
1 Invalid 1 1 0 0 0 0
2 Products | l 0 0 0 1
3 GPS 1 1 0 0 1 0
4 exclude 1 1 0 0 1 1
5 lgﬁifd 0 0 1 0 1 0
6 Products 0 1 0 0 1 0
7 Camera 1 0 1 0 1 0
8 Include 0 0 L 0 1 1
9 Hieh 0 1 0 0 1 1
10 & i 0 I 0 I I
11 0 0 0 I 0 0
12 0 0 1 0 0 0
13 0 1 0 0 0 0
14 1 0 0 1 0 0
15 0 0 0 1 1 1
16 1 0 0 1 1 1
17 Valid Products | 0 0 1 1 0
18 1 0 1 0 0 0
19 0 0 0 1 0 |
20 0 0 1 0 0 1
21 0 1 0 0 0 1
22 1 0 0 1 0 1
23 1 0 1 0 0 1
24 0 0 0 1 1 0
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Table 2.4: Problems identified due to invalid feature combinantions

Source Document Overview of the Problems

Framework for * Suspicious product does not perform correct functions.
Refactoring SPL ¢ it is necessary to evaluate the models to demonstrate the
Architecture [48] architecture and functionality of the SPL.

Environment Modeling- . Speciﬁc_ed b)l' a col_lection ?f functional and

Based RE for Software non-functional requirements

Intensive Systems [49]

¢ Coherent set of individual requirements
* Functions are invalid expressions.

Automatic Generation
of Pairwise Test
Configurations [50]

* Minimal instrumental support for the setup of
combination of test functions.
* Tool returns the minimum number of configurations.

Feature-Oriented SPL
[51]

* Unacceptable combination of functions and interaction,
¢ Challenge is to identify the missing behavior while

in the problem of additional functions,

* Coordination of code in a way that does not affect
mutability.

Integration Testing for

* Various methods and tools reveal scalability issues

SPL [43] * inefficiencies outside of a range of product variants,
Combinatorial Test * Challenge in this effort is to deal with the large number of
Generation for SPL [44] | constraints between different functions.
Code Generation for ° Static and dynamlf: methods dlsadvantfxges of versatility
. . in composition, efficiency, and consumption of resources.

Static and Dynamic .

.t * Force the programmer to develop between static and
Composition of SPL [45] . ..

dynamic composition.

Genetic Algorithm * Optimizing the SPL function with limited resources is a
for Optimized Feature very limited problem. Optimizing
Selection [19]  Exact problem-solving algorithms do not scale well.

Detection of Feature
Interactions [46]

* different combinations of functions are possible,
* Not possible to detect the interactions of functions by
creating all possible combinations.

Automated Diagnosis
of SPL Configuration
Errors [47]

* Difficult to debug conflicts and bugs in large function
models.
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tence of invalid feature combinations and the problems that arise due to the issue. Table 2.5 details
proposed solutions and approaches to counter the effects of invalid feature combinations.

In these approaches, they use feature models or product lines to select a subset of products. Many
researchers use these approaches differently, with some benefits and limitations. The FIG method
has been presented to improve testing by dealing separately with optional features and alternative
features of an SPL. This paper recognizes that by growing the number of items, alternative features
have a negative effect. They offer a new approach, the simple FIG form, to black-box testing. This
approach converts the model of the function into a graph of feature inclusion and then associates
cases of use with each feature. Then, select the base paths on this graph using an algorithm that
tests feasibility using the Depth First order to find the longest path. Finally, if they are linearly
independent. add these path algorithms. In this algorithm, group all possible routes by alternative
characteristics and use the base route algorithm for each group. However, this method has some
limitations, such as calculating FIG, which is higher than the cost of all characteristics’ efforts to
create a characteristic model (FIG) dependency structure. These efforts are reduced by providing a
new algorithm called the "Full Feature Algorithm.” In this method, there is no need to design any
graphs such as FIG. This algorithm aims to select a subset of products covering all functions. We
must greedily add functions to the variable until we have a product that includes the most unused
wunctions | 8].

Finally, Table 2.6 presents the mapping of various analysis methods onto the Software Develop-
ment Life Cycle (SDLC). This section gives an overview of the literature on how multiple re-
searchers analyzed the problems arising from invalid feature combinations and, as per their find-
ings, at which phase of SDLC this issue may be dealt with.
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Table 2.5: Method/Approach followed in the wake of invalid feature combinations

of SPL Configurations [47]

Source Document Methods Approaches Used
Intensive Systems Goals of autonomous Reflecting autonomous
[49] objects. subjects.
. Permitted interactions
PACOGEN [50] Greedy algorithms, and between pairs of
meta-heuristics. .
functions.
Feature-Oriented Functional Model to Abstracted for
SPL [51] Prevent Interaction. function interaction.
Pairwise Testing Captures features linked by . .
for SPL [43] required, optional, and alternative. Combinatorial Approach.
Combinatorial Test Minimum Invalid Tuples Notion of Minimum
Generation [44] (MITS). Tinvalid tuples (MIT).
Code Generation and Dynamic composition Static and Dynamic
Composition of SPL [45] | in Object Teams. Composition.
Genetic algorithm . .
for SPL [19] GAFES Genetic Algorithm
Detection of Feature Intentional Testing
Interactions [46] of features . SPL VERIFIER
Automated Diagnosis CURE Diagnostics Debugging configuration

and constraint solver
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Table 2.6: Mapping SPL issues with SDLC phases

Source Analysis Specifications SDLC Phase
Document Method Strategy Galtzht:ging Design | Development | Testing
Variational
Correctness theorem feature-
-by- . based Yes
Construction proving specification
[41]
Feature-Oriented analysis feature-
Contract method based Yes
Composition [42] independent | specification
Modularization
. model .
of Refinement checking feature-
Steps for Agile theorem ’ based Yes Yes
Formal Methods . specification
proving
(52]
. Strategies for
Product-Line composition-
Verification: model based Yes
| Case Studies checking implemen-
and Experiments tation
[53]
Symbolic Model
Checking of family-wide
Product-Line model specification, Yes Yes
Requirements checking feature-based ) )
Using SAT-Based specification
Methods [54]
Probabilistic Model
Checking for
Energy Analysis model feature-
. . based Yes Yes
in Software checking I
Product Lines specification
[55]
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Towards Formal
Safety Analysis
- in Feature-Oriented | Model checking
Product Line
Development {31
Potential Synergies
of Theorem
Proving and Model checking, | feature-based Yes Yes
Model Checking theorem proving | specification
for Software
Product Lines [32
SPLat: Lightweight
Dynamic Analysis
for Reducing Testing feature-based Yes
Combinatorics in specification
Testing Configurable
Systems [33
Compositional

Verification of . feature-based
Software Product Model checking Yes Yes

specification
Lines [34]

feature-based

Tesi
specification Yes | Development | Tesing

2.3 Research Gap

BPNCC finds all possible products automatically using a top-to-bottom approach to all valid and
invalid combinations [25]. MOO-BPNCC [26] consists of three independent paths (first, second,
and third). Furthermore, heuristics on these paths found that the first path could be more feasi-
ble due to space and execution time complexity. The second path reduces the space complexity;
however, time complexity increases due to the increasing group of features. BPNCC and MOO-
BPNCC are the latest techniques that cannot find invalid. valid, and partially invalid/valid feature
combinations due to cross-tree constraints. The proposed solution will be able to identify the issues
mentioned above in the context of cross-tree constraints.

All major feature model drawbacks can be found using an XML-based modeling technique. The
feature model is mapped using an XML schema, turned into an XML file, and translated to an
XML Schema Definition (XSD) by defining the needs and constraints of the end user throughout
application development. Primary information of feature relationships, such as alternative, oblig-
atory, optional. and OR group, must be predefined at the stage of domain engineering to translate
all constraints and relationships of the feature model in the XML schema. Also, at the application
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engineering level, feature constraints and end-user requirements must be specified at the XSD level

for proper feature selection.

2.4 Problem Statement

All of the approaches mentioned above ignore the cross-tree constraints while using feature models
that produce some invalid products. Thus, if they consider these constraints, they can reduce invalid
configurations. Furthermore, they did not exploit how we can automatically test the feasibility of
products for their cross-tree controls, such as include and exclude. Due to crosstree constraints in
the feature model, invalid feature combinations become part of SPL, leading to extra effort and cost
in developing SPL. As shown in Fig. 1.1, the crosstree constraints "GPS" and "Basic” exclude each
other; therefore, any product that contains GPS and Basic will be invalid. Moreover, the crosstree
constraint "Camera” includes the "High Resolution”; if the camera is selected, the high resolution
must be part of the product.

Fig. 1.1 shows "mobile phone” SPL where ten products are invalid due to the crosstree constraints.
Table 2.3 1 shows the selection of features, and 0 indicates the feature is not part of the product. It is
essential to remove the invalid products from the total number of products before developing SPL.
However, existing approaches find the total number of products but do not consider the crosstree
constraints that lead to both valid and invalid products. Due to invalid products, the development
cost and effort increase. “"Hence, invalid feature combinations are generated due to constraints,
and relationships between varied features resultantly make this process complex and consume
extra effort during integration testing of SPL." Furthermore, table 2.6 shows a comparative study
of different research studies that map the issues of SPL in the software development life cycle.

2.5 Research Questions

* Mitigating the invalid feature combinations:

How do we minimize the number of invalid feature combinations generated during integrat-
ing software product line testing while dealing with cross-tree constraints?

e Formal method:

What would be the method for generating the finite prioritize feature set to test invalid feature
combinations during integrating testing in the software product line?
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Binary Oriented Feature Selection
Crosstree Constraints (BOFS-CTC)

We proposed an Oriented Feature Selection Crosstree Constraint (BOFS-CTC) approach that cal-
culates the valid feature product combinations by considering IoT devices’ basic and nested cardi-
nality and crosstree constraints. BOFS-CTC applies for small and large feature models with low
to high complexity constraints. The contribution of this paper is to mitigate the invalid feature
combinations for product derivation at an early stage of SPL development. Furthermore, BOFS-
CTC has applied different complexity feature models to obtain the total valid digit of products and
found 100% accuracy. However, the previous approaches need to consider the crosstree constraints
problem to get valid products. In this thesis, different methods are compared with the proposed
BOFS-CTC algorithm, and it is found that BOFS-CTC is a more appropriate and applicable ap-
proach for an accurate features’ combination of the feature model. As a result, using BOFS-CTC
minimizes the total cost and effort of SPL product development. Furthermore, BOFS-CTC is the
independent approach of any specific tool as we have proposed its algorithm.

3.1 Material and Methods

All of the abovementioned approaches ignore the cross-tree constraints problem while using fea-
ture models that produce some invalid products. Thus, if they consider these constraints. they can
reduce invalid configurations. Furthermore, they should have explored how we can automatically
test the feasibility of products for their cross-tree constraints problems such as include and exclude.
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Table 3.1: Existing approaches comparison for managing variability with CTC

FM Tree Total Number | Mapping of
Approaches Relationship cre of Products | Feature Model
Web interface to construct syntactically
and semantically Feature model] Yes No No Yes
J. Miguel Horcas, et. al. 2020. [41]
Extensible model driven
engineering approach H. Shatmawi Yes No Yes Yes

et. al. 2020. [32]
Multi-Objective Optimization-
Binary Pattern for Nested
Cardinality Constraints Abbas, A Yes No No No
et. al. 2018 [26]
Binary Pattern for Nested
Cardinality Constraints Abbas, Yes No Yes Yes
A. et. al. 2017 [25]

Our proposed algorithm overcomes these limitations and improves the correctness of feature se-
lection. It helps to memorize all the constraints automatically through our new algorithm while
using the feature model. Then, check these constraints among all products to get valid products.
This approach reduces the development cost, effort. and time before SPL product development.
Table 3.1 describes the practices that consider the CTC variability of the feature model. However,
research needs to be done to manage the CTC variability.

3.2 Complexity of Crosstree Constraints

The complexity of the feature model depends on the crosstree constraints of the feature model.
CTCs include and exclude relationships among features and groups of the feature models. By
increasing the CTCs in the feature model, more inclusive and excluded operations that affect the
other feature combinations of SPL are performed. Developing complex systems that provide con-
sumers with various functions takes much work [58, 59]. The Challenge lies in providing many
options for different application contexts with high versatility while restricting the customization
of systems to achieve maintainability and growth management. The Feature model is essential to
dealing with invalid feature combinations by capturing and visualizing the similarities and depen-
dencies between features and the components that provide the features [60, 61]. Feature models
have been widely used in technical systems and as an element of implementing a line of software
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products for more than ten years. Table 2 shows the comparison of existing approaches. Typically.
the feature model depicts a tree structure with various nodes known as features [62, 63].

3.3 Factors of Invalid Features

Valid and invalid features are based on the complexity of crosstree constraints. Valid features have
low crosstree constraints, and invalid features have high crosstree constraints. Invalid features in-
crease the probability of invalid product configurations. Table 3.2 shows the product configurations
of the “Mobile Phone” feature model in Fig. 1.1. which consists of valid and invalid product con-
figurations due to not considering the crosstree constraints. “GPS™ and “Basic™ features exclude
each other, i.e., only one can be part of the product configuration. Therefore, in Table 3.2, the
invalid product configurations consist of “GPS™ and “Basic,” such as product numbers 3, 9, 15,
and 21.

Furthermore, the Camera” requires “High Resolution,” i.e., if any product configuration adds the
camera in the final product derivation, then there must be a screen “High Resolution.” All the
products in Table 2 are invalid where the camera is one and the high resolution is 0, such as 14, 15,
17. 20, 21, 23, and 24 are invalid. Therefore, we propose a framework that distinguishes the valid
and invalid features of the feature model.

Violations of the given below factors lead to invalid product configurations.
* Or group relationships
* Alternative relationship
* Include crosstree constraints
* Exclude crosstree constraints
* One-to-One (optional to optional)
* One-to-many (optional to optional)
* One-to-One (optional to alternate)
* One-to-many (optional to alternate)
* One-to-One (optional to optional)

¢ One-to-many (alternate to alternate)
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Table 3.2: Mobile phone SPL product configurations without considering crosstree constraints

Mobile Phone | ... racy | Call | GPS | Basic | Color | . FIB® | camera | MP3
Products Resolution
1 valid 1 1 0 0 1 0 0
2 Valid | 1 0 1 0 0 0
3 invalid 1 1 1 0 0 0 0
4 Valid 1 0 0 0 1 0 0
5 Valid 1 0 0 1 0 0 0
6 Valid 1 0 1 0 0 0 0
7 Valid 1 1 0 0 1 0 1
8 Valid 1 1 0 1 0 0 1
9 Invalid 1 1 1 0 0 0 1
10 Valid 1 0 0 0 1 0 1
11 Valid 1 0 0 1 0 0 1
12 Valid | 0 1 0 0 0 |
13 Valid 1 1 0 0 1 1 0
14 Invalid 1 1 0 1 0 1 0
15 Invalid 1 1 1 0 0 1 0
16 Valid 1 0 0 0 1 1 0
17 Invalid | 0 0 1 0 1 0
18 Invalid 1 0 1 0 0 1 0
19 Valid 1 1 0 0 1 1 1
20 Invalid 1 1 0 l 0 1 1
21 Invalid 1 1 1 0 0 1 1
22 Valid 1 0 0 0 1 | l
23 Invalid | 0 0 | 0 1 1
24 Invalid | 0 | 0 0 1 |
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* One-to-one (alternate to alternate)

3.4 Types of Crosstree Constraints

There are two types of crosstree constraints in the feature model:
* Include (Require)
* Exclude (Reject)

The complexity of the feature model is based on the number of features in SPL and the crosstree
constraint relationships. Increasing the features in the feature model gradually increases the crosstree
constraint problems [64]. Therefore, this research focuses on all types of feature models. such as

¢ Small feature model with fewer crosstree constraints
* Small feature model with maximum crosstree constraints
* Large feature model with fewer crosstree constraints
* Large feature model with maximum crosstree constraints

Furthermore, these crosstree constraints are categorized into one-to-one and one-to-many. One-to-
one crosstree constraint is simple due to the relationship between only two features. However, the
One-to-many crosstree constraint is complex due to the relationship of one feature with more than
one feature that increases the dependency. These one-to-one and one-to-many crosstree constraints
further imply optional and alternative feature model groups, categorized as optional to optional and
optional to an alternative.

3.5 Binary Oriented Feature Selections (BOFS)

Our proposed framework consists of two phases. In the first phase, we identify the valid and invalid
features from the feature model according to the complexity of crosstree constraint problems. In
the second phase, we drive the product configurations of SPL based on valid and invalid features.
The BOFS-CTC is a novel approach built on the binary combinations of features for cross-tree
(sub-tree), leaf, and parent node restrictions. The BOFS-CTC is a linear method for counting all
feature model products without violating crosstree and cardinality restrictions.
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Additionally, this technique counts all products in an extensive feature model, with n backtrace
nested constraints having zero violation of the constraints. Since terminal features (leaf nodes) are
usable and obvious to end users, they are necessary for product derivation. Functional features
known as terminal features are used to create SPL goods because they do not have any further
child features. At the terminal, the product’s benefits and actual functionality are visible. All
connections between parents of terminal features are represented by non-terminal features [65, 66,
67]. As a result, consider the relationships between the constraints on the sub-tree and the terminal
characteristics of each group (alternative, optional, OR).

3.5.1 BOFS-CTC Framework

The framework suggested a fresh and efficient method to count all SPL products, as shown in Fig.
3.1. OG is the number of optional features in one group, and OF is the number of optional features
in any group. The required, optional. alternative, and OR groups make up the SPL feature model.
All products must always have the necessary characteristics. However. varying features set the
goods apart in the wide range of features. Six stages make up this BOFS-CTC strategy.

* In the first stage, formulas corresponding to various variable groups use a backtrace tree
structure to determine the products.

* The second step, which considers crosstree constraints of features, creates binary combina-
tions of each group and its subgroups.

* The third stage entails dividing the crosstree constraints in Fig. 3.1 into the groups listed
below:

~ Optional to Optional.

-~ One-to-One

= One-to-Two

- One-to-Three or more

— Alternate to Alternate.

~ One-to-Many

— Optional to Alternate and vice versa.

— One-to-Many
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Figure 3.1: BOFS-CTC framework

* .u the fourth stage, formulas corresponding to various variable groups use a backtrace tree
structure to determine the products.

* The fifth step, which considers crosstree constraints of features, creates binary combinations
of each group and its subgroups.

* The final sexist stage is to count all potential products in the feature model.

3.6 BOFS-CTC Product Derivation

In the case of “one optional feature has the CTC with the single feature,” to find the invalid products
from the feature model, we have derived the mathematical equation 3.1 "Accuracy Function™ as
given below™:

Nwmber of invalid products = -;— « 206 3.1)

Here, OG shows the number of features in the OR group with constraints. Therefore, valid products
from the OR group can be derived from equation 3.2.
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1
Total valid products = 2" — ( 5 x 20G) 3.2

Where n is the total optional features that have CTC. In the case of “one optional feature has
CTC with two features of OR group,” to find the invalid products from the feature model, we have
derived the mathematical equation 3.3.

3
Number of 1nvalid products = 3 x 20€¢ (3.3)

Therefore, valid products from the OR group can be derived from the equation 3.4.

Total ralid products = 2" — ( % x 20¢) (3B.4)

In the case of “‘one optional feature has CTC with three or more features of OR group,” to find the
invalid products from the feature model, we have derived the mathematical equation 3.5.

Total valid products = 29€¢ - 2 3.5)

Therefore, valid products from the OR group can be derived from equation 3.6.

Total ralid products = 2" — (20¢ — 2) (3.6)

In the case of “Alternate to optional (One-to-many),” to find the invalid products from the feature
model, we have derived the mathematical equation 3.7 and for all valid products, we have derived
equation 3.8.

Number invalid products = 2°F — 1 3.7

Total valid products = 2°F x 4 — (29F — 1) (3.8)

Where OF is the number of optional features, A is the number of alternate features. Equation 3.7
calculates the invalid products of CTC between the alternate and optional OR groups. Equation 3.8
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evaluates the total number of valid products. In the case of “alternate to alternate (one-to-many),”
to find the invalid products from the feature model, we have derived the mathematical equation 3.9.
Invalid pfoducts = #constraints are applied on the alternate group of features as only one feature is

selected among n number of -features.

Total valid products = n x n — invalid products 3.9

3.6.1 BOFS-CTC Algorithm

BOFS-CTC algorithm is developed to automatically generate product feature combinations in bi-
nary form, whereby characteristics selected are denoted by one and those not chosen by 0. BOFS-
CTC algorithm consists of six modules and one main module that calls the other six modules, as
given below.

The first module of BOFS-CTC structured a tree known as the feature model, where root, parent,
and chilled nodes with their name have been defined. Algorithm 1. requires the data set of features
and their cardinality relationships, such as mandatory, optional, alternate, and OR group.

Vulid Features Extraction

import random

from anytree import Node, RenderTree,render, AsciiStyle

from anytree.exporter import DotExporter
# Creating tree structure

A = Node("'Mobile™) # root

B = Node("Mandatory”, parent=A)

C = Node(”Optional”, parent=A)

D = Node("’c”, parent=B)

E = Node('Screen”, parent=B)

F = Node("GPS", parent=C)

G = Node("Media”, parent=C)

H = Node("Basic”, parent=E)

I = Node(Color”, parent=E)

J = Node("High Resolution”, parent=E)

K = Node("’Camera”, parent=G)

L = Node("MP3", parent=G)
Algorithm 1: Feature model data and constraints input

Algorithm 2. consists of five modules, where the first and second modules generate a list of features
that an SPL domain contains according to their specific groups and relationships. As mentioned,
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# Defining lists of features
Screen = ["Basic”,”Color”,”"High Resolution”]
Media = ["Camera”, "MP3"]
Mandatory = ["Calls™,”Screen”]
Optional = ["GPS”,"Media™]
# Define function to display Mandatory features
def display_mandatory_features(Mandatory, Screen, select):
print("Mandatory Features for Product:”, Mandatory[0])
print("Mandatory Features for Product:”, Mandatory[1])
print("Select Screen Type:”, Screen[select])
# Define function to display Optional features
def display_optional_features(Optional, Media, selectl):
print(""Optional Features for product:”. Optional[0])
print("Optional Features for product:”, Optional{1])
if select] == 0:
print("Selected Optional Feature:”, Optional[selectl])
elif select] == 1:
print("Selected Optional Feature:")
print("Media Types:”, Media[selectl])
print("Media Types:”, Media[0])
# Define function to display total features and selected features count
def display_count_plot(O_count, T_count, T_M_count, T_S_count):
S_M_count=2
selected = S_M_count + O_count
print("Total Features:”, T_count)
print("’Selected Features:”, selected)
import matplotlib.pyplot as pit
left =1, 2, 3, 4]
height = [T_M_count, T_S_count, T_count, selected]
tick label = ['Mandatory’, 'Optional’, "Total Features’, "Selected Features']
plt.bar(left, height, tick_label=tick label, width=0.8, color=["blue’, 'red'])
plit.xlabel(’Labels’)
plt.ylabel(’ Count’)
plt.title('Features Modeling’)
pit.show()
# Define main function to call all functions
def main_function():
print(RenderTree(A, style=AsciiStyle()))
display_mandatory_features(Mandatory, Screen, random.randint(0, 2))
display_optional_features(Optional, Media, random.randint(0, 1))
display_count_plot(random.randint(1, 2), 7, 4, 3)
# Call main function

main_function()
Algorithm 2: Algorithm for entering features with relationships
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Table 3.3: Mobile phone feature model valid product configurations

i‘frf;‘:c':: Call | GPS | Basic | Color Rei'li':ion Camera | MP3
i T T [ 0 o I 510
3 T 1T 0 [ 1 0 0 0
3 T T o0 00 i 0 | 0
3 T 10 0 | 1 0 0 ] 0
5 T T o0 1 [0 0 0 | 0
6 T T T 1 0 [0 1 0 i
7 T T 0 [ 1 0 0 i
8 T o0 00 I 0 1
5 T 10 0 1 0 0 |
0 1T 0 1T 0 0 0 I
T I 1T 0 [0 1 1 0
B 1T 10 0 0 I I 0
3 T T 11 0 [0 1 1 i
i 1100 o I i T

the name of the features of the mobile feature model is given below.

In the third module, mandatory features are always part of the product; however, constraints can
also exist in leaf nodes of mandatory features. Therefore, the third module deals with the manda-
tory features where an alternate relationship exists. In the given bellow module, only one feature
can be part of the product configuration from the three mandatory alternate features (Basic et al.
Resolution).

The fourth module deals with optional features that may or may not be part of product configura-
tion. Therefore, it has only two options: 1) select, i.e., 1, and 2) not selected, i.e., 0. The given
bellow module is applied on optional group media of mobile feature model where parent node
media consists of two leaf nodes MP3 and camera.

In the fifth and last module, input the crosstree constraints, including and excluding features; if
any configurations violate the crosstree constraints, that configuration is excluded from the total
number of products. This process generates final valid feature combinatijons for the whole SPL do-
main. Therefore, get all valid features a combination without any cardinality relationship violation
and crosstree constraints.

Previously proposed algorithms have been applied to the mobile phone feature model in Fig. 1.1
and get 24 product configurations where some invalid configurations were also generated due to
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Table 3.4: BOFS-CTC Comparison with other proposed approaches based on feature model level

Bina Nested Single Level
Approaches | CTC Combin;};ion Constraints Coistraints
COVAMOF | No Yes No Yes
GenArch+ | No No No Yes
CVL No Yes No Yes
BPNCC No Yes Yes Yes
BOFS-CTC | Yes Yes Yes Yes

crosstree constraints, as shown in Table 3.1. Therefore, BOFS-CTC is applied to the same feature
model with cardinality and crosstree constraints and has 14 product configurations. From Table
3.3. BOFS-CTC removed ten invalid product configurations, as shown in Table 3.3. Use the rela-
tionships below to verify the valid product configurations in Table 3.3. GPS has no relationship
(exclude) with Basic, such as “GPS—Basic,” where GPS is selected, i.e., GPS=1, then Basic should
not be chosen, i.e., Basic=0. GPS can be set where the screen must be color or high resolution. The
other CTC of the camera requires a high-resolution screen; if camera=1, then the high resolution
must be 1. These CTCs are satisfied. Therefore, all 14 products are valid in Table 3.3.

3.6.2 BOFS-CTC Comparison

A comparative study is performed of BOFS-CTC with previously proposed approaches in the lit-
erature, such as COVAMOF, GenArch+, Common Variability Language (CVL), and BPNCC, as
shown in Table 3.4. A comparative study is based on significant parameters defining the working
and accuracy of the proposed approaches. These proposed approaches calculate and generate the
total number of SPL products. BOFS-CTC is more appropriate and covers all the significant pa-
rameters that generate all product configurations. The previously proposed approaches do not con-
sider the crosstree constraints during the product configurations; however, BOFS-CTC generates
binary combinations with the single-level, nested, and crosstree constraints. Therefore, BOFS-
CTC is the best approach to calculating and generating the binary combinations of SPL product
configurations.

BOFS-CTC is applied to small and large feature models with different relationships and limi-
tations. Table 3.5 shows the results of a total number of valid products by considering all the
feature model’s primary relationships and crosstree constraints. Results show that the crosstree
constraints significantly affect the total number of valid products. If the crosstree constraints are
not considered, the total number of products is higher than the given products due to invalid prod-
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Table 3.5: BOFS-CTC Applied on small and large feature models

No. of | Manda- | Optio- # Valid
Feature Model Features | tory nal XOR | OR | Grouged | CTC Product
Web Content
Delivery 15 1 4 3 1 9 6 23
Delay block
semantics 23 8 7 1 0 7 20 41
specification
Epic slice 32 7 4 0 |6 20 9 | 275352
machine
Sale Computers | 5 0 2 10 | 1 35 23 | 12088
Specification
Route Finder
Feature Model 51 10 1 7 11 39 6 9997020
Smart Home 78 38 27 1 4 14 10 | 14480162

uct combinations. Therefore, BOFS-CTC is more effective and accurate for all feature models,
such as small, large, simple, and complex (nested cardinality constraints, crosstree constraints).
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Binary Oriented Feature
Selection-Crosstree Constraints Validation

This thesis proposes the BOFS-CTC approach and is used to find the valid total number of products
in SPL. BOFS-CTC is a novel approach that evaluates the crosstree constraints in the feature model
*y avoid invalid product configurations and find the valid products of SPL. Based on the feature
wmodel structure, we have categorized six cases of the feature model for the application of BOFS-
CTC according to the crosstree constraints. These cases are based on the different relationships
of the features of one parent node to the features of another parent node. Furthermore, these
relationships are between variable features, such as alternate and optional features. The first step
is to find the invalid product configurations that do not follow the crosstree constraints, and the
second step is to find the total number of products that include all the valid and invalid product
configurations. The third step is removing the invalid products calculated in the first step from the
total number of products. Only valid products that do not violate the crosstree and relationship
constraints are obtained through this process.

SPL companies that develop products from a specific domain by reusing the features and expanding
the family of products only spend the exact cost and effort on invalid products using our proposed
solution.

BOFS is valid for the ‘n’ number of features in a feature model where different features have
crosstree constraints with individual or group of features. Therefore, we have categorized the
crosstree constraints of features in the feature model as given below.
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4.1 Feature Model Optional Selection

Fig. 4.1 shows feature model that only consists of crosstree constraints among optional features,
where only optional features exist.

* One —to — One (Op — Oy3)
* One —to - Two (O_“ — (Ofg && Oj:;))

Case I: Feature model that exists zero alternate features and “n" number of optional features.
Crosstree Constraint: one optional to two optional features.

Root
Fi F2 | F3 Fn Optional
Optional | | Optional Optional | =TT feature

Figure 4.1: CTC of One optional to two optional features

Root

1| F2 F3 I
Optional | | Optional | | O tignal

Figure 4.2: Crosstree constraints with one optional to two optional

Fig. 4.2 shows only three features that have crosstree constraints (O «— (Opa || Oy3))
Equation 4.1 is used to calculate the invalid products given bellow.

Anvalid products = 2"7% 4 2"3 4.1)

Invalid products = 232 + 233
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Table 4.1: Valid and invalid product configurations of Figure 4.2

# Products | OF1 | OF2 | OF3 Comment
0 Valid
Valid
Valid
Invalid: (Oﬂ_ «— 0]2)
Valid
Invalid: (Op1 — Oyy)
Valid
Invalid: (O — (Op2 OR Oy3))

———| - | ojo|o

00| ~J] O\ | £ W NI —
| et | D | | = | DO

1
0
1
0
1
0
1

Invalid products = 2! +2°
Invalid products =2+1=3

In table 4.2. eight total products and three products (4, 6, and 8) are invalid due to defined
crosstree constraints that have been calculated using Equation 1.

From Figure 4.2. where optional features are a minimum of three, i.e. n=3. Calculate the
invalid products by using equation 4.1. Fig 4.3 shows the total number of products, valid
.1, und invalid products of the feature model of Fig 4.2

T - T yl
“utn aumper of Prosuctt /ia Invair1

Figure 4.3: Valid and Invalid Products indicates table 4.1
Fig 4.4 shows the feature model with the same crosstree mentioned above constraints. How-
ever, the number of optional features is increased by one, i.e.. 4.

From the figure 4.4, where optional feature are minimum 4 i.e. n=4. Calculate the invalid
products by using equation 4.1
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Root

F1 | F2 3| F4 |
Optional | | O ti‘onal‘ Optional | | Optional

Figure 4.4: Four Optional Features with One-to-Two CTC

Table 4.2: Valid and Invalid Product configurations from Figure 4.4.

# Products | OF1 | OF2 | OF3 | OF4 Comment
l 0 0 0 0 Valid
2 l 0 0 0 Valid
3 0 1 0 0 Valid
4 1 1 0 0 Invalid: (Os1 — Opa)
5 0 0 1 0 Valid
6 1 0 1 0 Invalid: (0,1 — Of:;)
7 0 1 l 0 Valid
8 1 1 l 0 Invalid: (Oﬂ_ — (sz OR Of_'j))
9 0 0 0 1 Valid
10 l 0 0 1 Valid
11 0 1 0 i Valid
12 1 1 0 [ Invalid: (Oﬂ — Of_w)
13 0 0 1 1 Valid
14 1 0 \ 1 Invalid: (Ofl - Of:;)
15 0 1 1 1 Valid
16 1 l 1 1 Invalid: (O_n - (0}-2 OR ()f-;))
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0

10 -

Total number of Products Vahd Invald

Figure 4.5: Valid and Invalid Product configurations indicates table 4.2

Invalid products = 212 4 243
Invalid products = 2% 4- 2!
Invalid products =1+2=16

Table 4.2 shows sixteen total products, and six products (4, 6, 8, 12, 14, and 16) are invalid
due to defined crosstree constraints. Fig. 4.5 shows the total number of products, valid and
invalid products from the table 4.2

Root

S Fz] F3| A, |
Optional | [ Optional Optional Optional | _ Optional

Figure 4.6: Five Optional Features with One-to-Two CTC

Fig 4.6 shows the five optional features; the constraints remain the same, i.e., one-to-two
optional features. In Table 4.3, thirty-two total number of products and twelve products (4,
6. 8, 12, 14, 16, 20, 22, 24, 28, 30, and 32) are invalid due to defined crosstree constraints.
From the figure 4.6, where optional feature are minimum 5 i.e. n=3. Calculate the invalid
products by using equation 4.1
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Table 4.3: Valid and Invalid Product configurations from Figure 4.6.

# Products | OF1 | OF2 | OF3 | OF4 | OF5 Comment

1 0 0 0 0 0 Valid

2 | 0 0 0 0 Valid

3 0 | 0 0 0 Valid

4 1 l 0 0 0 Invalid: (O, — Oy2)

5 0 0 1 0 0 Valid

6 1 0 1 0 0 Invalid: (Of — Op)

7 0 1 1 0 0 Valid

8 1 1 1 0 0 [ Invalid: (Of, — (Op2 OR Oy3))
9 0 0 0 1 0 Valid

10 1 0 0 1 0 Valid

11 0 1 0 1 0 Valid

12 1 1 0 1 0 Invalid: (Oj; — Oy,)

13 0 0 1 1 0 Valid

14 1 0 1 1 0 Invalid: (O — Oja)

15 0 1 | 1 0 Valid

16 1 1 1 1 0 | Invalid: (Of, — (Of2 OR Oys))
17 0 0 0 0 I Valid

18 1 0 0 0 1 Valid

19 0 1 0 0 1 Valid

20 1 1 0 0 1 Invalid: (Oj1 — Oy2)

21 0 0 I 0 1 Valid

22 1 0 1 0 1 Invalid: (Oy; — Oy3)

23 0 | 1 0 1 Valid

24 1 I 1 0 1 | Invalid: (Op1 — (O2 OR Oy3))
25 0 0 0 1 1 Valid

26 1 0 0 1 1 Valid

27 0 1 0 1 1 Valid

28 1 1 0 1 1 Invalid: (Oy, — Oy)

29 0 0 1 | 1 Valid

30 I [0 | 1 | 1 |1 Invalid: (O, — O}3)

31 0 1 1 1 1 Valid

32 1 1 1 1 1 | Invalid: (O;1 — (Og2 OR Oy3))

Muhammad Fezan Af-al- 23-FBAS/PHDSE/F 16 Page 38 of 86



Chapter 4. Binary Oriented Feature Selection-Crosstree Constraints Validation

LTy

'.IJT

.3

: M L
Tt al nteher of P te vald ¥ Al

Figure 4.7: Valid, Invalid Configurations from table 4.3

Invalid products = 23 + 22
Invalid products =8 +4 = 12

Fig 4.7 shows the total number of products, valid and invalid products of feature model
combinations of table 4.3

Root

M F  F2 F3 F4 F5 i F6
I_Qﬂi,maLl Louipnal..‘ I_Qo_quJ bpsigml_l L_Optional l I._Qp_xl_q_r\ﬂ]
Figure 4.8: Six Optional Features with One-to-Two CTC, Valid, Invalid Configurations

From Fig 4.8, there are sixty-four possible total number of products and 24 products (4, 6.
8, 12, 14, 16. 20, 22, 24, 28, 30, 32, 36, 38, 40, 44, 16. 18, 52, 54. 56, 60, 62 and 64) are
invalid due to defined crosstree constraints as shown in table 4.4,

Figure 4.8 shows optional features with a minimum of 6, i.e., n=6. Calculate the invalid
products by using equation 1.1 Fig 4.9 shows the total number of products, valid and invalid
products of the feature model of Fig 4.8

Invalid products = 2"—2 4 26-3

Invalid products = 24 + 23
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Table 4.4: Invalid Product with six optional features one-to-one CTC from fig 4.8

# products | OF1 | OF2 | OF3 | OF4 | OFS | OF6 Comment

1 1 1 0 0 0 0 [nvalid: (O — Oy2)

2 I 010070 Tnvalid: (Oj; — Oy3)

3 1 1 | 0 0 0 Invalid: (Of]_ «— (sz OR Of:;))
4 | | 0 | 0 0 Invalid: (Ofl «— sz)

5 1 |01 1]0]o0 Tavalid: (Oj; — Ojs)

6 1 1 l 1 0 0 Invalid: (0}1 — (Ofg OR Of:;))
7 1 1 0 0 | 0 Invalid: (O — Op;)

8 1 0 1 0 1 0 Invalid: (Ofl — Ofs)

9 1 1 1 0 | 0 Invalid: (Oﬂ — (sz OR O_f';))
10 1 | 1|0 | 1110 Invalid: (Oj, — Oj,)

11 1 0 1 1 1 0 Invalid: (Oj1 — Oys)

12 1 1 1 1 1 0 | Invalid: (O — (Op2 OR Op3))
13 1 1 0 0 0 1 Invalid: (O — Oys)

14 L |0 1] 0] 01 Tnvalid: (O, — Oja)

15 1 | 1 | 1| 0| 0 | 1 |Invalid (Op — (Oy2 OR Op3))
16 1 1 0 1 0 1 Invalid: (On — sz)

17 1 [0 |1 ] 101 Tnvalid: (Of, — Oy3)

18 1 1 1 | 0 1 Invalid: (Ofl «— (sz OR Of:;))
19 1 | 1] 0] 0| 1|1 Invalid: (O;; — Oj7)

20 1 | 0 | 1] 0] 11 Invalid: (O;; — Oy3)

21 1 1 1 0 1 1 [ Invalid: (Op — (Of2 OR Oy3))
22 1 1 0 l 1 1 Invalid: (Oy; — Oys)

23 1 [0 | 1 [ 111 (O — Opa)

21 1 [ 1T [ 1 [ 1 [ 1 [ 1 |Tovalid: (O — (O5 OR Oypy))
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&

£

<)

L ind

Figure 4.9: Six Optional Features Valid and Invalid Configurations from table 4.4

Invalid products = 16 + 8 = 12
* One —to — Three (O — (Ojpz && Oy3 && Oyy))

4.2 Alternate Feature Model Optional Selection

Crosstree constraint: One optional to two optional features where two mandatory alternate features
and ‘n’ optional features exist, as shown in Fig 4.10.

o Ag || Ap2 &8& One — to — One (O3 — Oyy)
. Af], " -'lfz && One —to—Two (0f3 — (Of4 && O_f_r,))

Where Af; and Ay, shows the alternate features, where only one feature can be part of
product configuration.

Table 4.5 shows sixteen total number of products, and six products (7, 8, 11, 12, 15, and 16)
are invalid due to defined crosstree constraints. Fig 4.11 shows the total number of products,
valid and invalid products of feature model configurations of table 4.5.

Invalid Cominantions = Alt x (2" +2"%) 4.2

Equation 4.2 is used to identify the invalid product configurations for the feature model
that consists of a group of two alternate features and three optional features. The crosstree
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Table 4.5: Combination of two alternate and thre optional from fig. 4.10

# Products | AF1 | AF2 | OF3 | OF4 | OF5 | Comment
1 0 1 0 0 0 Valid
2 1 0 0 0 0 Valid
3 0 1 1 0 0 Valid
4 1 0 1 0 0 Valid
5 0 1 0 1 0 Valid
6 1 0 0 1 0 Valid
7 0 1 1 1 0 Invalid
8 1 0 1 1 0 Invalid
9 0 1 0 0 1 Valid
10 1 0 0 0 1 Valid
11 0 1 1 0 l Invalid
12 | 0 1 0 1 Invalid
13 0 1 0 | 1 Valid
14 1 0 0 1 1 Valid
15 0 1 1 1 1 Invalid
16 1 0 1 1 1 Invalid

constraint among these three optional features is One-to-two. “n” is the total number of
optional features, and “Alt” is the total number of alternate features. The above figure shows
the value of n=3 and alt=2 in equation 4.2.

Invalid Combinantions = 2 x (2372 4 23-3)
Invalid Combinantions = 2 x (2! +29)

Invalid Combnantions =2 x (3) =6

Root
1|l R Bl F4 F5
Alternate | | Alternate Optional Optional Optional
a Y &

Figure 4.10: Two Alternate Features with One-to-Two CTC Feature Model
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Table 4.6: Two Alternate Features with One-to-Two CTC, Four optional from fig 4.12

#Products | AF1 | AF2 | OF3 | OF4 | OF5 | OF6 | Comment
1 0 1 0 0 0 0 Valid
2 1 0 0 0 0 0 Valid
3 0 1 1 0 0 0 Valid
4 1 0 1 0 0 0 Valid
5 0 1 0 1 0 0 Valid
6 1 0 0 1 0 0 Valid
7 0 | 1 1 0 0 Invalid
8 1 0 1 1 0 0 Invalid
9 0 1 0 0 l 0 Valid
10 1 0 0 0 l 0 Valid
11 0 1 1 0 1 0 Invalid
12 1 0 1 0 1 0 Invalid
13 0 1 0 1 l 0 Valid
14 1 0 0 1 1 0 Valid
15 0 1 1 1 l 0 Invalid
16 1 0 1 1 | 0 Invalid
17 0 1 0 0 0 1 Valid
18 1 0 0 0 0 | Valid
19 0 1 1 0 0 1 Valid

20 1 0 | 0 0 1 Valid
21 0 1 0 l 0 1 Valid
22 1 0 0 1 0 1 Valid
23 0 1 | 1 0 1 Invalid
24 1 0 1 1 0 l Invalid
25 0 1 0 0 1 1 Valid
26 1 0 0 0 l 1 Valid
27 0 | 1 0 l | Invalid
28 1 0 1 0 l 1 Invalid
29 0 1 0 1 1 1 Valid
30 1 0 0 | | | Valid
31 0 | 1 1 1 | Invalid
32 1 0 l 1 1 1 Invalid
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Cuty ey Pl Y]

Figure 4.11: Valid and Invalid Configurations from table 4.5

Root
F1 F2 F3 F4 F5 F6
Alternate Alternate Optional Optional Optional Optional

L 3 5
Figure 4.12: Two Alternate Features with One-to-Two CTC, Four optional Feature Model

Table 4.6 shows 32 total number of products, and 12 products (7, 8, 11, 12, 15, 16, 23, 24,
27, 28, 31, and 32) are invalid due to defined crosstree constraints. Fig 4.13 shows the total
number of products, valid and invalid products of feature model configurations of table 4.6

[n figure,4.12 the value of n=4 and alt=2 put in equation 4.2.
Invalud Combinantions = 2 x (2172 4 24-%)
Invalid Combinantions = 2 x {22 +21)

Invalud Combinantions = 2 x (6) = 12
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4]

T tASumter ot Product

noad

Figure 4.13: Valid and Invalid Configurations from table 4.6

4.3 Increase Alternate Feature Model Optional Selection

Crosstree constraint: One optional to ‘n’ optional features where ‘n’ mandatory alternate and ‘n’
optional features exist.

. Aﬂ " Afg " .4/3 && One — to — Three (O_“ ~ (O_fs && Ofs))

Root
F1 F2 F3 F4 F5 F6
Alternate Alternate |{ Alternate QOptional Optional Optional

8 [ ] L

Figure 4.14: Three Alternate Features with One-to-Three CTC Optional

Invalid Combinantions = 3 x (2372 4 23-3)
Invalid Combinantions = 3 x (2} + 29)
Invalid C'ombinantions =3 x (3) =9

From the feature model Fig 4.14, there are nine invalid product configurations in Table 4.7.
However, the total number of products is 24, and the valid products are 13.
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Table 4.7: Three Alternate Features with One-to-Two CTC, Four optional from fig 4.14

# Products | AF1 | AF2 | AF3 | OF4 | OF5 | OF6 | Comment
i 0 0 1 0 0 0 Valid
2 0 1 0 0 0 0 Valid
3 1 0 1 0 0 0 Valid
4 0 1 0 1 0 0 Valid
5 0 0 1 1 0 0 Valid
6 1 1 0 1 0 0 Valid
7 0 0 | 0 1 0 Valid
8 0 | 0 0 | 0 Valid
9 1 0 | 0 | 0 Valid
10 0 1 0 1 1 0 Invalid
11 0 0 1 1 1 0 Invalid
12 1 | 0 1 1 0 Invalid
13 0 0 1 0 0 1 Valid
14 0 1 0 0 0 1 Valid
15 1 0 1 0 0 1 Valid
16 0 1 0 1 0 1 Invalid
17 0 0 1 1 0 1 Invalid
18 1 1 0 t 0 | Invalid
19 0 0 | 0 | 1 Valid

20 0 1 0 0 1 1 Valid
21 1 0 1 0 1 1 Valid
22 0 1 0 1 1 1 Invalid
23 0 0 l l | 1 Invalid
24 1 | 0 | 1 1 Invalid
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Fig 4.15 shows the total number of products valid and invalid product configurations of the
feature model from Table 4.7.

P ——

“uial Number 1. Prochuct v o lieeold

Figure 4.15: Valid and Invalid Configurations from table 4.7

Case III: Any number of Alternate and N number of optional

Invalid Combinantions = k x Alt x 2™ 4.3)

Where “alt” is total number of alternate features. K is constant whose value is 7 i.e. k=7 and
m=0,1,23,4,56....

Minimum optional feature should be 4 where value of m=0. Where optional features will be
5 then the value of m=1 as so on.

Equation 4.3 is only valid where any alternate and n number of optional features are used.
Still, the constraint is between one optional and three optional features, as mentioned in Fig
4.16. Put the values 1n equation 4.3.

Invalid Combinantions =T x 2 x 2 = 14

As mention in table, there are 14 invalid product configurations that are the same as derived
from the equation 4.3.

hd flfl " Afg " .'1,‘3 && One — to—One (Of4 L (()f,', && Ofe && Of','))

From figure 4.18, put the values in equation 4.3.
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Figure 4.16: Feature model of n alternate and n optional features

Invalid Combinantions =T x 4 x 2 = 28

As mention in table, there are 28 invalid product configurations that are the same as derived from
the equation 4.3.

From figure 4.20, put the values in equation 4.2.
Invalid Combinantions =7 x 2 x 2! =28

As mention in Fig 4.17, there are 28 invalid product configurations that are the same as derived
from the equation 4.3.

From above figure, put the values in equation 4.3.
Invalid Combinantions = 7 x 3 x 22 = 84

As mention in Fig.4.24 , there are 84 invalid product configurations that are the same as derived

from the equation 4.3.
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Figure 4.17: Valid and Invalid product configurations from fig 4.18
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Figure 4.18: Four optional features with one-to-three optional CTC
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Figure 4.19: Four Alternate and Four optional features with one-to-three optional CTC
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Figure 4.20: Valid and Invalid product configurations from fig 4.19
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Figure 4.21: Four Alternate and Four optional features with one-to-three optional CTC
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Figure 4.22: Valid and Invalid product configurations from fig 4.21
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Figure 4.23: Three Alternate and six optional features with one-to-three optional CTC
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Figure 4.24: Valid and Invalid product configurations from fig 4.23
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Chapter 5
Results and Analysis

Crosstree constraints are essential to feature modeling because they allow for analyzing and ex-
tracting insightful knowledge from feature models. A software system’s configurations and interac-
tions between features are represented using feature models, which help stakeholders comprehend
and analyze the system’s variability.

“iosstree constraints are used in feature modeling to specify dependencies or interactions between
several features or feature groups. These restrictions outline the requirements that must be met
for the system to be configured validly. Several important conclusions can be drawn from the
outcomes and the crosstree constraints.

Crosstree constraints, in the first place, aid in discovering feature model discrepancies or conflicts.
Conflicts arise when conflicting restrictions prohibit certain feature combinations. Such disputes
can be found by analyzing the crosstree constraints, which enables stakeholders to fix them and
guarantee the feature model is internally consistent.

Second, crosstree constraints make comprehending how feature interactions affect things easier.
Crosstree constraints capture the interactions that frequently occur between features in a software
system. By analyzing the constraints, stakeholders can learn more about how the existence or
absence of particular features impacts the availability or restrictions of other features. Making
decisions concerning feature dependencies and their effects on system behavior as a whole is made
easier with this information.

Thirdly, crosstree restrictions allow for identifying permissible feature pairings and precise product
configurations. Stakeholders can determine whether or not feature combinations are permitted by
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looking at the limitations. This information is useful when creating legitimate product setups or
assisting consumers during the configuration process.

Crosstree constraints also make evaluating whether the feature model is comprehensive easier. By
examining the limitations, Stakeholders can identify gaps or incomplete links between charac-
teristics. This makes it possible for the feature model to fully depict the system’s variability by
capturing all necessary relationships and restrictions.

In conclusion, crosstree restrictions in feature model findings and analysis are crucial for spotting
inconsistencies, comprehending how features interact, figuring out legitimate feature combina-
tions, and evaluating the completeness of the feature model. These limitations offer insightful
information that aids in decision-making and supports stakeholders in managing software unpre-
dictability.

5.1 -Impact of Managing Crosstree Constraints

Depending on the complexity of the feature model and the particular constraints involved, address-
ing crosstree constraints in the feature model setup might have different effects. While crosstree
. onstraints help ensure that feature configurations are valid and consistent, it isn't easy to pinpoint
the precise cost and labor savings. However, the following are some potential advantages that may
be connected to successfully handling cross-tree constraints:

1. Reduced Configuration Errors:

Crosstree restrictions enforce dependencies and exclusions between features to prevent im-
proper configurations. By effectively controlling these limits, users are less likely to choose
feature combinations that are incompatible or contradictory, which lowers configuration
problems and the need for further debugging or troubleshooting.

)

Improved Efficiency in Decision-Making:

Users are guided during configuration by transparent and well-managed crosstree limita-
tions. They facilitate decision-making and save time and effort by assisting users in under-
standing the relationships and constraints between features, expediting the decision-making

process.

3. Enhanced Reusability and Scalability: Crosstree constraints allow for the modularization and
reuse of feature models by accurately describing the connections and interactions between
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features. Well-managed constraints reduce the work needed for feature model maintenance
and evolution by explicitly defining dependencies and restrictions, making adding or modi-
fying future features more straightforward.

4. Minimized Rework and Validation Efforts:

With appropriate crosstree constraints, choosing between conflicting or insufficient feature
configurations may be more accessible, which could result in validation or rework problems.
Effectively controlling the restrictions decreases the likelihood of such difficulties, saving
time and money that would have been needed to fix configuration-related issues.

5. Requirement Analysis:

Crosstree constraints help to make the interdependencies and connections between features
more understandable. This clarity can speed up the requirement analysis process, allowing
stakeholders to make better decisions and lowering the time and effort required for revisions
and iterations brought on by misunderstandings or misinterpretations.

6. Testing and Validation:

Properly maintained crosstree constraints offer a more reliable and consistent feature model.
This, in turn, makes it easier to test and validate the software system to ensure it functions as
intended in various feature configurations. The testing effort can be more concentrated and
effective if there are fewer contradictions and disputes to be resolved.

7. Maintenance and Evolution:

A well-managed feature model with precise crosstree restrictions facilitates the maintenance
and development of the software system. The effect analysis and adaptation process might
go more smoothly when new features are added, or old ones are changed. Long-term cost
reductions are achieved by reducing the work necessary for maintaining the integrity of the
feature model and upgrading it.

It is important to remember that handling crosstree constraints can reduce errors, increase effi-
ciency, promote reuse, and save rework. Still. it does take time and knowledge to define, validate,
and manage these constraints effectively. The amount of work necessary may vary depending on
the complexity of the feature model and the number of constraints. The cost and labor associated
with this procedure can be reduced using appropriate tool assistance and a systematic approach to
handling crosstree restrictions.
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5.2 Applications of CTC

It is essential to ensure that all potential connections and interactions between features are accu-
rately represented while building a feature model. Crosstree constraints can be used to infer the
model’s completeness in this situation. By analyzing these limitations, stakeholders can find any
missing or imperfect links between features.

Consider a feature model for an e-commerce application as an illustration. The feature model
could have functions like “Product Search,” "User Registration,” and "Shopping Cart.” The "User
Registration” feature might only be accessible if the “Shopping Cart’ feature is chosen, according
to the crosstree limitations. If there is no such restriction in the feature model, it may be possible
for users to register without a cart, leading to an inconsistent system.

Stakeholders can locate these holes in the feature model by analyzing the crosstree constraints.
They can use it to decide whether more constraints or dependencies are required to portray the
system’s unpredictability accurately. By filling in these gaps, stakeholders can avoid any inconsis-
tencies or conflicts in the software system brought on by inadequate feature modeling.

Crosstree constraints also help preserve the feature model’s consistency over time. A software

ystem may add or modify new features as it develops. Participants in the evolution process can
confirm that adjustments follow the dependencies and constraints already in place by looking at the
crosstree constraints. This guarantees that the feature model is accurate and current and indicates
the system’s behavior.

In conclusion, analyzing crosstree constraints in the context of feature model outputs is essential
for determining the model’s level of completeness. It aids in locating any missing dependencies or
links, enabling stakeholders to improve the feature model and guarantee that it appropriately cap-
tures the system’s heterogeneity. Stakeholders can maintain a consistent and trustworthy feature
model as the scheme develops by considering these restrictions throughout the software develop-
ment lifecycle.

Feature A is needed for Feature B.
* B implies A

Feature C and Feature D are mutually exclusive:
e Cexcludes D
* Dexcludes C
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Feature E and Feature F cannot be selected together:
* E excludes F
* F excludes E
Feature G can only be selected if both Feature B and Feature C are selected:
¢ G requires B
* G requires C
Feature H can only be selected if Feature E is selected:
* H requires E
Feature I can only be selected if Feature D is not selected:
* I requires not D
Feature J can only be selected if Feature G is selected and Feature H is not selected:
* J requires G
* J requires not H

These crosstree restrictions specify the dependencies and exclusions between the features. Con-
straint 1 states, for instance, that if Feature B is chosen, Feature A must also be selected. Constraint
4 ensures the appropriate link between these features by stating that Feature G can only be chosen
if Feature B and Feature C are also preferred.

Stakeholders can reason about the legitimate feature model configurations by analyzing these
crosstree constraints. They support the user in choosing the best combinations of features based
on the indicated dependencies and aid in identifying conflicts, such as the mutual exclusivity of
Features C and D. Additionally, by eliminating incorrect configurations and ensuring the feature
model’s internal consistency and completeness, these restrictions raise the software system'’s over-
all quality.

The many components of a mobile phone system are shown in connection to one another in Fig
5.1. Operating system, display, camera, storage, connectivity, battery, and other functionalities like
water resistance, facial recognition, and fingerprint scanner are all included in the features.

The top-level feature, in this case, the cell phone itself, is represented by the feature model’s root.
The feature model is then divided into many feature categories and those categories’ corresponding
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|- Facial
|- Operating System Recognition
II - %nsdroid ' | - Water Resistance
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LCD | - Removable Battery
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t
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|- 128GB |- NFC
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Figure 5.1: Mobile Phone Feature Model

wee dvalUlied,

There are two sub-features, for instance, under the "Operating System” feature: "Android” and
”i08.” Similar sub-features exist under the "Display” feature, including "Touchscreen,” ”AMOLED,”
and "LCD.” by using the algorithm mentioned in Fig 5.2.

The "Camera” feature has the subfeatures “Front Camera” and “Rear Camera,” as well as other
subfeatures like "Dual Camera” and "Triple Camera™ under "Rear Camera.”

function manageCrosstreeConstraints{ featureModel. configuration):
for each constraint in featureModel.crosstreeConstraints:
if constraint.type == "Requires":
if constraint.dependentFeature not in configuration:
return false
else if constraint.type = "Excludes”:
if constraint.dependentFeature in configuration:
return false
return true

Figure 5.2: Algorithm for require and exclude
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The feature model also provides options for battery life ("Removable Battery” and "Non-Removable
Battery'™), connectivity ("Wi-Fi,” "Bluetooth,” and "NFC"), and storage ("Internal Memory"” and
"Expandable Memory™).

Last but not least, the feature model offers extras like "Water Resistance,” "Facial Recognition,”
and "Fingerprint Scanner.”

The managed Crosstree Constraints method in Figure 5.2 pseudo-code accepts a feature model
and a configuration as inputs. Each crosstree constraint in the feature model is iterated through.
It determines whether the dependent feature described in the constraint is present or absent in the
configuration depending on the type of constraint (needs or excludes). The function returns false,
indicating an invalid configuration if the constraint is broken. The function returns true, indicating
a valid setup if all restrictions are met. The feature model and configuration must be expressed
using the proper data structures in the programming language of choice for this pseudo-code to
work. Additionally, it presumes that the feature model consists of a list of crosstree constraints,
where each constraint has properties like type (needs or excludes) and the dependent feature.

With the feature model and the current setup, you would call the manage Crosstree Constraints
method to implement this algorithm. The format is valid if the function returns true according to

- crosstree restrictions. If it gives a false result, one or more constraints have been broken, and
the configuration needs to be changed.

The stakeholders can comprehend and make sense of the variety of the mobile phone system thanks
to this feature model’s organized representation of the numerous features and their interactions.

5.3 BOFS-CTC Feature Models

The BOFS-CTC algorithm has applied to the SPLOT feature models. SPLOT is a library of real-
time feature models where every type of feature model exists with all defined variability relation-
ships and constraints. There are small and large feature models with complex relationships. This
section consists of small and large feature models and product configurations in binary-oriented

combinations of features.

Fig 5.3 consists of four small feature models: 1) System, 2) Computer selection, 3) AA sample,
and 4) Match Engine. In these feature models, some have both crosstree constraints and feature
variability relationships. However. some feature models consist of only feature variability relation-
ships.
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Table 5.1: Valid Product Configurations by using BOFS-CTC Algorithm

Feature Model: 10 Feature
Feature . XOR | OR Valid
Model Mandatory | Optional group | group ctc Configuration
BDS 0 9 0 0 1 112
Eshop 3 2 1 1 4 9
Mobile
Phone 2 2 1 | 2 14
Car 3 6 0 0 0 16
Match
Engine 3 4 1 1 0 16
System 4 1 1 1 2 8
Computer 8 1 o | o | o 2
Selection
Test 1 2 1 1 1 32
MyFM 1 2 2 0 2 19
Biciclete 0 3 0 1 6

» "System” feature model consists of two crosstree constraints: "feature 7" constrained with
“feature 10” and “feature 8 with “feature 10.”

» "Computer Selection” feature model consists of 9 features without any crosstree constraints.
* "AA" feature model consists of 9 features without any crosstree constraints.

e "Match Engine” feature model consists of 9 features (3 mandatory and four optional features)
without any crosstree constraints.

Table 5.1 shows the valid product configurations of feature models that consist of 10 features. The
table clearly shows that several variable features generate more configurations. The feature model
“"BDS" consists of 9 optional features, with valid product configurations 112. On the other hand,
"Computer Selection” has eight mandatory features and one optional feature, and it has only two
valid product configurations.

Fig 5.4 consists of three feature models with 20, 31, and 32 features with more crosstree constraints
compared to Fig 5.3. The feature models are online shopping software,” “historiaclinca,” and
"Urna.” These feature models consist of various variabilities, such as alternate. optional, alternate
optional, mandatory alternate, and mandatory, optional groups. In Fig 5.4. the crosstree constraints
are:
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Figure 5.3: Eight feature models with CTC and without CTC

* "Online Shopping Software” feature model consists of seven crosstree constraints.
* "Historiaclinca” feature model consists of 31 features without any crosstree constraints.

* “"Uma” feature mode! consists of 32 features with complex crosstree constraints such as the
second CTC among eight features, i.e., eight features are in include and exclude relationship.

Fig 5.5 also consists of more complex feature models with many crosstree constraints. BOFS-CTC
takes these feature models’ input and generates the total possible feature combinations and number
of products, as shown in Table 5.2. In Fig 5.5, the crosstree constraints are:

* "Building” feature model comprises 20 features with six crosstree constraints.

* "Cloud Storage Software” feature model consists of 21 features without any crosstree con-
straints.

 "Reference Management Software™ feature model consists of 36 features without any crosstree
constraints.

Fig 5.6 consists of four "GreenHouse,” "Reference Management System.” "TAM Reservas,” and
“Family of Bike Computers” feature models with and without crosstree constraints. The "Refer-
ence Management System™ feature model has four crosstree constraints.

Fig 5.7 shows the single large feature model that consists of 54 features, and only two crosstree
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constraints exist. The two crosstree constraints are "Set Profile and From Memory” and ""Show
Event and Access” among the four features.

Fig 5.8 shows the feature model with many crosstree constraints, i.e., every feature has the crosstree
constraint with other features. The crosstree constraints are:

» Feature 0 OR Feature 9 OR Feature Ian OR Feature 7 OR Destination.
¢ Feature 0 OR Feature 35 OR Feature 24 OR time date OR True OR walk OR mode.
* Feature false OR Triprequest OR InterModelRoute.

Fig 5.9 shows the "video player” large feature model with only seven crosstree constraints, i.e., a
prominent feature model with fewer constraints. These crosstree constraints are:

* Envios excludes Factura Fisica.

* Notification excludes Listas.

» Gestion excludes Publication products.

» Notification excludes Factura Online.

+ Notification excludes Por Correo.

* Notification excludes Notification page.
 Notification excludes Certificado Compra.

Fig 5.10 shows the "System Bandara SiBRAM” feature model existing of 44 features with three
crosstree constraints. These crosstree constraints are:

¢ SMS Gateway excludes Basic Phone.
* SMS exclude Basic Phone.
* App Notifier excludes smart phone.

Fig 5.11 shows the "Carte SD” feature model that consists of more than fifty features where only
five include condition crosstree constraints are exist. These crosstree constraints are:

* DMA requires USB.
e 32bits revires Cortex M3.

* Red requires 33V.
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* 32bits requires Cortex M4
e 64bits requires Cortex A8

Fig 5.12 shows the "e-commerce” feature model exists more than 35 features and five exclude
condition crosstree constraints. These crosstree constraints are:

* Phone negate notification.

« Tablet negate notification.

* High negate Bank transfer.

* Account negate Reward program.
* Account negate Receipt history.

Fig 5.13 shows the "Tiendas-pos™ feature model that exists more than 40 features with six include
condition crosstree constraints. These crosstree constraints are:

* Caja includes Dispositivos.

* Tasa includes Comun.

* Peso includes Balanzas.

* Usuarios includes Maneja-turnos.
¢ Dispositivos includes Terminales.
* Clientes includes Pedidos

Fig 5.14 shows the “Facturacion-Serv-Publicos” complex feature model, which comprises more
than 50 features. This feature model exists to exclude condition crosstree constraints. These
crosstree constraints are among every subtree of the feature model.

Fig 5.15 shows the large feature model with 25 exclude condition crosstree constraints. These
crosstree constraints are among every feature of a subtree with other subtrees. Table 5.3 shows the
valid product derivations, and results show that many valid products, such as more than a billion,
also exist.

Muhammad Fezan Afzal: 23-FBAS/PHDSE/F16 Puage 62 of 86



Chapter 5. Results and Analysis

3 ¢ ~\frmbe Asroanr Manzeement T e \ozeent Pavinent
O ( ~pasmert V Orde Sihzzvine

Tt Aparert V irder stote Er

a { Add to Coxx N e der Ed Atinen «

a { “rder Bdr=ne V Orde: Submmatiny §

= ( < Skrp G-rde Mrirgeraent Y Goards TLfamaton Menasemens |

3} =iacds Sperifiration Manarszent W Shop rine Raquees )

Figure 5.4: CTC based Feature Models with 20, 31, 32
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Figure 5.5: Complex and large feature models with and without CTC
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Figure 5.6: Four feature models dataset
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Table 5.2: BOFS-CTC algorithm results of 20, 31 and 32 features of feature model

Feature Model: 20,31,32 Feature
Feature . XOR | OR Valid
Model Mandatory | Optional group | group cre Configuration
Online
Shopping 15 1 0 0 7 11
Software
Historiaclinica 13 6 0 0 0 48
Urna 11 2 2 0 2 36
Cloud
Storage 11 6 0 1 0 102
Software
Software
Product line 14 5 0 0 6 18
Service
Automotive
System 8 3 7 1 9 1344
Reference
Management 6 10 1 3 7 87480
System
Gireen 15 15 0 0 | 4 3712
House
TAM 8 4 6 0 2 1296
Reservas
Family
of Bike 13 4 6 0 | 5 240
Computer |
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Figure 5.7: Feature model of fifty feature with CTC and basic relationships
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Figure 5.8: Small feature model with large CTC
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Figure 5.9: Large feature model with less CTC (1)
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Figure 5.10: Large feature model with less CTC (2)
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Figure 5.11: Large feature model with less CTC (3)
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Figure 5.12: Large feature model with less CTC (4)
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Figure 5.13: Large feature model with less CTC (5)
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Table 5.3: BOFS-CTC Valid configuration of 50 to 60 features

Feature Model: 51 to 60 Feature
Feature . XOR | OR Invalid Valid
Model Mandatory | Optional group | group ctc Products Products
Mobile Visit n
Guide 16 8 6 5 2 40105 1636800
Rout Finder 10 1 7 11 6 240123 9997020
Video Player 13 16 0 9 1 200945 482549760
Tienda
Virtual 14 10 2 8 7 647855 168972288
Feature
Model 16 7 5 7 3 326980 387760128
SibRAM
SD Model 13 7 2 11 5 47 128
Ecommere 5 7 1 1 5 Mort.: t.han More than 1
2 million billion
Facturacion 10 6 5 1 More than
0 11 2 million 137582550
Market
Place 0 7 5 7 20 More than | More thanl
Nootbook 4 million billion
Tiend POS 8 14 4 6 6 More than | More than 1
1 million billion
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Chapter 6
Conclusions and Future Directions

SPL is a successful strategy for resource reuse. The commonalities and variable characteristics
of SPL are managed using a feature model. For an organization to implement SPL, finding the
total valid number of products to calculate advance SPL cost is essential. The total valid number
of products is a crucial parameter that needs to be determined early in SPL domain development.
Invalid product configurations become the cause of wrong cost estimation as well as invalid appli-
cation development in the domain of SPL. Invalid product configurations are due to the violation
of relationships and crosstree constraints between features of the feature model. Therefore, find-
ing the total number of valid product configurations that do not violate the essential connections
and crosstree constraints of the feature model is necessary. In this work, we have proposed a
BOFS-CTC framework and algorithm for valid product configurations that do not violate the fea-
ture model’s essential relationships and crosstree constraints. BOFS-CTC is a sequential approach
based on mathematical equations to apply to feature models according to the relationships and
crosstree constraints. By comparing the features of the feature model according to their relation-
ship and crosstree constraints, BOFS-CTC eliminates the invalid product configurations and gen-
erates the valid product configurations. BOFS-CTC is applied euarly in SPL’s domain engineering
to find the advanced initial development cost of complete products. The BOFS-CTC framework is
used to find the total number of valid products by applying the mathematical equations that calcu-
late the invalid products and then remove these products from the total number of products. As a
result, we find the total valid products.

Furthermore, we have developed the BOFS-CTC algorithm based on the framework of mathemat-
ical equations. BOFS-CTC algorithm finds the total valid product configurations automatically.
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The dataset of the BOFS-CTC framework is a complete feature model structure, i.e., variable fea-
tures with their relationships (optional, alternate, optional group, alternate group) and crosstree
constraints. The algorithm computes the total valid product configurations by categorizing each
variable feature (optional, alternate) and then maps the crosstree constraints between these features
predefined in the dataset.

We have applied the BOFS-CTC algorithm on various large and small feature models, from low
to high complexity feature constraints. Our results show no crosstree constraints and relationship
violations and found valid product configurations. We verified our results by comparing the valid
products of BOFS-CTC with sampling techniques of different product configurations.

From the experimental results of the BOFS-CTC algorithm, we found a significant difference
between the total number of products and valid product configuration. This indicates that the
development cost of SPL also decreases due to eliminating the invalid product configurations from
the domain of SPL. Resultantly, it also reduces resource utilization and enhances the integration
testing of features in the feature model. Integration testing, i.e., the compatibility of features
in application development from the total number of valid products, is more accessible due to
eliminating invalid product configurations.

6.1 Potential Impact of Research

Reduced Rework and Debugging Activities: Errors in feature configurations can be found early in
the process by recognizing and controlling crosstree restrictions. As a result, configuration issues
that would have needed to be fixed later in the development cycle can now be set with a significant
reduction in rework and debugging efforts. The time, resources, and expenses necessary to resolve
errors are reduced when they are fixed as soon as possible.

Prevention of Downstream Issues: Violations of crosstree constraints can result in invalid setups
that can have a cascading effect on downstream procedures. The likelihood of further issues like
compatibility issues, data inconsistencies, or functional failures is significantly decreased by iden-
tifying and fixing these problems early on. This preventative strategy contributes to the overall
software system’s stability and integrity.

Reduced Rework and Debugging Activities: By identifying and managing crosstree constraints,
feature configuration errors can be discovered early. As a result, configuration issues that required
fixing later in the development cycle may now be resolved with a significantly lower investment
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in rework and debugging. When faults are corrected as quickly as feasible, the time, money, and
resources needed to rectify them decreases.

Prevention of Downstream Problems: Crosstree constraint violations can lead to invalid setups that
might negatively impact downstream procedures. The risk of further problems like compatibility
problems, data inconsistencies, or functional failures is significantly reduced by spotting and cor-
recting these errors as soon as they arise. This preventative measure enhances the overall stability
and integrity of the software system.

Streamlined Development Process: Early error detection sanctioned the development process to
run more smoothly. The development team can maintain a constant development pace without
substantial disruptions or delays by fixing configuration issues early. This enhances the develop-
ment process’s general effectiveness and productivity.

Facilitates Agile and Iterative Development: Agile and iterative development approaches are com-
patible with effective cross-tree constraint management. Early error detection and correction make
quick iterations and course adjustments possible, guaranteeing that the software system develops
based on tested and trustworthy settings. The development process is more agile, accelerating
market time and improving responsiveness to shifting client needs.

In conclusion, the early error detection attained by recognizing and managing crosstree constraints
saves rework, averts downstream problems, boosts testing effectiveness, raises customer happiness,
streamlines the development process, and is by agile techniques. It guarantees a development
lifecycle that is more effective and efficient, with fewer risks and higher overall software quality.
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