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Abstract

This study examines the effect of receivables on profitability across large and small firms.

period 2000-2013.Our findings regarding effect of size integrated with receivables on
profitability indicates that firms with large size earn more profits by providing receivables
to sell the merchandise. This study also explores whether trade credit relates to firms’
profitability strongly for more liquid firms as compared to less liquid firms. The findings
suggest that managers can improve firm profitability by increasing their investment in

receivables, and that effect is greater for more liquid firms.

Keywords: Trade credits; Account receivables; Credit receivables; Firm value; Firm

| profitability ; Generalized method of moments.
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Trade credits play an important role in any economy as trade credits constitute substantial
part of account receivables of . non-financial firms (Ferrando and Mulier, 2013). For
example, Mian and Smith (1992) pointed out that US non-financial companies hold 21%
account receivables of book value of assets. Similarly, Kim and Sung (2016) stated that
Korean manufacturing firms have 19% receivables of total assets. Moreover, reviewing the
theoretical literature we find that many theories have presented reasons of extending trade
credits and the specific conditions for non-financial firms granting trade credits to
customers and how firms form terms and conditions for trade credit extension.
Furthermore, much work has been done on the determinants of account receivables
concerning to prospects and preferences of both suppliers and consumers (Deloof and
Jegers, 1996; Garcia-Teruel and Martinez-Solano, 2010; Kim and Sung, 2016; Love et al.,
2007; Molina and Preve, 2009; Petersen and Rajan, 1997) . The influence of trade credits
on firm’ profits and value have also been considered theoretically by different researchers.
For instance, Lewellen et al. (1980) demonstrated that firms’ value and profits would be
affected by trade credit decisions under imperfect condition in market. Before this, Stigler
(1967) illustrated that financial decisions would not affect firms’ value if perfect condition
hold in the market. Nevertheless, perfect conditions practically do not hold in the market.
However, scarce empirical literature is available on the significance of trade credit
investment for earnings and profitability of firm. Example of these studies are Martinez-
Sola et al. (2013), Martinez-Sola et al. (2014), Tang (2014), Box et al. (2016), and Kim
and Sung (2016). A common findings emerging from these studies is that trade credits are

important for determination of value and profitability of firms. One can expect that trade
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to small sized firms relatively lower interest rates. Due to this discrimination,
customers get financial incentive and firms get more rate of return. Schwartz (1974)
has described that firms provide trade credits to customers to encourage growth of
customers, promote the sales and expand the size of markets. Without any financial
incentives customers cannot be attracted very easily by firms.

» Transaction cost: Trade credit is used as a tool to monitor and control the financial
circumstances of buyers. On one side, trade credit financing not only helps firms to
provide profitable transaction as a financial component, but also to guarantee
goods performance When there is 1nformatlon asymmetry 1t means seller is havmg

A . T "
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ﬁnanelal information whlch do not have with the buyers. Then buyer is at risk and
transactlon'mllg‘ht be ooatly as they do.not have snl’licrent 1nformatlon regardm‘g/
product quality. During credit period buyers can examine the performance of
products. The llterature on thlS 1; extended by Smith (1987) Mian and Smith
(1992), Long et al. (1993), Deloof and Jegers (1996), and Petersen and Rajan

(1997).

1.1. Research Gap

Prior studies on trade credits left a significant space in the literature. Both theorists and
empirics put emphasis on trade credit extensions and its determinants for developed
countries. For exarnple, Nadlri .(1969), Peteraen and Rajan (1997), Pike et al. (2005)
provlded evidence forthe US, Chengand Pike (5003) for the UK, Agostino et al. (2014)
for the Italy, and Tang (2014) and Martinez-Sola et al. (201‘4) for the Spain. Less work
has been done for developing countries. It should also be noted that in case of Pakistan, we
did not find any empirical study examining the impact of trade credits on firms’ value and
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1.5. Significance of the Study

The main aim behind this study is to present the trade credits as a key driver of firm
performance. This study would be helpful for policy makers to set targets and design the
effective policies. Furthermore, our study attempt to explore an approach to benefit
management of firms in selection of better financial choices. In this way, this would be
helpful to take effective decisions to extend sales on trade credits in order to enhance value
and increase profits. The findings would be valuable for new scholars and additionally help
as future reference for researchers aﬁd academics, examining the trade credit impacts and
its financial motives on; profitability and value of firms. Also, empirical evidence for

different firm performance influences on trade credits aid to enrich our understandings

. T
¢ .

concerned on this sui)je;ct. In tﬁis ;avay, our study ‘wck)uld open‘ an avenue for firms facing
financial frictions, provides investmept o;;portunities because sales on trade cre;dits do not
rézquire instant cash péyments and encourage delayed payments with accgptable terms and
(_:ondétions. So, this study would be beneficial for small firms in availing better investment

opportunities and opting the more profitable projects.

In Pakistan, previous studies have focused on the relationship between working capital
management and firm performance. Our study differs from the previous studies of Pakistan
because our study analyse the relation between trade credits (component of WCM) and
firm performance. Therefore, our study also initiates to analyse the effects of working

capital management’ component (credit receivables) separately.
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Chapter 2 | .

Trade Credit Theories

Prior trade credit theories provided explanations for the reasons of trade credit extension,
why suppliers lend without defining the terms and conditions for input supply on trade
credits. For example, Schwartz (1974) illustrated that credit constraints exist due to trade
credit uses. Because, the purchasers facing credit constraints have enough potential to raise
their input purchases. This possibility of obtaining more sales provide suppliers easy
approach to capital market and also benefits to offer trade credits to their customers. The
explanation by Schwartz (1974) losses focus in a broader setup of the model because it
fails to determine the acceptance of credit term by seller and buyers. Also, the possibility
of trade credit existence should be defined by several restrictions. Since, in current financial
theories, modern models for credit receivable depend 6n the frictions to illustrate the trade
crédit existence. Hence, the presence of trade credit is justified by different specifications
ba;c,ed ;)n tranéaction costs, the existence of taxes, information asymmetries, imperféct

market competition, and moral hazard problems.

2.1. Taxes: The presence of taxes incorporating market frictions provide most primitive

explanation in order to motivate trade credits. Brick and Fung (1984) illustrated distinct
tax regimes for the sellers and buyers, trade credit useful to safeguard from the maximum
tax schedules. This is because, sellers must account taxable proceeds in fractions to the
installments of received credit. This model demonstrates the flow of trade credit either from
buyer to seller or seller to buyer rely on the handling of marginal tax rates between sellers

and Buyers.
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2.2. Transaction Costs: Trade credit may also appear to lessen costs integral to cash

management of firms. Transaction costs lead towards two major theories to induce trade
credits. Initially, when firms face uncertainty regarding delivery of goods at certain time
period. They anticipate trade credits determined by cash inflows and outflows (Ferris,
1981). Since, buyers predict about the timing for the occurrence of cash flows that
eradicates liquidation requisites of asset or to get an overdraft facility. In this manner, costs
can be reduced to acquire liquidity. Correspondingly, when a seller faces random cash
inflows, he has incentives to achieve more likely course of cash and also adopt more
suitable way of liquidity. Therefore, when firm face cash desires, trade; credit can be
considered as an effective mean to reduce liquidity management charges (related to
insolvency or excess borrowings). Due to cash deficiency, firms allocate account
receivables to get liquidity. In fact, trade credits are offered due to incentives to get high
returns. Hence, trade credits preferred over loan commitments making investments in
liquid profitable securities, getting liquidity through demand deposits due to incentives to

attain high returns.

2.3. Imperfect Market Competition: Trade credit extension can also be discussed

as a response to imperfect market competition. In product market, if there is no competition
then pure cash-payment can be dominated by discriminatory trade credit offers. Brennan
et al. (1988) asserted two alternative circumstances. According to initial circumstances,
for inputs various buyers hold different reservation prices due to wealth considerations.
Hence, clients are offered credits with low reservation prices. So that, suppliers increase
profits by extending the sales. Second circumstances, credit quality of buyers vary. All

buyers are offered similar credit terms, suppliers decrease the loan prices for low-credit
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offer various credit terms as an approach to screen among buyers with unlike default risks.
Buyers select only those contracts that maximizes their profitability, taking into account
bank loan prices, trade credit prices, also reduce the uncertainty for the quality of sold
goods. In Smith’s (1987) modified theory, credit terms also offer discount period, if firm
take the advantage get the benefit. Furthermore, the firms give up discount options then
late payment penalty incurs and firms have to pay high cost for trade credits. This reveals
that buyers has no approach to get low-cost bank finance. Due to this reason, sellers are
highly warned of default risks. For sellers, having considerable sunk cost investment with
buyers, this default infonnation will be helpful. Sellers collect information about buyers
regarding the buyers® credit ch;)ices,—'such as, when the buyers should be monitored,

] 4

whether credit terms required to be modified or not. Whether product supply should be

o

ceased for risk customers.

2.5. Moral Hazard: Moral hazard occurs when one party will bear risk and other may

take advantage of this risk due to information advantage. Mostly sellers bear the cost as for
seller it is not possible to collect information of different buyers. In contrary for bu:yers, it
is quite easy to get information of seller firms. Burkart and Ellingsen (2004) discuss that
at screening, suppliers not necessary presumed to be better among various borrowers.
Information advantage depeﬁds on the control over purchasers’ actions, for instance moral
hazard reduction. The supply of inputs may cause to provide information that p-ermits
sellers to control purchasers. Suppliers of input are also aware of the buyers that they are
undertaking in useful activity. Banks avoid to lend cash to buyers because monitoring cost
incurs due to cash diversion. On the contrary, Biais and Gollier (1997) demonstrate that

suppliers may lend to firms (buyers) that would be declared as credit rationed by banks.

13
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Chapter 3

Literature Review

This Chapter presents review of existing literatures. In Section 3.{, we have documented
the studies regarding relationship of firm value with credit receivables. In Section 3.2,
impact of credit receivables on profitability has been reviewed presenting current literature.
Similarly, Sections 3.2.1, 3.2.2, and 3.2.3 present the studies for exploring the effects of

leverage, size, and growth on profitability respectively.
3.1. Firm Value and Trade Credits

This subsection, offers a comprehensive review of the existing literature on the relationship
between firm value and credit receivables and also between profitability and receivables.
We also comp:are different strands of literaturé that precise the debate of firms® value
influence on receivables By trading off between costs and benefits. In short, we have
presented the literature showing the two different effects of trade receivables supply by
&ading—off the benefits and costs. Initially, with the help of previous literature, it has been
argued that firms get gains supplying the credits to customers at specific level of credit
receivables. When firms extend receivables excessively and level of receivables’
investment get higher then costs exceeds the benefits and it effects negatively firm value.

There are some studies in the existing }itemm;e that have examined the assc;ciation between
trade credits and the value of the firm. Le\-avellen et al. (1980) presented theoretical
explanationsﬂ for the ilmpact of <;redit evaluation on firm value. Further, Hill et al. (2012)
and Martinez-Sola et al. (2013) have demonstrated that firms’ value and receiy#bles are

significantly related. Lewellen et al. (1980) expected non-monotonic relationships

14




between trade receivables And firm value. They developed a model assuming no effect of
credit policies on firm value under market competition. When the authors relaxed the
assumptions of market competitiveness and considered the presence of uncertainty, costs
and defaults occurred in process of credit evaluation that influenced the firm value.
Because under market imperfections, credit decisions and policies affect the firm value.
Also they revealed that credit extension at certain level maximize the firm value. In
addition, Hill et al. (2012) have examined shareholder wealth implications of providing
credits for customer’s financing. They used nonfinancial American firms’ data for the
period 1971-2006. They used OLS for estimation purpose. The results found to be
significant for receivables extension by opting contracting and operating motives. They
concluded that trade credit seems to Be an effective tool alleviating resistances obstructing
growth of sales. Therefore, through credit supply firms derive strategic benefits to increase
firm value and provides linear relationship of firm value and investment in receivables.
Likewise, Martinez-Sola et él. (2013) have studied trade credit and firm value relationship
for Spanish firms for the period of 2001-2007 based on the trade-off between cost and
benefits in investment of receivable credits. They used the two-step Generalized Method
of Moments (GMM) for estimation. They provided evidence on the non-linear relationship
among value of firm and trade credits.

The literature described some benefits provided to supplier firms by context of receivables
extension. One can suppose that the motivations for credit extensions derived by some
beneﬁtts. Examples of these benefits are mitigating of clients’ financial frictions, lessening
of transaction costs, reducing information asymmetries between seller and buyers,

signaling the quality of products, and improving the relationship of customers and

15




suppliers. Therefore, Meltzer (1960) and Choi et al. (2005) explained the motivation of
credit supply that was to mitigate financial limitations of clients during tighter monetary
policies. Meltzer (1960) studied monetary policy influences on firms’ behaviors regarding
credit receivables’ extension. The author argued that firms collect liquid balances when
there is easy money period, the firms utilize these liquid balances to grant trade credits at
the phase of tight money. For this purpose, data was taken for the time period from 1955
to 1957 of manufacturing firms considering different size groups. Moreover, tight money
policies differentiated fundamentally against less liquid and smaller firms, because for
large firms it was found quite easier access to non-bank funds. Hence he concluded that
credit recelvables supply helps in mltlgatmg customers financial limitations during tlght
money. Choi et al. (2005) reinforced Meltzer findings by using disaggregated firm- level
quarterly data for US over the time period 1975 1997 and estimating OLS regressions. The
results supported the v1ew that durmg tight monetary policy, interfirm financing promoted
by surge in credit receivables. Thls inhibits the adverse effects of tighter monetary policy
and become cause to lessen ﬁnanclal restrictions of customers by stimulating sales on
receivable cred1ts. ‘

Further, Smith (1987), Long et al. (1993), Deloof and Jegers (1996), and Pike etal. (2005)
prov1ded explanations of 1nformation asymmetrlcal decline due to trade receivables
investments. Smith (1987) presented theoretical model for credit terms in relatlon to
information asymmetrles. He found that credit terms determines an effective screening
criteria, where sellers protect themselves by making non-salvageablevinvestments, as they

revealed information about buyers’ default risk. Hence, the author concluded that sellers

are warned about default risk of buyers to avoid losses. The information also revealed
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whether credit must be extended to buyer to increase sales. Similarly, Long et al. (1993)
further extended informational asymmetrical model for trade credit offerings pioneered by
Smith (1987). Also, they provided empirical analysis to test the alternative theories using
US manufacturing firms’ sample data from COMPUSTAT for years 1984-1987. They
applied univariate and multivariate tests. The results foupd to be consistent with theories
of informational asymmetries that smaller firms (lack of reputation) produce high quality
goods to fulfil the buyers’ requirements. Therefore, smaller firms extend more credit
receivables to stimulate sales and earn more. Deloofand Jegers (1996) presented empirical
analysis based on the model proposed by Lopg et al. (1993) to explain whether trade credit
extension purpose is to let the buyers assess the quality of firms’ productskbefore payment.
They used sample data of Belgium ﬁrm§ fc;r years 1989-15;91 and applied the OLS
(Ordinary Least Square) regressions. The r:asults sixowed that product quality is one of the
inain factor for firms to extend trade credit to buyers and strengthen firms’ trading relations.
ﬁowe;/er; they “‘also found that{ larger firms with recognized reputes about their quality
products would offer less trade recei\;ables compared to smaller firm. Pike et al. (2005)
e){plored information asymmetrical evidences empirically regarding policies of trade
credits. They used sample data of 700 companies for the UK, the USA, and Australia. The
evidence found supports for theories of information asyn;metries, sellers’ reputation
declares to the buyer in credit periods as they verify the product quality in this timé span,
that in;rease sales for seller firms.

Moreover, Lee et al. (1993), Emery ét al. (1998), and Agostino et al. (2014) presented the
incentivé of credit gxtension Fo indicate rega!rding t}w quality of product. Lee et.val. (1993)

developed a model of sales practices in the intermediated product market to enlighten trade

17
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credit roles with different terms. The results revealed that cash discount magnitude carries
information regarding quality of products, because separating equilibrium exists. Further,
the consequences for the dynamic forces of equilibrium are asymmetrical information
about good’s quality and risk-sharing aims of buyers and producers. Likely, Emery et al.
(1998) offered theoretical explanations for payment terms’! choices under which firms
selling their products. Also, they provided empirical implications to support theories. They
found that sellers implement only those payment terms, where signaling of the quality of
product is more preferred to repair specialization. And also, trade credit policy terms

providing the sellers’ favor to buyers by offering credit periods to accommodate their

T N [

information acquisition procedure. Similarly, Agostino et al. (2014) empirically inspected

for trade credit part to play as a signal for verification of goods’ qilality. They used data for

"

Italian non-financial firms from 1998 to 2006. They used GMM technique for estimation
and results were found to be siéiﬁcmt. | | |

Nadiri (1969), Brennan et al. (1988), Petersen and Rajan (1997) and Ng et al. (1999)
associated receivables’ extensions with pr'ic;:Tdiscrimination. Nadiri (1969) investigated

t

how firms minimize icosts in order to decide prices and quantities of trade credit by context
of f;rice discdminati(;nﬁ. He uéed data on US manufacturiné firms over the period 1945-
1964 and applied OLS estimator for éétiination purpose. Hé concluded that trade credit is
a worthwhile tool for minimization of costs. Likely, Brennan et al. (1988) offered the
model for vendor financing with terms. For sellers, it is optimal to grant credit receivables

at higher rate of interests (complemented by cash discounts). However, purchasers would

select the contracts of credit financing with reduced price discrimination. Similarly,

! Terms selected on the basis of signaling the product quality, as sellers yield various quality products and
buyers demand anticipated quality products enforcing compliance with contract of sales.

5 ’
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Petersen and Rajan (1997) provided empirical evidence to test price discrimination theory.
They used NSSBF? for small firms énd compustat for large firms sample data from 1987-
1993. They used simultaneous equation model for credit receivables. The results revealed
that firms facing sales decline extend trade credits by giving discounts on prompt payment
and high charges on late payments. Hence, trade credit found to be worthwhile instruments
for price discrimination and high gross margins inclined to high receivables supported price
discrimination theory. They also found that creditworthy firms extend more credits, firms
carrying high profit margins also extend more credit receivables. Furthermore, Ng et al.
(1999) studied empirically whether to sell goods on credit to customers or on cash
payment, if credit is granted simple terms should be adopted or discount terms. They
provided empirical evidences on the policies of trade credits for supplier firms using data
on compustat 2538 firms. Hence, they applied different logit models for selecting the best
policies and terms regarding trade credits, reinforced by product quality and information
asymmetric theories. They found inconsistent results .that seller firms change terms for
price discrimination or discount.

Furthermore, Summers and Wilson (2003), Cheng and Pike (2003), Fisman and Raturi
(2004), Cunat (2007) and Hermes et al. (2012) argued the credit receivables supply to
initiate the long term customer-supplier relationship. Summers and Wilson (2003)
developed model for lending, optimal pricing and renegotiation strategies in the context of
::ustomer and supplier firms’ relationship for trade credit extensions. They found long-term
relationship of firms with their customers induce to offer them concessions by

renegotiation strategy. Likely, Cheng and Pike (2003) explored empirical support for the

2 NSSBF stands for National Survey of Small Business Finance.
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theories that why non-financial firms extend trade credits to clients. They used survey data
of UK large companies. They found strong empirical support for customer’s financial and
operating benefits. And customers’ relations placed as motives for credit terms. Fisman
and Raturi (2004) also explored whether competition promote the firms to strengthen the
relationship with their clients by the view of trade credit provision. They used five African
firm-level sample data that are Ghana, Tanzania, Zimbabwe, Zambia, and Kenya from
1992 to 1995. They applied random and fixed effect estimator. They concluded that
customer-supplier relationship depends on the satisfaction of customers by assessing the
quallty of product till payment Thls reduce thelr 1nsecur1t1es regardlng product quality that
in turn engender customers relatlonshlp with supplier firms. Likely, Cunat (2007)
examined that ﬁrms have comparatively more advantage over banks in lending the
customers enforcing the contracts, explored empiricelly testing the theoretical models for

consequences of supplier and client relationship, He considered UK reatail, manufacturing,

and wholesale firms for the period 1993 to 2002. He used fixed effects and GMM. The

results showed that suppllers are considered as llquldlty providers in the situation. When
their clients face 11qu1d1ty shocks and this helps to survive their relatlonshlp with
customers. Likely, Hermes et al. (2012) declared trade credits as a switching barriers. For
showing the empirical evidence, they used survey data of 276 Tanzanian rice retailers and
wholesalers. For estimation of the empirical models, probit regression was used. They
derived the conclusion that if buyers feil to acquire access to short-term loans then they
decide to switch suppliers, but on the other hand, suppliers prefer those buyers, heving

mature business understanding with stable and long trading relationship.
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By contrast, some scholars offered key caveats of over investments in credit receivables
that leads to incur for example, management costs of credits. Hence, previous literature
also supported the theories of monitoring costs, transaction and other costs in formulating
policies of credit receivables. Therefore, Sartoris and Hill (1981) formulated model for
policies using credit and extended conceptual idea given by Kim et al. (1978). They
analyzed cash flow consequences implementing credit policies. They concluded that trade
credit is intent with some negative effects, because suppliers would have to bear
administrative costs such like monitoring and screening costs and default debts. Further,

Klemperer (1987) also presented the model that explalned customers survive in markets by

R
,of e

fac1ng extensive SW1tch1ng costs between dlfferent product brands in unsatlsfactory
conditions after using the product. The switching costs categonzed in contracted costs,

transaction costs and learning costs. Similarly, Jain (2001) addressed the explanations of

3
'

lending credit receivables to buyers by non-ﬁnancial ﬁrms. For that, they presented the
model based on ex1st1ng intermediation theories. The results found costly for banks to
scrutlnlze revenues of buyers In contrast for buyers’ busmess partners it is not costly to
examine buyer S revenues dueto 1nformatlon advantage. Hence, the monitoring costs elther

for limited firms or more firms entailing an adverse consequences. The results found to be

consistent with theoretical and empirical evidences on bankruptcy costs.

Pike and Cheng (2001) presented empirical evidence on theories® of credit receivables
and management strategies. ‘The policy stress mainly placed on credit receivables’

certifications, setting the limitations for extending receivables, reviewing the terms and

3 Pike et al. (2001) specifically tested the theories of credit management policies presented by Mian and
Smith (1992). Pike et al. (2001) explored the diversity i in receivables’ management policies among firms by’
viewing their contracts and intermediaries.
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conditions, and monitoring the costs of credit receivables. They used UK firm level data
consisting 800 firms and applied OLS regressions. The results found to be not consistent
Wim prior theories of credit policies. For this, they provided justification, prolonged delays
in payment might be cause of default risks. Moreover, delay in payments associated with
characteristics that are customer’s dissatisfaction by product quality, poor relationship
between customer and firm, and poor financial situation. Likewise, Van Horen (2007)
provided explanation for customers’ market power possessions inclined to increase their
asymmetric information as regards to product quality. The author explored that specifically
risky firms sell products on credits for market power possessions. Firm-level data was
conducted by using Central Asia and Eastern Eurepe The results provided evidence that it
is costly to sell products on cred1t receivables for financially constramed risky ﬁrms as late
payments incur huge costs. Likely, Murfin and Njoroge (2015) studled for constramed
smaller firms, lend credits to large group of investors. They selected data from compustat
over the years 1985 to 2010 and categorized the buyers according to their investment
grades. For empirical evidence, they applied fixed effect estimator. They found smaller
firms face delay in payments by buyers because they have some hesitations regarding
product quality. Also smaller firms face financial frictions. Hence, these smaller suppller
firms facing simultaneously product and flnanclal market frictions extend trade credits that
they find costly. Likely, Derrien et al. (2016) investigated underlying effects of information
asymmetries on credit costs. Thus, US data taken between the years 1994-2008 and used

probit regression estimation technique. The results stated that surge in information

asymmetries significantly increase credit defaults due to delay in payments. Also, the
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author mentioned that clients take time to assess the quality of products and in case if they

are not satisfied then they prevent to make payments for delivered good

3.2. Profitability and Trade Credits

Tang (2014), Martinez-Sola et al. (2014), Kim and Sung (2016), and Box et al. (2016)
found the positive relationship between profits and investment in trade credits. Similarly,
Tang (2014) discovered the relationship of trade credit demand (account payable) and
trade credit supply (account receivables) with profits of firm. For this purpose, he used data
of Netherland comprising of 71 small medium enterprises. The dataset taken for the period
from 2009 to 2013. The results recommended negative but insignificant relationship
between receivables and profitability, because of rise in default debts, monitoring and
screening costs and administrative costs and reduction of the operational costs. Moreover,
Martinez-Sola et al. (2014) examined profitability granting trade credits for operational,
financial and commercial objectives. They used Spanish non-financial firms for period of
2000 to 2007. For estimation, they used fixed effect and two-step GMM to gain empirical
results. The results suggested that for large and more liquid firms extending more sales on

receivables increase profitability.

Kim and Sung (2016) explored the financial features of the trade credit determined by
different variable such like size, growth, age along with profits. He applied panel regression
for data of Korean firms during the time period 1992-2011. The conclusion inferred, larger
size of older firms earn high profits in the spirit of trade credit extensions. In the same way,
Box et al. (2016) studied effects of operating performance with strategic trade credit

issuance by applying OLS and two-step system GMM estimation techniques. They
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revealed a significant and positive relationship among performance and extension of trade

credits for large firms.

Molina and Preve (2009) and Molina and Preve (2012) elaborated the consequences of
financial crisis on firms’> performance. Molina and Preve (2009) studied the financial
distressed firms by the view of trade receivables, also analyzed whether financial distress
put any effects on firm trade receivables’ decision. They used firm-level US san'1p1e data
for 1980-2000. They estimated the data using fixed effects. The results showed that in
financial distress®, firms reduce investments in trade receivables. Moreover, firms’
performance also decline due to pélicies of trade receivables. This may causé to reduce
firms’ sales and profits. Molina and Preve (2012) inspected the effects of financial distress
on firms’ credit receivables. They used US companigs for the time period 1978-2000 and
flpplied panel data methods fixed effect estﬁnator and pooled OLS. The; evidence sugggsted
iat smaller firms in ﬁnéncial distressed conditiqns prefer to use mére trade cfedits which

effects adversely their performance.

In contrast, Kestens et al. (2012), Garcia-Appendini and Montoriol-Garriga (2013), and
Carbo -Valverde et al. (2016) discussed the positive aspect of extending credit receivables
in financial disaster with performance. Kestens et al. (2012) examined whether any impact
of financial crisis hold on firms’ ‘trade receivables, also whether changes in trade
receivables’ extensions help to mitigate the effects of crisis on firm performance. They
used data for listed z;nd unlisted Belgium companies from 2006 to 2009, applied fixed

effect estimation methods. The results presented the firms having access to short-term debts

4 Financial distress is addressed to tight monetary conditions and also for high inflations.
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by financial institutions offer trade receivables to their clients in order to mitigate their
financial restrictions. Hence, this helped to reduce the negative effects of crisis on firm
performance increasing receivables in crisis period. Similarly, Garcia-Appendini and
Montoriol-Garriga (2013) explored the firms’ liquidity provision during crisis period in
form of credit receivables. The saxnpie data used consisting of US non-financial firms taken
quarterly from 2005 to 2010. Moreover, for estimation they used fixed effects. The findings
suggested that non-financial constrained firms with increased liquidity levels offer more
credit receivables during period of financial distress. This in turn, improved firms’
performance. Likevy:ise, Carbo -Valverde et al. (2016)_ anal)"zed importange of trade credit
financing during c‘risisiperiod. They considered Spanish firm-level data from yems i994 to
2010 and applied GMM first difference. The results provided significant evidence for credit
constrained firms, because these firms reliance intensity increased on trade credits during
the crisis that improved firms’ performance. In contrast, unconstrained firms dependence

noticed on bank loans.

£

3.2.1. Leverage and Profitability

Jensen (1986), Myers (1977), and Harris and Raviv (1990) presented trade-off theory to
show positive association between leverage and profitability. They recommended that firm
select optimal leverage ratio on the basis of corresponding the benefits of tax shields
through debt compared to the costs (financial distress and bankruptcy) related with high
level of debts. To support the trade-off theory, Abor and Joshua (2005), Gill et al. (2011),

Margaritis and Psillaki (2010), and Baum et al. (2006) presented empirical evidences.
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financing. Firms finance in receivables up to the level till firm value is maximized.
Particularly, when the firms rely on receivables excessively then costs of firm exceeds the
benefits. Hence, trade off theory presumes positive relationship between value and credit
receivables when firms make financing in credit receivables that optimize its value. Hence,
the benefits exceeds the costs.

We observe that above-mentioned studies have investigated the impact of credit
receivables on firm performance in context of developed countries. Yet, we did not find
any study conducted in Pakistan that investigates the relationship between trade credit and
firm performance. Further, none of the study has analysed the differential effects of
liquidity and size for extending credit receivables on firm profitability. Further, for the
better understanding of differential effects of liquidity and size on firm performance, we
take dummy of variables size and liquidity as interaction terms. Furthermore, we also
observed that no study exists in case of Pakistan that analyse the non-linear association of
credit receivables with firm value. When we confirm the concave shaped relation between

receivables and firm value. We also investigate the impact of receivables’ deviation from

target level on firm value.
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Chapter 4
!

Empirical Framework
1

In this chapter, our study aims to present the einpirical models for estimation purpose. This
chapter is divided into five Sections. In first Section 4.1, we present the profitability model.
This model is used to show the size and liquidity effects respectively for credit receivables’
supply on firm profitability. In Section 4.2, wél present the value model to examine the non-
monotonic relationship between firm value and credit receivables. In Subsection 4.2.1, we
examine the impact on firm value of the deviation from the target account receivables.
Therefore, we augment the value model to estimate the effects of deviation from target
level of receivables on value and control variables remained same. Further, in Section 4.4

and Section 4.5 respectively, we have described methodology and data.

4.1. Profitability and Trade‘credits

One of the central objectives of this study is to analyze the effect of credit receivables on
profitability that varies for firm’s size and liquidity. So, we have included firm-specific
variables to see their impact on profitability. These include receivables REC;,, dummy size

interacted to receivables D;'2E x REC;; , dummy liquidity integrated with receivables

DX? x REC;,, firm size SIZEj;, firm growth GROWTH)y, and leverage LEV;,. We present
these variables in Table 4.1 along with their expected impacts on firm profitability. We

have also described their measures.
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Table 4.1: Variables’ Definitions of Profitability Model

Variable Name Expected Signs Definition
Dependent Variable:
Profitability (ROA;,) Earnings before taxes and
interest over total assets
Independent Variables
Focused variables:
. +ve Credit receivables divided
Receivables (REC;;) by total assets
Dummy size interacted to } )
. Dummy size assigned 1 for
Receivables .
small firms if firm total
(D3'%E x RECy,) -ve assets are lower than or
equal to median of all firms
assets and zero Otherwise.
h (size measured by natural
logarithm of total assets).
-ve . .
Dummy liquidity interaction term of v Dummy liquidity assigned
Receivables 1 for less liquid firms if firm
110 total liquidity are lower
(D~ X RECy) than or equal to median of
all firms’ liquidity and zero
Otherwise.
Control Variables:
Firm size (SIZE;
trm size (SIZEy.) +vel-ve Natural logarithm of total
assets
Firm leverage (LEV;;) +vel-ve Total debt to total assets
Log value of first lag
. difference of total annual
Firm growth (GROWTH;,) +ve sales.
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In this subsection, our study initiate.s to examine whether the association between credit
receivables and profits is stronger for larger firms as compared to smaller ones. Besides,
we inspect whether credit receivables affiliates the firms’ profitability strongly for more
liquid firms as compared to less liquid firms. Hence, to achieve aforesaid aims of this study
we formulate the below mentioned model to support the notion. This model relates the
profitability to credit receivables iﬁtegrating interaction term between receivables and
dummy variables measured by size and liquidity correspondingly. We employ dummy
variables (size and liquidity), elaborating the financial motives on profitability of firms.
For this purpose, we formulate the below given model that enables us to examine the above-
mentioned objectives of study. |

ROA; = B, + ( By + B, Dummy;;) X RECy + B3 Dummy;, + B4SIZE;; + fsGROWTH;, +

BeLEVy +m; + A¢ + & eq (1)

In equation (1), ROA;; is the dependent variable used as a proxy for profitability, i
represents firm and t shows the corresponding time period (years), f- is the constant term,
p1 and B, are the main coefficients of the study showing relationship of independent
variables with the dependent variable. Further, 83- S, are the remaining coefficients
present the impact of control variables on dependent variables. Further, n; is used for
unobservable heterogeneity and A, is included in the model as dummy variables of years,

and &;; is used for error terms.

The dependent variable ROA;; is defined as the ratio of earnings before interest and taxes

to book value of assets (Titman and Wessels, 1988). The ROA;, (Return on Assets) aims
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to measure the profit of per unit cash of total asset. The REC;; is key independent variable
and is calculated by account receivables divided by book value of assets. This formula of

receivables is in line with Deloof and Jegers (1996), and Boissay and Gropp (2007).

Next, our study aims to analyze whether large firms strongly effects the profits with respect
to receivables’ financing or small firms so, D;;’?f is dummy variable used for firm size.
The size dummy enablés us to make comparison between large and small sized firms in
perspective of receivables’ extension. Therefore, we consider firms on the basis of their
size. In particular, we assign Dj?F value 0 for large sized firms if the firms’ assets are
greater than the median value of the assets’ of all firms. On the other hand, D3"?F takes
value 1 for small firms if the firms’ aésets are less than or equal to the median value of firm

f
assets in the sample.

Furthermore, interaction term is added to analyze the response of profitability to credit
receivables’ extension for diﬁ’erentigl effects of large and small firms. We also analyze
whether strong effect lies for large firms or small ones. Hence, we interact dummy size
D3'?E with key independent variable REC;; .i.e. Djy*% X REC;. This enables us to see
the effect of receivables on profitability across large and small firms. For large firms, we

consider Dj;'?E =0 then we get the interaction term B,D;'“E x REC;; become zero.

ROA;; = B,REC;; + B,D5'%E x REC;
ROA;= B1RECy + B,(0) X REC;

ROA; = ByREC;s +0°
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Here only B, shows the effects of receivables on profitability.

Similarly, for small firms we take D;;%F equals to one then we get

ROA; = (B1 + B2(1)) X REC;
ROA; = (B, + B2) X REC;,

This approach is also applied in different studies for example, Dittmar and Mahrt-Smith
(2007), Luo (2011), and Martinez-Sola et al. (2013) also presented grouping of large
and small firms based on the median value of firm size. Some studies have documented the
positive effect of receivables on profits of firm with respect to size i.e. Carvalho et al.
(2013), Martinez-Sola et al. (2013), andb Tang (2014). Moreover, we also incorporate some
other firm-specific variables in our analysis which also affects the profitability of firms.
These variables include ﬁrfn ;ize SIZE;, sales growth GROWTH,,, and firm leverage

LEV,,.

SIZE;, is taken as natural logarithm of total assets (Deloof, 2003). As a variable firm size
is a major factor in determining the profitability and value of firm. If firms struggle to
increase profits then they have to expand business and firms become large (Glancey, 1998).
Rajan and Zingales (1995) justified the importance of firm size for profitability that large
sized firms are more diversified and face low risk as compared to small sized firms. Large
firms also face lower bankruptcy costs. Firms management also plays an important role.
Bartel (1992) indicated that managers increase productivity of firms, for this they motivate
employees to perform well. When their Job performance increases then firms’ profitability
enhances.
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The next con;rl variable sales growth GROWTH;, shows growth opportunities for ith firm
in t years. We have calculated for annual growth of séles GROWTH;, subtracting the
previous year sales from current year sales and divided by previous year sales (sales; —
sales;_, /sales;_,). This measure is also used by Goddard etal. (2004), and Coad (2007).
Sales growth helps in assessing the financial performance of any firm. The managers
diversify the organizations by adopting innovative and competitive strategies, these
advantages increase firm sales’ growth which maximize their profits (Soininen et al.,
2012). |

Next, the last control variable financial leverage LEV;, is defined as book value of debt to
book value of assets (Dogan, 2013). Kartikasari and Merianti (2016) reported that financial
leverage has ambiguous impact on firm profitability. Although, the positive relationship
between financial leverage and firm profitability are promoted according to agency cost
theory. However, if firms’ increase the debt ratio then agency cost theory fails, because
firm’s debt increases, default risk and interest rate get higher and debt become costly, in
turn profitability gets lower (Shubita and Alsawalhah, 2012). This negative relationship

between leverage and profitability promotes the pecking order theory.

Next, our study also aims to analyze the effect of liquidity in establishing the relationship
between receivables and profitability. To examine this effect we use the dummy of liquidity

and divide the firms by assigning 0 to more liquid firms and 1 to less liquid firms. We
assign one to Dl-'“tIQ if firm liquidity less than or equal to median liquidity of all firms in the

sample. In the similar way, DiLt' ? is allocated zero if firm liquidity is greater than median

liquidity value.
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We re-estimate the profitability model presented in equation (1) by adding interaction term
liquidity dummy with key independent variable receivables i.e. REC; X DiLt'Q. The
interaction term receivables X dummy of liquidity will tell us the impact of receivables’
extension when linked with liquidity on the level of profitability. This term helps us to
examine the differential effect of liquidity for receivables on profitability of firms. So,

when we consider Di"tIQ equals to zero for more liquid firms then we get
ROAy =(By + B2(0)) X REC;;
ROA;; =By X REC;; . . .- L

Here we obtain zero for the whole interacted variable. Similarly, we take Di"tIQ‘equals to

one for less liquid. firms. Therefore, we get (2?1 + ﬁ;z (1)) x REC;; for more liquid firms.

4.2. Firm Value and Trade Credits

In this Section 4.2, our objective is to determine the non-monotonic relation between firms’
value and credit receivables. 'This non-monotonic relationship determine the desired level
of investing the receivables that maximize the firm value. Next, we also examine the effect
of over-underinvestment in credit receivables on firm value. First we show the measures
of firms’ value which are Tobin’s q and market to book ratio. Then, we present the
independent and control. variables;of value model in Table 4.2. The variables are
receivablesREC;;, squared receivables RECZ, deviations DEV;,, firm size SIZE;,, firm
growth GROWTH;, and leverage LEV;,. We have also shown their measures and their

expected relationships with firm value.
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Now, in order to check the non-monotonic relationship of trade credits with firm value. We
explore the non-monotonic effects of receivables extension on firm value by adding

squared receivables in the model specification formulated as follows:
Vie = B + PyRECy + BoREC], + BsGROWTH;, +BySIZEyy +BsLEV;y +1ye +A¢ +& eq (2)

We have followed Martinez-Sola et »al. (2013) as a predecessor for the above-mentioned
empirical value model equation (2). In above given value model firm value variable is
regressed on the key independent variable account receivables and its square along with
control variables represgnted by GROWTH;,, S{ZEit, gnd LEV;,. We explore the non-
monotonic effect of receivable investments on value of firm by adding squared receivableg
in the model speciﬁcationrfonnulated ias above. REC;, , and RECZ are used to test thé
benefit and cost of investment in accoun; receivables resbectively. The coefficient REC;,
shows investment in credit receivables increase the firm value up to the break point.
Whereas REC% indicates that excessive investment in receivables decline the value of firm

after the break point and can create losses for firms (Martinez-Sola et al., 2013).
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Table 4.2; Variables’ Definitions of Value Model

Expected Signs Definition

Dependent Variable:

Firm Value (V;;) Tobin’s q: Market value of
equity plus book value of
asset minus book value of
equity divided by book
value of asset.

MBOOK: Ratio of equity
market value to equity book

Independent Variables value

Focused variables:

Receivables (REC; , REC,)’ REC;: Ratio of Credit

tve receivables to total sales.
REC,: Credit receivables
. over total assets.

Receivables Square (RECZ, REC?) ve REC?: Square of REC; -
REC?: Square of REC,

Deviations (DEVi¢) -ve Deviation from target
receivables’ investment
level

Control Variables:

o Natural log of total assets.

Firm size (SIZE;;) +vel-ve
Ratio of total debt to total

Firm leverage (LEV};) *vel-ve assets.

Log value of first lag

Firm growth (GROWTHj;) tve difference of total annual

sales.
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Next, the dependent variable V;, is denoted for value of i** firm at t year. We use two
measures for firm value. Hence, above mentioned equation (2), we estimate once for
Tobin’s Q and then we re-estimate the regression equation for market to book ratio. In
financial literature, Tobin’s Q not only measures the firm value but also used for growth
measure. Therefore, Tong (2008), and Gaio and Raposo (2011) have formulated Tobin’s
Q by market value of equity plus book value of asset minus book value of equity divided
by book value of asset. Market value of equity is calculated by number of shares
outstanding times firms’ stock market prices. Another proxy is used for valuation of firms
is the market to book ratio (MBOOK), which also check robustness of results. MBOOK is

calculated by ratio of equity market value to equity book value in line with Lins (2003).

REC;, represents account receivables of i*" firm at t time period and REC; is calculated
by fraction of account receivables to total sales (Cunat, 2007). REC, is defined by ratio of
receivables to total assets, this definition is consistent with Deloof and Jegers (1999), and
Martinez-Sola et al. (2014). In this model, we use two proxies for trade credits to allow us
non-linearities for testing explicitly benefits of investing in receivables and cost of
overinvesting in receivables. Further control variables SIZE;,, LEV;, (leverage), and
GROWTH;, measures are already discussed in previous Section 4.1, here we provide the

discussion for each variable.

The variable size is an important measure to evaluate firm value. Large sized firms support
advancements and innovations. Large firms enhances their ability due to possession of

more resources. Firms get competitive advantage and that increases the firm value. Amato
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et al. (1985) conducted the study that firm value might be influenced negatively by size
factor due to poor decisions by management. They provided the reason that managers of
large firms chase self-interested goals and this creates conflicts between owners and
managers’ interests. Then firm performance is affected negatively and the firm value
decreases. In small firms, owners also deal the management issues and this avoid the

conflicts between owner-manager interests (Glancey, 1998).

Next, we incorporate the potential effects of leverage on firm value. Modigliani and Miller
(1958) asserted that there exists no relation between firm value and leverage. Though, in
1963, they took into consideration the tax effects on firm value, they reviewed this view
and identified that firm value can be increased with the issuance of debt considering the
financial costs. Hurdle (1974) also stated that financial leverage has positive effect on firm
value. He further elaborated that high indebted firms circumvent poor investment
opportunities and take the beneficial projects to improve firm value. However, Manso
(2008) indicated that disagreements may generate between equity holders and debt holders
due to increase in debt. Equity holders take more interest in risky projects and for this
purpose, they encourage managers to take more debt because they hget benefits ﬁom
i?westments in risléy projects. Howef?er, use of debt in excess may decline firm value by
taking excessivrel):risky projects'(Sti‘glluitz and Weisé 1581).
We have also incorporated the variable growth in value model. Mueller (1972) claimed
that some firm managers prefer growth to maximize rather than profitability of firms

because their objective is to maximize firm value. To achieve high growth, firms avoid to

take the poor projects that in turn enhances their performance.
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4.2.1. Deviation from the Target Level of Trade Credits

In previous Section, we described the value model that is used to show existence of non-
monotonic relationship between firm value and credit receivables. Now, in this subsection
our study initiates to explore the négative impact of credit receivables’ deviation from
desired level on firm value. So, this implies that deviation from optimal level of
investments in receivables would lessen the firm value Martinez-Sola et al. (2013). In order
to get deviation from target level of receivables first, we get the residuals from receivables
model equation (3) then we put the absolute value of residuals (defined by deviation) in

equation (4). This deviation approach is also followed by Tong (2008).

REC;, = Bs +BGROWTHyy, +B,SIZEy; + P3STLEV;, +B,FCOST,, +BsCFLOW;, +BsTURN;,

+B7GROF;+ myy +A, +&j; eq (3)

In equation. (3) account receivables are taken as dependent variable, independent variables
are used as determinants of receivables. Determinants of receivables have been used in
previous studies by Niskanen and Niskanen (2006), Garcia-Teruel and Martinez-Solano
(2010), and Martinez-Sola et al. (2013). STLEV;;, GPROF,,, CFLOW;, and FCOST;, are
used as control Qarial;ies in the form c;f dete;'minants of account receivables. Further control
variables are discussed above. STLEV;, is represented for short term leverage ﬁnancing,
which is calculated by ratio of current liabilitiés to total sales. FCOST; is external financing
cost calculated as financial expenses to outside financing minus trade creditors. CF LOW,;,
is internal financing measured as earning after tax add depreciation subtract amortization
to total sales, GPROF;; represents gross profit computed as earning before tax and interest,

depreciation and amortization total sales. Next, we use the absolute of residuals as the
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measure of deviation from credit receivables. Hence, we estimate the determinants of

receivables by using fixed effect regression in order to obtain the residuals.
Vit = Bo B DEVIATION;, + B,GROWTH;; +B3SIZEy +B4LEVy, +1e T4, ey eq (4)

These residuals, we have assimilated in equation (3), DEVIATION;, is a key independent
variable, which is defined as residuals in absolute value. The purpose of the DEVIATION
is to discover whether firms’ value can be affected by deviation from target level of account
receivables. This deviation value incorporate target level of investment in account
receivables. For this aim, we estimate equation (3) exerting fixed effect regression by
following Harford (1999), and Tong (2008), we expec;t that B; < EO, entaills negative

relationship between firms’ value and deviation from account receivables’ target level.

4.3. Methodology

In this section, we present:methodology and also discuss the reasons why we implemented
two-step system GMM for empirical analysis. OLS estimator assumes zero correlation
between explanatory variables and error term. When there exists two-way causality
between regressand and regressors, OLS regression provides biased as well as inconsistent
coefficient estimates. This problem of endogeneity can be overcome through proper
selection of instrumental variables, these instrumental variables can correlate to regressors
but should not be correlated to error terms. Hence, exogeneity is required condition. for
regressors. If instrumental variables do not possess exogeneity characteristic then there
might exist weak correlation of instrumental variables with independent variables.

Therefore, these are called weak instruments.
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estimator. Two-step GMM estimator has problem of downward biasedness in measured
standard errors. However this problem is resolved up to satisfactory level by Windmeijer
(2005). That makes two-step system GMM estimator more effective, and produces extra

efficient estimates.

We have focused mainly on two tests in GMM system (1998) dynamic estimator. The
Hansen test resolves the problem by using J-test, which can be generated by too many
instruments. The Hansen test (J-statistics) is employed for over-identification of
restrictions, which evaluates the instruments’ validity used in analysis. Which also tests for
the absence of correlation among error terms and instruments. The instruments are valid,
it can be only certain if second-order serial correlation do not exhibit the residuals. Our
study also tests the existence of second order autocorrelation. This test ensures no serial
correlation of second order in the error term (residuals). To specify this result, we use
AR(2) by following Arellano and Bond (1991). This tests the presence of serial correlation

of second-order in each model used for estimation.

4.5. Data

To examine the trade credit investment decisions, we construct annual unbalanced dataset
for non-financial firms listed at Pakistan Stock Exchange (PSX). For this purpose, the data
are taken over the period 2000-2013. We include also those firms having data for minimum
three continuous years. In order to mitigate the only selection biasness problem, we allow
entry and exit of firms from the dataset. Moreover, the data we extracted for analysis of the
study from Balance Sheet Analysis for non-financial firms (BSANFF) presented by State

Bank of Pakistan. The BSANFF includes not only data on balance sheet but also income
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Chapter S

Results and Interpretation

The key objective of this thesis is to analyze the effect of credit receivables’ supply on firm
performance. In this chapter, we have presented the results from two core models. One is
the profitability model and other one is the value model. We augment the profitability
model by incorporating size and liquidity dummy. Estimation of profitability model
enables us to analyze whether large size and more liquid ﬁms get high profits in terms of
receivables’ financing. Similarly, the value model enables us to infer the non-monotonic
receivables-value relationship. We apfaly the two-step system GMM estimator to estimate
the profitability and value model. As we know, the accuracy of the system GMM
estimation critically depends on the instruments’ validity. That’s why, we apply Hansen
(1982) J-statistics test. In particularly, ;I-statistics test; the orthogonality of instruments to
the residuals. For instrumental validity the second condition is that, the error terms should
be independent of second order autocorrelation. Hence, we apply AR (2) test initiated l;y

Arellano-Bond (1991) to examine the presence of autocorrelation.

The previous chapter narrates the empirical models, estimation methodology, and dataset.
This chapter exhibits the empirical results. Specifically, first this chapter reports summary
statistics for full sample of firms.-Next, the results from the profitability model are
presented. Once, the estimation results are presented for differentiating the profits from
receivables’ extension between large and small firms. Then, our results differentiate less

and more liquid firms. Similarly, this chapter displays the results of the value model.
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Finally, our findings suggest that leverage (LEV;,) has significantly negative relationship
with profitability. The reason provided for negative association by Rajan and Zingales
(1995), Dogan (2013), Niresh and Thirunavukkarasu (2014), Tang (2014), and Ramadan
(2015) is that highly indebted firms have to utilize large portién of earnings for interest
cost payments. Therefore, for reinvestment purposes these firms are left with fewer funds.
Firms facing high debts have low profits due to high agency costs. Because firms use of

debts in excess may cause of reducing their profitability. '

Next, we present the results for the differential effects of liquidity as interaction term of
receivables on profitability. In the view 'of our aim, we use dummy variables (0; 1) of
liquidity to make comparison between more and less liquid firms.

In Table 5.2 (b), there are three columns, in column (1), we show the variables of

profitability model using dummy liquidity (Dl."t' ?). The next column (2) shows the measure

of dummy liquidity (Dil}lQ) taking the median value of firm liquidity. We use this criteria
to distinguish the .less and more liquid firms. Similarly, thira column (3) presents the results
for robustness check of column (2). In column (3), we use 75" percentile to measure
dummy liquidity, which differentiates between less and more liquid firms.

In column (2) and column (3), first we show the results for main independent variable
REC;, receivables are positively and significantly related to profitability (ROA;;) at 1%

level of significance. We observe in column (2) and (3) that receivable (REC;;) coefficient

values are 0.1443 and 0.2963 respectively. That explains if Di"tiq =0 the dummy of liquidity

® Liquidity is measured by cash and cash equivalents to total assets.
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variable interacted to receivables turn zero then coefficient value of receivables shows the

impact for more liquid firms.

The next variable interaction term dummy liquidity with key independent variable
receivables (REC X Di'“tiq) appears negative and statistically significant. The coefficient
values of (REC X DL“') shown in column (2) and column (3) are -0.0883 and -0.6164

respectively. This indicates if we put D“q—l for less liquid firms then we get 0.1443 + (-
0.0705)=0.0738 for column (2) and 0.2936+(-0.2629) = 0.0307 for column (3). Therefore,
we get ﬁl > (ﬁ1 + f3) . Our ﬁndmgs regardmg the effect of lquIdlty mcorporated wnth
recelvables on proﬁtabllity shows that firms with high 11qu1d1ty earn more profits by
providing receivables to sell the merchandise. However, less liquid firms’ profitability is
less than the more liquid firms. This shows that more liquid firms extend more sales on
receivables because they do not face any kind of financial frictions'and have easy access

to capital markets.

In this context transaction costs’ theory has supported the viewpoint for example Petersen
and Rajan (1997) has considered smaller firms, whose access may be limited to financial
institutions and capital markets. They provided evidence when firms may not get credits
from capital markets due to limitations then smaller firms lend to larger and constrained
firms. As large firms have effective capability to liquidate assets and also they possess
implicit equity stakes. So, firms having access to credits offer more trade credits. Larger
firms finance only growing firms as they may get advantage in various ways. By way of
growing firms anticipate larger firms for capturing their business so larger firms supply

credits to them. Supplier firms may get the advantage of information of controlling and
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monitoring of borrower firms, their repayment management ways differ from capital
markets’ ways. Supplier have ability not only to sell goods but also repossession of credits

which has been greater.

Similarly, According to Atanasova‘(2007) the possibilities of facing credit limitations
due to low liquidity level might be increased. Financial constrained firms rely more on
trade credits as a substitute form for institutional finance at the margin. The access of the
firms to institutional loans are affected by tight monetary policy and financially credit
constrained firms get access to trade credits. As institutional credit granting hold limitations
to a'specific class of borrowers. Limitations implemented for institutions credit granting to
a specific class of borrowers. Similarly, Cunat (2007) justified to support the findings ,
when customers-have been facing liquidity shocks. Supplier firms play an important role
of liquidity providers in case when banks, ﬁnapcial institutions and capital markets deny
to provide credits and customers face liquidity shc;cks. Larger firms charge high interest

rates implicitly on trade credit in agreements as compared to financial institutions.

Next, we show the results for variable dummy liquidity (D{>%) on profitability. The D

coefficient values are -0.1412, and -0.2629 negative and significant respectively for
column (2) and (3). Further control variables’ relationship and significance has alfeefdy
been provided in Table 5.2 (a) description. In Table 5.2(b) also, we get the significant

results.
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Table 5.2 (b): Firm Liquidity, Receivables and Profitability.

Q) Q) (3)
REC 0.1443 0.2936
(0.000) (0.000)
REC x D® -0.0705
(0.008)
D —0.1412
(0.000)
REC x DF'% -0.2629
(0.035)
DL —0.1274
(0.000)
SIZE 0.1547 0.17647
(0.000) (0.000)
GROWTH 0.1348 0.1278
(0.000) (0.000)
LEV —0.2889 —-0.3188
(0.000) (0.000)
Constant ' 0.2405 0.2364
(0.000) (0.000)
AR(2) 0.39 0.420
P-Value 0.699 0.677
Hansen test 262.99 181.28
P-Value 0.158 0.143

Note: By using two step system GMM, above results are obtained in the same way like we did for size
dummies. Here instead size dummies, we have generated liquidity dummies. Median value has been
considered for generating liquidity dummies for column (2), and 75 percentiles for robustness check in
column (3). The first variables’ coefficients REC and REC X Dl-",'q are connecting to each other, the sum of

these stated variables justify the profitability for constrained and unconstrained firms. Di';' ? (Dummy liquidity
measured by cash and cash equalents to total assets) is here used to distinguish the sample in constrained and

unconstrained firms.by considering median value to create dummies. REC and REC X D!‘,'Qz here check the

robustness, unlikely Di"t' 92 ysed to generate dummies by taking 75% percentiles. SIZE , also here we have
used as a control variable measured by In(assets), GROWTH is here used to observe the growth of sales, LEV
used for Leverage proxied by debt to total assets. We have also included time dummies and industry dummies
in above both columns’ regressions. . In parentheses p-values are written. Significance level is checked on
1%.
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5.3. Trade Credits and Firm Value

In this section, our objective of the study is to examine non-monotonic relation of credit
receivables with firm value. We estimate value model equation (2) and present the results
in Table 5.3. In order to check non-monotonic relationship between firm value and credit
receivables, we use two measures for firm value one is Tobin’s q and other one is market-
to-book ratio. Table 5.3 helps us to determine the level of receivables that maximize firm
value. Table 5.4 examine the negative effects on firm value of deviating from target level

of investments in receivables.

We estimate value model ‘presented in equation (2) to investigate whether non-linear
relation"exists between firm value and receivables. Table 5.3 shows five columns. In
column: (1), we present independent and control variables of value model. In Table 5.3,
we run four regressions to test the non-linear impact"of receivables on firm value as we use
two measures for both dependent as well as for independent variable in order to check non-
linearity between value and receivables. First, we run regressions for two specifications to
measure dependent variable firm value V;, ; once for Tobin’s Q-and we get results shown
in column 2 and 3. Similarly, another specification is market to book ratio (MBOOK) and
findings are displayed in column (4) and column (5). To check whether the results are

Y

robust, we use two different measures of receivables and run two more regressions, once

ot 1

for REC; measured by ratio of account receivables to total sales of firms indicated in
column (2) and (4). We use alternative proxy of receivables REC, ratio of receivables to

total assets for robustness presented in column (3) and column (5).

-
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First we discuss the tests applied in Table 5.3 and Table 5.4. We test validity of instruments
through J-statistics of Hansen. The estimation results in Table 5.3 and Table 5.4 for J-
statistic shows that all instruments are appropriate, used in the value model. Similarly, in
order to check error term serial correlation, we implement the test of Arellano-Bond AR(2)

shows that value model is well specified.

Now turning towards the results of REC; coefficient values for TOBIN'S Q presented in
column (2) and MBOOK in column (4) are 3.0509, and 2.6139 respectively, these values
are significantly positive at 1% level of significance. Similarly, REC, is used to check the
robustness of results for RE C,. The coefficient values of RE C‘z for column (3)'labeled as
TOBIN’S Q and in column (5) labeled as MBOOK are 5.488 and 3.929, respectively,
positive and significant at 1% significance level. We find these results consistent with prior
studies that supports different causes of benefits of investments at credit receivables. The
benefits stems from the different explanations for instance, reductions of informational
asymmetries regarding product quality, long-term relationship between supplier and client,
and decline in transactions cost. Several researchers for example Smith (1987), Long et al.
(1993), Cheng and Pike (2003), Pike et al. (2005), and Van Horen (2007) have provided
theories of information asymm‘etr.ies that rgducg the uncertainties regarding product
betwegn clients and seller due to verification of quality. Further, the authors reveal
informational asymmetrical credit termls' as a screening criteria that safeguards the seller
firms from non-salvageable investments. Hence, to get information about buyers helped

gl

them to invest in profitable projects.
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The explanation for next benefit of long-term relations between suppliers and clients
provided by several studies for example Peel et al. (2000), Cheng and Pike (2003), Fisman
and Raturi (2004), and Hermes et al. (2012). These studies confirm the notion and provide
the findings to support long term relations between supplier and client in terms of credit
supply. The authors further mention that in long-term relationships supplier offer
concessions to their clients, this strengthen their business relations. . Moreover, product
quality engenders long-term relationships between clients and suppliers because supplier
firms succeeds to overcome the insecurities of customers. Further, the next aim of
receivables’ extension is decline in transation costs. For this purpose, the findings provided
by Brennan et al. (1988) and Petersen and Rajan (1997) supports price discrimination
theory by context of trade receivables supply. Further, more creditworthy firms extend
sales on credits and terms and conditions imply the higher profit margins. So that, they
charge their clients for delayed payments and provide incentives at early payments for

delivered merchandise.

On ‘the other hand, the coefficient values of REC? for TOBIN'S Q showed in column
(2) and MBOOK in column (4) are -2.9576 and -2.8028, respectively, significant and
negative at 1% significance level. Similarly, Table 5.3 shows the coefficient values of
REC? are .also negatively® significant for both TOBIN'S Q column (3) and MBOOK
column (5) are -11.8086 and -9.6144, respectively. This explains that account receivables
not only confer benefits but also it comprises costs. Hence, investment in trade credits can’t

be unvaryingly and consistently beneficial for long time. Numerous prior studies like Pike

& The main reason fof negative relationship of squared receivables is firm make excessive investments in
receivables.
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and Cheng (2001), Murfin and Njoroge (2015), and Derrien et al. (2016) have also reported
negative impacts for overinvestments in receivables on firm value. They elaborate theories
related to information asymmetries also lead in the direction of buyers’ credit defaults. So
that, their studies also have highlighted the problems faced by smaller firms regarding late
payments of customers, by the reason of their hesitation as regards the product quality. For
this cause, customer firms take long time for assessment of products’ reliability and
superiority. One of the major caveats of over-investment at credit receivables may cause
to incur management costs. Previous literature by Sartoris and Hill (1981), Klemperer
(1987), and Jain (2001) also have supported the theories of monitoring costs, transactlon

i

and other costs in formulatmg pollcles of credlt receivables. Since, suppliers would have

1

to bear administrative costs such like monitoring and screening costs and default debts.

1

In sum, the regression results have revealed concave shaped relationship between credit
recéivables and value of firm. This infers the existence of an optimal level of investment
in credit receivables that balances benefits and costs, then maximizes firm value. Therefore
investors have to-build up the pressure on firms to limit sales on trade credits in order to

lessen financial risk and opportunity costs.

Now turning towards the results of control variables, GkOWTHit, SIZE;, and LEV;, as
additional explanatory variables of I/;;. Table 5.3 suggests negative and significant
coc;fﬁcient value for size variable (SIZE;;) for all columns, which is consistent with the
findings of Shepherd (1972), Lang and Stulz (1993), Amato and ﬁufSon (2007), Becker-
Blease et al. (2010), and Bafios-Caballero et al.'(2014). This implies larger the firm size,

lower the profitability. For this, the justification provided that small firms adopt superior
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management strategies to improve their repute then firm value will be enhanced. Our study
has presented positive and statistically significant relationship for sales growth
(GROWTHy,) on firms’ value (V;,). This implies that increase in sales growth improves
firm value. Similarly, several studies in the previous literature such like Scherr and Hulburt
(2001), Niskanen and Niskanen (2006), Tong (2008), Durnev et al. (2005), and Porta et
al. (2002) have also found positive and statistically significant results relationship of
growth with firm value. They indicate this positive relationship that firms grown up in
outstanding way will definitely grow in future and will increase the firm value. We found
leverage (LEVu) posmvely 51gmﬁcant at 1% 51gn1ﬁcance level related w1th ﬁrm value

%1eh shows increase in debt improve the ﬁrm. value. The posmve coefficient of leverage
supports the ﬁndmgs of Stiglitz and Weiss (1981) and Manso (2008). This implies that the

firms with high leverage evade poor investment opportunities and take the beneficial

projects to increase firm value.

Once the existence of non-linear relationship between firm value and receivables has been
verified. This is consequent to twofold contrary effects (benefits and costs). Now we
confirm that there exists the level of investment in credit receivables that maximizes firms’
value. Next, we explore in Table 5.4 the negative effect of deviation from credit receivables
level on firm value. Which may cause by over and underinvestment in credit receivables.
Additionally, this result is also found to be robust for'alternative proxy of firm value as

well.
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firms. We have adopted this deviation approach by following the studies of Harford’

(1999), Dittmar and Mahrt-Smith (2007), Tong® (2008) and Martinez-Sola et al. (2013).

The Table 5.3.1 shows negative and significant results for the main independent variable
DEVIATION. This implies if firm deviate from target level of receivables then it has
inverse impact on firm value. The results for rest of the wvariables

SIZE,LEV,and GROWTH are also significant at 1% level of significance.

Now moving towards description of Table 5.4, regression results are provided for, either
firms deviate from target level of receivables has any impact of firm value or not. Deviation
as a main independent variable of Table 5.4, has reported negative and significant results
in all 4 columns, even we get same results for robustness check for column (3) and column
(5). Growth we have positive and significant at 1% in all columns, size is negative
sigﬁiﬁcantly relating to firm value again in all cases. Leverage has positive and significant

impact on firm value.

7 Harford (1999) use fixed effect regression for estimation of corporate cash holdings’ optimal level. He
define predicted value by using fixed effect regression as the measure of optimal cash holdings. Then
Residuals are generated as the measure for excess cash holdings.

8 Tong (2008) also adopts same methodology for defining optimal level of CEO ownership. He develops a
methodology which study the relationship between CEQ optimal ownership deviations and firm value.
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- First, we have employed profitability model to study the differential effects of size and

liquidity in terms of receivables’ investments. So that, we have used dummies of size and
liquidity respectively, interacted term of receivables (the independent variable). We
estimate the profitability and value models for Pakistan using non-financial firms listed at
PSX (Pakistan Stock Exchange) over the period 2000-2013. Second, we have employed
value model in order to test the non-monotonic relationship in credit receivables and firm
value. Further, in order to check the optimal level of receivables, we extend this value

model to analyze the impact of deviation from desired level of receivable on firm value.

In terms of applying méthodology; we have applied systém GMM to address the potential
endogeneity concerns to' relationship ‘between receivables and firm performance (firm
value and profitability). To test the validity of the instruments, we have used two tests:
Arrelano-Bond AR(2) tests for autocorrelation and J-test by Hansen (1982) certifies that

instruments are orthogonal.

6.2. Key Findings

We find that receivables have significant influences on firm performance. Using
profitability model, we test differential effects of firm size for credit receivables’ granting
on firm profitability. Our findings _ from empirical analyses showed that large firms
extended more sales on receivables and earned high profits as compared to small firms.
These results provided strong support to the prior studies of Mian and Smith (1992), Long
et al. (1993), Ng et al. (1999), and Peel et al. (2000). They report the justifications that
large firms implement developed receivables’ management policies, for example credit risk
assessment, and credit receivables’ investment decisions in profitable projects. Large firms
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receivables and other one is costs related to this. Alternative explanations are provided in
previous studies for both benefits and costs of investment in receivables. We found
receivables® positively and significantly related to firm value. Further, we elaborated this
positive relationship by various benefits of granting receivables. We expressed these
benefits in different ways, for example, vendor firms employ trade credits to signal the
quality and customers use trade credits to verify the quality of purchased goods and this
reduces the information asymmetries (Long et al., 1993; Pike et al., 2005; Van Horen,
2007). Firms strengthen relationship with clients by extending trade credits (Ng et al.,
1999; Smith, 1987) and cost of transaction decreases and sales increase. On the contrary,
the results for squared term'? of receivables showed negative and significant effects on firm
value. This implies that along with benefits firms can also face costs through extending
sales on trade credits like default risks of clients (Giannetti et al., 2011; Huyghebaert, 2006;
Shi and Zhang, 2010), and poor credft management (Niskanen and Niskanen, 2006). Hence
these benefits should offset costs and both of these effects entail concave shaped impact of
trade credit investments on firm value. Further we examined whether over-
underinvestment in receivables would affect the firm value. We found the inverse effects

of deviation from desired level of investments in receivables on firm value.

Our analysis also suggest that the negative and significant influence of firm size on value,
which support the findings of the previous studies like Lang and Stulz (1993), and Bafios-
Caballero et al. (2014). We also show the positive impact of leverage and growth on firm

value, these effects are in line with the findings provided by Jensen (1986), Scherr and

® We used receivables to define benefits of investing in receivables.
10 We used squared term of receivables to explain the cost effects for granting credit receivables.
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Hulburt (2001), Niskanen and Niskanen (2006), Tong (2008), Durnev et al. (2005), and

Porta et al. (2002).

6.3. Policy Implications

This study would be helpful for managers, investors and firms in adopting effective credit
policies. This implies supporting terms and conditions should be in favor of customers and
firms. Firm should consider the credit worthiness of customers to avoid bad debts. Our
findings suggest that new opportunities for trade credit investment can be adopted for the

firms of developing countries who are facing limitations due to market imperfections.

() 4
é

Our findings will‘be helpful for academic scholars, policy-makers, and firm managers to
examine future sales increase. Likewise firms with extensive financial wealth may find it
é strategic tool to sale their prodﬁcts on trade credits. Our study will also help the
stakeholders in making better investment, regulation and operation decisions of business.
In addition, it educates and aids thé other companies regarding strategies for trade credit
management and firm performance improvement. Our study will make the firms to adopt
efficient management strategies in different departments i.e. Finance, Operations, and
Sales and Marketing. Our study will provide these departments directions for credit
receivables’ practices and this supports in generating cash flows to achieve the value

maximizing target.

6.4. Future Research

Our research can be extended in quite a few dimensions, some of the dimensions are stated
below. No doubt, trade credit has its determinants and authors have examined these
determinants and factors over the period. For future research, worth-pointing thing is that
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the trade credit (one of the external financing factors) is itself vital driver of firm
performance variables. Our research has focused only on return on assets, Tobin’s q, and
market to book ratio as firm performance variables. In future, our study can be extended

by taking other measurements of firm performance like return on equity etc.

Furthermore, in this study we explored evidence on firms’ trade credit decisions using
panel data on firm-level. Yet, it would be valuable study to examine that whether or not
firm belonging to distinct industry differ in policies for trade credit investment decisions

by doing this study on industries of Pakistan Stock Exchange (PSX).

i '
e

We heye investi.gated‘ non-monotonic relatienship betweeﬁ value and credit receivables it
wouldwbe intereeting fo inve;tige;e leiether inverse relationship exists between value and
credit receivables. Thislinverse relationship may force the firms to grant credit receivables
in spite of the costs associated to receivables. Otherwise, sales would decline and

profitability would decrease if they do not grant receivables.

Future scope of study might be extensions of working capital managements’ components
like practices for account payables, levels of working capital, determine liquidity and

inventory control.
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