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Abstract

This study examines the situation of households’ food security in
Pakistan. Food security is a broad concept, encompassing issues related to
the nature, quality, and security of the food supply as well as issues of
food access and proper utilization. The world has been facing a paradox
of wide spread food insecurity and malnutrition. Current studies shown
that Pakistan is a low-income developing country with a per capita
income , one of the lowest in the world but it generally has the economic
ability to import the required food but still most of areas are food insecure
in Pakistan mostly belong from province of Baluchistan . This study
considers the main features of determinants of food security in Pakistan,
particularly households’ economy assessment, household income,
household expenditure, employment status, region, dependency ratio etc
are being considered indicators to measure the status of houschold in
either food security or insecurity situation. And looks at what conclusions
can realistically be drawn out of analysis when conducted within a
conceptual framework. In this study average per capita daily kilo calories
consumed index is used to measure food security at households’ level,
ordered logistic technique is used for analysis. For ordered we divide the
households in four categories on the basis of our food security index that

is per capita daily kilo calories consumed. Analysis of this study shows

ix



32% people of Pakistan lie in very low category of food security mostly
belongs from province Baluchistan and KPK also 29%, 19.2% & 19.5%
lie in low, medium and high category respectively.

For conducting this study, PSLM (2013-14) survey data is used.
Ordered logistic regression is used to conduct econometric analysis about
households’ food security in Pakistan also a Bayesian ordinal logistic
regression with informative prior as well non-informative prior is used to
conduct Bayesian analysis about households® food security in Pakistan.
The model is finalized on the basis of 13 explanatory variables which are
found to be highly significant for determining food security status at
households’ level these variables involve socio economic variables,
different characteristics relating to households and heads of the

households.



Chapter 1

Introduction

The purpose of this study is to determine the food security level of households
in Pakistan. Food is an essential and basic requirement of the society and also it is
included in the basic human rights. After the food crises in 1970 the concept of food
security was highlighted to the front of world and made suitable programs to

overcome this issue,

World Food Summit presented official definition of food security as:
“Availability at all times of adequate world food supplies of basic foodstuffs to
sustain a steady expansion of food consumption and to offset fluctuation in production
and price” (UN, 1975). In 1996 World Summit on Food Security stated that "food
should not be used as an instrument for political and economic pressure”. According
to the International Centre for Trade and Sustainable Development, unsuccessful
agriculture market regulation and the lack of anti-dumping mechanisms cause much

of the world's food shortage and malnutrition.

Food security is defined as when all people acquire a safe, satisfactory,
nutritious diet through a sustainable food system that maximize healthy choices many
developing countries around the world, especially in South Asia and Africa still
haven't been able to get satisfactory food for their citizen and deprive from this vital
need even today. There are four pillars of food security that are defined by the FAO

and these pillars of food security are availability, access, utilization, and stability.

Food availability is the dimension of food security that refers to supply side of

food security which is expected as sufficient gquantities and quality food is provided



for every citizen from domestic agriculture production or import also by food balance
sheet, food market survey and agricultural production plant by these factors this
dimension of food security can be assessed at different level. Similarly, this
dimension at different levels has some indicators to measure food sccurity that are
food production, Staple food production, storage, population flows, consumption of
food items, harvesting time etc. This is the dimension of food security that refers to supply
side of food security and measured through production, distribution, and exchange of
food, as sufficient production, proper food distribution and cxchange of food are the
most important factors to determine this dimension of food sccurity. Food production
is determined by a variety of factors in term of land ownership and use soil
management also food must be distributed properly to different regions or nation and
exchange of food is also an important factor of this dimension that can affect food
security insufficient trading system and lacking of management of market institutions

is a greater barrier for achieving food security.

Access of food is another important dimension of food security it can be
determined by the expenditure and income of the households. Food access means
people have enough resource to obtain quality food for active and healthy life.
There are some indicators that are probably considered to measure this
dimension they are as wages, per capita food consumption, employment and food
prices etc. It is noted by the UN committee that reason of hunger and
malnutrition are frequently not because of insufficient food but an inability to
access for available food in a country or nation, Usually problem in access is due
to poverty that means not enough money to purchase quality food. Households
those have sufficient resource they can overcome in instability and shortage of

food access and they maintain food for their requirements.



Food utilization is the dimension refers not only about how much food the
people eat but also what and how they eat. Food utilization refers to the metabolism
by individuals once there is food achieved by household, variety of factors influence
the quality and quantity of food that reaches to the members of the household. Food
utilization is affected by food safety as it is affected by preparation of food,
Processing of food, and cooking of food in the community and households which
means to get food security food which is being ingested should be safe and should be
sufficient to meet the each individual’s requirements. Some dctcrminants of food
utilization are education, nutritional value, sanilation and healthcare and
accountability of theses determinants is important for food utilization. Education
ahout nutrition and food preparation can affect food utilization and improve this pillar
of food security education brings awareness among people ahout the utilization of
food and by improving these determinants we can able to manage a pillar of food

security.

Individuals or households of a community cannot be considering in food
secure status until there is stability of availability, accessibility and proper utilization
condition. Unemployment, political unsteadiness and market prices fluctuation are the
major factor disturbing stability of the dimension of food security. This dimension of

food security can be assessed by Global Information Early Warning System.

Pakistan suffers from food crisis which is quite unfortunate and shocking
hecause Pakistan is an agricultural country. In spite of sufficient production
malnutrition is persistently prevailing in the country which is a threat to food security.
The extra-ordinary rises in food prices affect the purchasing power of the people
which resist the economic access to food. The three major dimensions of food security

including food availability, food accessibility and food absorption, further effected by
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certain factors which effect food security in Pakistan as well as responsible for
increasing food poverty in this region. These different factors collectively contribute

to food security.

Pakistan’s agriculture sector is a main source of its economy and is critical to
future improvements in economic growth, employment, food security and poverty
reduction. In past decade unstable political and security atmosphere has slowed the
investment and caused the human life and human capital, also natural disasters have
resulted in displaced populations, badly influenced to the productive infrastructure,
diverted the budgets and reduces in service. This diversion of the times has negatively
impacted on Pakistan’s economy and agriculture sector. Yet Pakistan’s economy is
now showing signs of reasonable growth, and there is potential to capitalize on this
progress over the coming years. While the government of Pakistan remains strongly
committed to the agricultural backbone of its economy, there is huge potential in this

sector,

Fifty six million people living in urban areas of Pakistan, 21 million are food
insecure on basis of caloriec consumption. Condition is particularly severe in
Baluchistan where 20 districts with urban population fall in the zone of food
insecurity. In Sindh 6 and in NWFP 5 districts are food insecure (Government of
Pakistan, 2011). Punjab province is comparatively better than others (Bashir et al,
2012). Pakistan has the potential to become a completely food secure and prosperous
country that allows high quality food on the table for everyone. Over the years,
Pakistan has made gains becoming a food surplus country, and a major producer of
wheat. However, 60% of the population is still facing food insecunty it is due
primarily to inadequate economic access by the poorest and most vulnerable

particular women to a sufficient and special diet.



It has been observed over the past few years’ supply and demand imbalances
are growing trend in food prices it has put many people at risk of food insecurity and
poverty across all over the world. Food security is a serious issue in many devcloping
countries and Pakistan is also affected and considered food insecurc country the
Government of Pakistan also realizes the importance of food security and envoys a
high priority to it in development plan and policy formulation. Food security situation
demands a comprehensive study of different ditnension of food security continuous
monitoring of its indicators and proper consideration of policy options. The analysis
of food security is connecting in multidisciplinary various organizations and data
agencies are being worked on food security analysis to overcome this issue of food

security in a country.

The established Food Security Centre (FSC) at PIDE will develop such
collaboration, conduct research on issues relevant to food security, and provide proper
guidelines for designing a food policy. Pakistan is a developing country has many
Problems, like unemployment, terrorism and many other issues, food security is an
issue in Pakistan that arises duc to in efficiency in dimension of food security that are
access of food, utilization and stability. In our country it is challenge to maintain
adequate food production for the growing population with the expected economic
growth, and in the face of adverse climate impacts. There are a variety of challenges
include rise human capital, political conflicts and instability, size of houschold and
formal and informal social safety ncts. In Pakistan unfortunately mostly households
are not able to get sufficient food for their healthy life. Inadequate in their food due to
not physical access to the food, no proper utilization of food due to illiteracy or they

are not able to get food due to unemployment ete.



1.1 Objectives of the study:

The objectives of this study are

» Determinate the factors affecting households’ food security.

» Estimation of the model by using classical as well as Bayesian inferential
approaches.

» Selection of the best model and discussion about the results.

» Suggest policies to improve food security in Pakistan.



Chapter 2

Literature Review

2.1 Introduction:

There are number of studies available in literature that discuss the food
security in Pakistan and also causes of food insecurity. Similarly, a vast array of
literature is available on food security .We divide this chapter in subsections. Section
one is introduction of the chapter. Second section contains basic concept of food
security. Section three contains previous studies related to food security Pakistan in
and section fourth contains previous studies related to food security in other countries

and in last section we give the summary and conclusion of this chapter.
2.2 Basic Concepts of Food Security:

Availability, accessibility and consumption of the food is the basic concept of
food security is being considered as a famous among researchers as a main pillar of
food security (Andersen, 2009). Different types of phenomenon are made to measure
level of food security with the passage of timc these concepts have more elaborated
form. After the global food crisis in 1970, food security issu¢ has been treated a main
factor in the progress of any country and continuously making plans to overcome this
issue in all countries especially developing countries. Further it can be defined as it is
a situation which exists when all people of a locality have physical, social and
economiic access to sufficient food at all times. Also safe and nutritious food available
all times for all people in a particular areas that meets their dietary needs for their
active lives but in some developing countries it has been noticed that food availability
and per capita consumption are declining also not sufficicnt to fulfill the requirements

of the healthy and active life {(Deaton and Dreze, 2009).



2.3 Reviews of Studies in Pakistan:

Gera (2004) stated that food security exist when people all the times have
economic physical access to have enough food for satisfactory, nutritious and safe
food require for people for their active and healthy lives. In that study secondary data
scts were used and results and figure indicated food insecurity in particular areas and
it is suggested that its government responsibility to provide food security level for its
citizens included all vulnerable people. Further it is suggested structural moedification
programs are required, such as sinking the budget deficit, have resulted in the

elimination of subsidies on wheat and agricultural inputs.

Bajwa Bakhsh et al, (2007} conducted the study to know about the food
security problems of Pakistan. For this purpose there secondary data sets were used
and some comparative analysis was made on the basis of the three basic core areas of
food security i.e. Food availability, access and utilization. Analyzed facts and figures
have shown that Pakistan is a food sufficient country because there is the high
undemourished population due to the problem of food accessibility. All these data
sets they examined was favoring that Pakistan overall national level, is a food
sufficient country and one can reasonably conclude that food security is not a hig
problem for us but a high proportion of undemourished population delivers a few
questions about the mechanism of food and income distribution. They also
recommended some suggestions about these issues for example the gaps between
incomes of different social groups must be shortened. Increase and sustain the food

production for which farmers and researchers must be given some incentives.

According to Ahmad et g/, (2010) Pakistan is a low income country and its

main sector ts agriculture for food to its growing population. And cultivated area is



just increased 40% during last 60 years; while it’s rising population pressure affcct the
cultivated land. The paper highlighted the inferences of the government's present food
security policies on the one hand; it is require much effort to taper the gap between
population growth and domestic food production. They suggested that to manage food
security issue in Pakistan need understanding about how agriculture policies influence

food supply and income.

Niazi and Naeem (2010) conducted a study and identified that Pakistan is one
of the foremost producers of important agriculture commoditics but still has large
proportion of people that are being listed in food insecurc. For the analysis data
primary data of households were collected from the district Faisalabad of the Punjab it
was found that 18% of the households were food insecure and the situation of the
rural areas was slightly better than urban areas. It was explored by the analysis that
there are some factors which are positively affecting the food security and these
factors are education level and household income on the other side some factors that
are affecting negatively these factors are age of household’s head family size and
expenditure in the form of move etc. It was suggested that the primary and secondary

education enrollment must be improved along with technical education facilities.

Sultana Kiani (2011) examined household’s food security in Pakistan by
using a technique logistic regression. PSLM (2007-08) survey data was used to
conduct the analysis. Data was consisted on demographic indicators and some others
variable that affect the food security. In this study dependency ratio also has a
significant impact on food security and has expected sign that is negative also
education of high level showed positive impact on food security while social capital

and employment do not effect household’s food security significantly. They suggested



that to make country required some different polices about food sccurity and need

programs to hold country at food secure level,

Bashir et al/, (2012) analyzed that Pakistan has high proportion of
undemnourished population 26%. The purposc of the study was to determine foods
security tendency in Pakistan in general. Logistic regression technique was used and
Primary data were assembled from 1152 household in 12 districts of the Punjab
province using questionnaire survey 23% of the sample households were measured to
be food insecurc. Analysis of this study has declared about some factors that are
positively influencing in food sccurity of households and these factors are included
monthly income, education levcl and live stocks also some factors are indicated too
that negatively affected on food security includes head’s age , joint family system etc.
It was suggested that further improvement in food security at household level by
creating job opportunities and give more cducation to the pcople of household also

make family planning to minimize dependency ratio to alleviate food insecurity.

According to Amir Shahbaz and Zafar (2013) food insecurity will become a
main issue of world in future especially developing countries are most severely
affected by this danger. The study was intended to analyze and indentify some
suitable strategies for dealing with shortage of food in Pakistan. The research was
carried out in which cross-sectional survey was cmployed. The data were collected
through personal interviews form the Khyber Pakhtunkhwa (KPK) Province of
Pakistan was analyzed for the study. The results of the study showed that there is the
fluctuation in the prices of food also limited access to the market, lack of irrigational
water and high cost fertilizer were leading problem in food security in Pakistan. It was
suggested that government should take steps for the betterment of agriculture

department also provide subsidies so that people easily can access to their food.
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According to Mahmood Tabassum and Jabeen (2014) analyzed food security
exist when people all the times have economic physical access to have enough food
for satisfactory, nutritious and safe food require for people for their active and
healthy lives. Food security status was analyzed by four units at different intangible
level in term of regions, countries, household and individual. People of Pakistan don't
have sufficient access to meet their proper nutrition’s requirements. That studied was
conducted to analyze key issues influencing food security. A sample size of 120 was
selected from rural areas of Faisalabad through multistage technique also chi square
technique was used to find connection between age, education and income of the
respondents and their perception about food security from the study there were 63.3%
descriptions contain food insecurity issues around their locality and they had faced the

problem of food availability.

Afzal et al, (2015) conducted the study to elucidate the food secunty status
for this purpose they selected the areas of study from Gazipur district data were
collected from S0 farmers using purposive random sampling questionnaire technique
was used to collect data. It was used minimum calories requirements index to measure
food security level of these farmers by the analysis it was found that near about 50%
of the sampled farmers were food insecure. The study concluded that out of six
variables , four variables level of education of household’s head and annual income ,
live stock and annually expenditure had significant positive effect on household’s

food security.

11



2.4 Reviews of Studies of other countries:

Many studies are available about food secunity around the world we will consider
some of them in our papers as a reference of previous study of researchers about food

security as fallow.

Lovendal (2004) study was conducted in Nepal to identify the vulnerability
and food insecurity.data were collected from the rural areas based on this analysis, it
considers how these people cope during times of insufficient food production and
earnings, and suggested actions that could be taken to reduce their vulnerability to
become food insecure in the future. Many studies on poverty in Nepal in past decades
have fully focused on determining the poverty line and find out the proportion of
people living under this line study has greatly focused to the need for greater policy

and program support to food security in Nepal.

Cook Frank et al.,, (2004) they conducted a study at household level for the
analysis purpose sample of caregivers of 11,549 children age’s less than 36 were
interviewed in central city. After the manipulation of the data results were given that
21.4% of households were food insecure and 6.8% from them were hunger. By the
logistic regression finding shows that food insecurity is concemed with health
problem for young, low-income households® children. Make certain food security

program may reduce health problems.

Hadley and Patil (2006) they conducted the study in June-August 2005 in
Tanzania. For the analysis of the study 206 households were interviewed the total
sample included 449 women were selected randomly for the interview. After
manipulation of the data it was concluded that women who are food-insecure in the
post harvest season score higher on a measure of anxiety and depression. They

12



concluded that food insecurity may be linked to poor diets, which in tum affect
anxiety and depression also food insecurity especially during the dry season and they
suggested that there are required some polices at government level to improve food
security in Tazania and provide some suitahle resources to get access of food for each

household within the country.

Kaisi and Zoughbi (2006) conducted the study in Syria which examined food
security issues at national level for the purpose of analysis secondary data was used of
households of the Syria. From the analysis of the study results shown that Syria has
still challenge to get secure food for the national level and facing food insecurity
issues mostly rural areas are highly victim of insecurity issue because lack of
awareness about food issues. It was suggested that this challenge of food security can
be met through increasing awareness ahout food security issues, raising campaigns

on the use of reasonable and satisfactory food.

Omonona et al, (2007) conducted a study in Nigeria about food security
situation data from the households were collected and concluded that food insecurity
increased with increase of age of household head, household dependency ratio and
low education also it declines in households with higher level of income and high

education, for female head food security incidence is found to be high.

Rose-Jacobs Black ef al, (2008) studied the relationship between houschold
food security status and developmental risk in young children is determined by this
study. Data were collected through interviews consisting demographic question, the
US food security scale and parents Evaluations of development status the target child
of age 4-36 month-old from each household were weighed. It was found mostly

children were on developmental risk they are from low levcl income of the
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households it suggested that public policies must be improved that ameliorate the

household food insecurity.

Mjonono Ngidi ez al, (2009, July) they studied the food security in South
Africa and data was collected from the households ,from that particular survey it was
concluded that 58.5% households had food insecurity problem it was specified
agriculture influence in food security was important and suggested that improvement
in agriculture sectors can reduce that food insecurity within the country also there is
required to pay attention for the promotion of non-farming activitics as well,

particularly those that are associated with the smallholder agricultural sector.

Wangthamrong (2010) conducted a study and examined that Thailand is a
major food exporter and manufactures more than enough food as it is required for the
country. The data was collected from the households of Thailand to study how is
probability of a household affected by economic, social and demographic
characteristics also probit model was used to analyze the results of the study and
concluded that some characteristics including gender, education and income
significantly affect on food security. It is suggested government should takc some

steps to improve household food security within the country.

Edame Ekpenyong ef al., (2011) they conducted the study in  Africa. Basic
dimensions of food security were examined by this study including availability,
accessibility, affordability, preference, utilization and nutritional value and food
system stability. To conduct analysis about the study, data was collected from
secondary source it was concluded that within current global challenge of atmosphere

change and its unfavorable effect on the status of food security and agricultural
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output, some appropriale steps to improve these sectors must be taken towards

adjustment and mitigation.

Sabila (2014) they examined that the issue of food security has been of
basic importance in Kenya, As a basic need, food has been a main discussion
issue in various round tables held by food organizations like FAQ,WFP and
govemments around the world. The intention of this study was to find out how
political affairs, modemism, Economics, social cultural factors influence food
security of households in Mount Elgon Sub county. The study examined the
influence of political factors on household food security, to establish the
influence of economic factors on household food security, to identify the influence
of innovation on household food security, to recognize the influence of social
cultural factors on household food security. The study was conducted using the
survey research design. Data was collected from 151 rural households through the
use of structured questionnaires. The survey employed a systematic random
sampling technique to select the sample. The sub county was divided into twelve
locations to make sure the sample was reprcsentative of the population, The study
concerned both primary and secondary data sources. Primary data was collected
using a combination of questionnaires and interview schedules which was tested
for reliability and validity by carrying out a pilot study. The secondary data was
taken from published thesis, academic joumnals, textbooks, government publications
and internet. The data obtained was processed through tabulation and tallying,
thereafter it was coded and analyzed by use of mmeasures of central tendencies,
dispersion, percentages as well as content analysis. The data was presented using
tables and frequency distributions. The summary of the findings have also been

outlined and discussed based on the variables under study. Conclusions have been
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made based on information given and concluded that political affairs, modemism,
Economics, social cultural factors influence food security of households in

Mount Elgon Sub county.
2.5 Summary and Conclusion:

Our main target is to measure food security in Pakistan in this chapter we
discussed about the basic concept of food security, literature reviews about food
security in Pakistan and also took some previous studies on food security in other
countries of the world. From the literature of Pakistan there is no single study
available in which Bayesian ordinal logistic is used so this study has advantage over

all other studies that was done about food security issues in Pakistan,

16



Chapter 3

MATERIALS AND METHODS

3.1 Introduction:

This chapter holds discussion of the methodology used in this study. It is more
divided into subsections. First part of this chapter discusses data source,
categorization of variables for the analysis of food security in Pakistan from the
collected data also specified the model for analysis. While the second section,

discusses estimation methodology used in the study.

3.2 Model’s specification:

Explanatory variables are selected on the basis of past studies in Pakistan
from the literature, selected variables like mcome, education, employment, and live
stock positively affected the food security also head age family size negatively
affccted on food security (Bashir et ¢/, {2012)). Also thesc variables are found to be
highly significant on food security (Niazi and Naeem (2010)). Cur explanatory
variables capture the impact of food security and we chose some appropriate variables
that are significantly affect the food security. For example if a family has high income
they expend more on food also it is given in literature that in Pakistan households
spend most of the part of income on food stuffs if family expenditures are high that
means it has positive effect on food security. Education influence positively on food
security as we know when a household has proper information about utilization of
food it will lead a household to fall in food secure category and families those have

live stock they are also probable to fall in food secure category because they can

17



utilize their live stock to increase calories that lead to fall them in secure category it
means household having lives stock influence positively on food security also
households bave their own agriculture status they are probable for secure category as
we know agriculture positively affect the food stuffs and on daily required calories we
also include household age in literature it is negatively affect on status of food
security as when a person is old his concentration about food stuffs may not be
appropriate also when family size of household is high it is probable to high
dependency ratio that may also lead to fall in insecure category. Mathematically we

can write our model as,

Y - Bo + lel + Bz X1 + '33X3 M +ﬁ13X13................. 3.1

where Y= Food security status (1, if household is very low food secure; 2, if
household is low secure; 3, if household is medium food secure; 4, if household is

high food secure. Description of explanatory variables are given in Table 3.3
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3.3 Data and construction of variables:

Table 3.1 Description of explanatory variables

Variables | Variables label Codes Desciption
X Log-Income of household’s head Log of income per
(Monthly) month

X, Log-Monthly expenditure Log of expenditure
per month

X3 Houschold’s size No. of people in a
household

X, Region 1=Urban, otherwise 0

X Live stock 0=No, 1=yes | 1= have live stock
otherwise 0

Xe Employment status 0=mno,1=yes 1=employed
otherwise 0

X, Age of household head Head age in years

Xg Gender of household’s head I=male otherwise 0

Xy No. of children Total children in a
household

X0 Agriculture status 0=No,l=yes | 1=have agr. Status
otherwise 0

X1 Marital status ' 1=married otherwise
0

X2 Education Classes in years

Xia3 Province 1=kpk othcrwisc 0

1=Punjab otherwise 0
1=Blochistan
otherwise 0 1=Sindh
otherwise 0
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Data of all variables are collected from Household Integrated Expenditure
Survey (HIES) 2013-14.The household survey is brought out by the Federal Bureau
of Statistics, Government of Pakistan and provides the all-around data of houschold
familiar variables. It is considerable enough sample size from this survey is to obtain
concrete and competent results 17989 households were available in Household
Integrated Expenditure Survey (HIES) for the year 2013-14 out of which 16554 were
selected absolutely for the analysis. HISE data provides different socio economic
variables for example household’s income, consumption expenditure and
consumption pattern, by the help of given information in HISE we sclected some
appropriate household to measure food security in Pakistan.

After selecting the appropriate households from the Household Integrated
Expenditure Survey (HIES) for the year 2013-14 for analysis. We are interested to
find food security in Pakistan. Food security status of households can be determined
on the basis of average per capita daily kilo calories consumed by each member of a
household.

The (HISE) data gives us number of quantities of different food items that
were consumed by each household. To conduct the analysis of food security for this
purpose, these food quantities that were consumed by each household we converted
them into energy intake measured in kilo calories unit using food composition table
for Pakistan (UNICEF and GOP, 2001) which includes data of nutrient contents of
various foods. After converting food quantities into kilo calories we model food
energy tntake empirically,

We have calculated total calories consumed by each household’s members for
a month then divide by 30.4 to get per day calorie availability to households. Our

indicator of assessing food security of households in Pakistan is that daily energy
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consumption per capita. This indicator is calculated by dividing each household’s
daily food energy availability by the number of household members (IFPRI 2007).

According to the IFPRI (2007) there are average requirements for light
activity, at 2,050 kCal, serves as a benchmark category for the very low level food
security for the developing countries which exceed 3,400 daily consumed kcal, serves
as a upper benchmark (von Braun et al. 2005) . Our food security frame work is we
find average per capita daily kilo calories consumed by each household.

If the Kilo calories of the household is less than 2,000 will be considcred very
low food secure If it is between 2,000 to 2,500 will bc consider low food secure and
if it is between 2,500 to 3000 is called medium food secure and if it lies more than
3,000 will be high food secure. It is important to note that requirements of food vary
from age group as well sex and physical activity and psychological needs so we have
calculated calories for each requirements, gender and different age groups.

Our dependent variable has 4 categories, as shown below in Table 3.2

Table 3.2 Food security status of households

Food sccurity indictor Bench mark for APCDC/Kcal | Values of FS levels
Very low (VL) < 20,00 1
Low (L) 2,000 --- 2,500 2
Medium (M) 2500 --- 3,000 3
High (H) +3,000 4

Therc are many indexcs that are used to measure food security status some
famous indexes that are frequently used are CCA approach (cost calories approach),
APCDC/Kcal (average per capita daily consumed kilo calories approach), AHFSI
(average household food security index) and FIVMS ((food insecurity and
vulnerability and mapin system) these all are used to measure food security as we

know food insecurity and hunger cannot be captured by any single indicator. To
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determine food security status at houschold level variety of conditions involved for
example food is consumed by any household was it adequate in quality or in quantity?
Can household members bring sufficient food for active and good health at home? if
the household used any food how much the quantity of any foed item was consumcd?
It means how much food is served in a household but also it’s an important that after
serving all food items by any household the effect of food items will vary individual
to individual within a household such kind of all information is required to make a
proper and valid conclusion about food security status at household level within a
country. For this purpose variety of indexes are available in studies and we have to
choose the best one among them which can produce better results so on the basis of
that we able to make valid predication. Among all approaches that are used to
measure food security we chose APCDC/Kcal index which has better indicators to
measure food security. In this approach we collect all information from the household
what they have consumed, after getting information about consumed items then we
find kilo calories of these consumed items. Further in this approach we find calories at
each age group and gender as we know effect of consumed item by any individual has
different effect in term of gender, age and health. That’s why APCDC/Kcal is the best
approach to measure food security at household level within a country also IFPRI
{2007) recommended this approach to check food security status of the household

within acountry.
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3.4 Methodology Of Analysis:

3.4.1 Ordered Logit Models:

In some cases response cafegories are naturally ordered. The dependent
variable is discrete as well as ordinal. Ordinal models that keep the ordinal structure
of the dependent variable in ordinal case where the dependent variable has at least 3
categories with these categories arranged in ordinal form i.¢ disease {mild, moderate,
severe) or educational level (primary, middle, high). “When in data there is ordinal
categorical form, we can use ordered probit model and odered logistic model but in
literature ordinal logistic regression model is ofien preferred over the ordinal probit
model in statistical applications, because its regression coefficients are more

interpretable than ordered probit model {Zucknick and Richardson 2014)”,

Logistic models are used with single dependent variable and a vaniety of
independent variables. in logistic model we take logarithm to express dependent
variable as the linear function of the independent variables, therefore logit model is

the member of “generalized linear models™ family.

Ordinal Regress is another extension of binomial logistic regression ordinal
regression is used to forecast the single dependent variable with ‘ordered” multiple
categories and a variety of independent variables which means that different level of
dependent variable are being measured by a variety independent variables. For
example there a question is being asked from the respondent and answer lies between
low and high, these two categories from the collected information didn’t help us to
generalize well, later we added levels to our response such as very low, medium and

high and these are in ordered and ordinal logistic regression addresses this fact means
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ordered of the categories so in such situation we will prefcr ordered logistic regression

for the predictive purpose of dependent variable.

There is varety of ordinal models to measure categorical dependent variable
like Continuation Ratio Model , Adjacent-Category Logit and Cumulative Logit
Models are famous , usually Cumulative Logit Models are applied because these
model easily interpretable. Cumulative models are further divided in 3 groups
Proportional Odds Model, Non-Proportional Odds Model and Partial Proportional
Odds Model. Cumnulative Logit Models do work under the assumption of cumulative
logit parallellity but parallel lines assumption sometimes does not hold; in this case
Proportional Odds Model gives inaccurate results. Therefore medels that reflect on
ordinal structure and relax the assumption are recommended. NPOM and PPOM

are recently used for this purpose.

In Our study ordinal dependent variable has C numbcrs of categorics. We
introduce a latent variable to definc our categorical dependent variable, following
long and Freeese (2001). Latent variable as [ranging between -co and oo, also

structural model can be given by

here X is the matrix of k independent variables and 8 is the vector coefficient and €
is the random error term having logistic distribution and 1y, is threshold parameter

which will change for each category. Our dependent variable Y is defined as fallow
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1=if—w <! <y

C=ifYe1 <] € »

That means ! is categorized by thresholds into C intervals, corresponding to
these C ordered categories. The first threshold y; takes the upper bound of the
interval corresponding to observed outcome 1. Similarly, threshold y._, shows the
lower bound of the interval comresponding to observed outcome C. Threshold .
defines the Boundary between the interval corresponding to observed outcomes C - 1

andc for (c =1,2,...,C — 1). Threshold parameters are

¥ = ¥min <¥ieeeeeenns < ¥mgz) mMin=-00 & max «
3.4.2 Assumption of Ordinal Logistic Model:

1) OLS regression is a non-Liner probability model and there is no liner
relationship between dependent and independent variables.

2) In the case of ordinal variable, the variance of error term is no more
homoskedastic.

3) Random disturbance term doesn't need to possess a normal distribution.

4) The ordered logistic model make assumption (PPA) .which suggests that all
the slope parameters ['s are same across each category of dependent
variable. This suggests that most of liner predictors are the same for each

category.
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3.4.3 Cumulative Logit Models:

A variety of formats that can be used to predict the dependent variable when it

is in ordered but cumulative logit models are preferred because they are the easiest to

apply also when it comes to understand we can easily interpret. There are *C—1°

ways to compare ‘C’ categorized ordered dependent variable Y. similar to the other

models, one category is selected as the reference category generally there is the

highest category is selected as the reference category. ‘C — 17 cut-off points are

estimated this way and the estimations give information for each consecutive

category about cumulative probabilities(Q’Connell, 2006). Cumulative logit model

is derived from logit link function as shown in Equation (3.4).

logit[(¥ <c/x)] =log[LLEL 1 ¢ = 123 s C=Lurrrevrer)

1-p(ysc/x)

Since the log odds for the event Y <c/x is the ratio ltcr(
~te

p (x) + 13 (x) .. e ()

wy (X471 ()43 (X) e . (x) ]
1-my (X)+my {x) 473 (x) ... . (x)

log [ 77521 log [

Let tp=mry (x) + 7y (x) + 73 (x) v oo o (), then 74= 1y (X)),
=1y (X} + 7, (x) andto =7y () + 7, () ..o (x) =1

The ordinal logistic regression model in our setting is given as follows:

logit(ts) = log 52 = . — BX

1-1

logit(ty}=log| 2] = Y. — BX

1-15

—I()x , where T.(x) =m, (x) +

26



logit(te_y)=log [—=t]= yo_, — BX

1-tcy

¥y

exp ( (re—£X)

where 7=y (x) + 13 (%) + 713 (x) ;i (x) = L+exp ((re—8X)

123....,0-1

Every single cumulative logit has its own threshold value. When showing categories

asc=123.....,.C0—1

__exp ({r-—8x)
T, Trexp (i) i (3.5)

Equation (3.5) derived from cumulative response probability for the ¢ category of the

ordinal outcome Y is
P(Y<c/Bb) =PI <c/Bb)=P(BX+e<y,)
P(ey <y.—BX),forc = 1,23 .....,c—1,

= _xp ((re—8X)
¢ 1vexp((re-8X)

Equation (3.5) can be transformed to linear form via calculating natural logarithms of

the odds ratios

-B8X
T (2) 1_ exp (y.—8X) ]= lo‘g [ex‘p (YC —ﬂX)]

Iog [ 1_." (I)J Iog [ 14+ exp {ye—8X)
- Treep (r:—;nx)

Ge=BX) ¢ = 1,2,3..C=1urern.... (3.6)
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There are three main categories according to paralle] assumptions and logit
models are divided in these 3 models according to parallel assumptions name of the

models are as fallow,

1} Proportional odd model proposed by { McCullagh,1980).
2) Non-proportional odd models proposed by (Fu, 1998).
3) Partial proportional odd models proposed by ( McCullagh, 1980; Fu, 1998,

Peterson and Harrell, 1990).

3.4.4 Parallel Lines Assumption:

It is an essential assumption in ordinal logistic regression that is slope
parameters of the model should not be changed for each categories of the response
variable. Also it means that the relationship between independent variable and
dependent variable does not change for each category. Further we can say when
assumption holds then the parameter estimation doesn’t change for cut off points.
When ‘C’ categorized variable, a;_, cut-off points and p parameters hold parallel
assumption at this point ordinal logistic model differs from multinomial logistic

regression.

When this assumption about the parameters does not hold it means that
there are no pamllellity between categories. Some related tests that are
recommended to check the parallel lines assumption like Likelihood Ratio Test, Wald

Chi-Square test (Long, 1997; Agresti, 2002).

28



3.4.5 Proportional Odd Model (POM)

When it is found that parallel lines assumption holds in ordinal dependent
variable, Proportional Odds Models are commonly used (Brant, 1990; Bender and
Grouven, 1998). The ordinal logistic model is referred to explicitly as: In 1980
McCullagh proposed POM for ordinal regression based of such kind of model is
cumulative distribution function. Proportional odds models can be estimated using

cumulative probabilities (Kleinbaum and Ananth, 1997) given in Equation (3.7).

exp (a;~x1f) ..
PlY< y}-/x]=rj =[m]] =1,23...]—-1.......... (3?)

here unknown parameter’s estimator of threshold is a; and index j = 1,2,3....] -1
fora; £a; <@z .....q_jalso fis the vector of parameters of explanatory
variables and shown as f = (ff; f5 ... B} '. The model ¢an be transformed to linear
form via calculating natural logarithms of the odds ratios. (Kleinbaum and Ananth,

1997) given in Equation (3.8).

(@—xB)j= 123l (3.8)
3.4.6 Estimation of Parameters of Proportional Odd Model:

Suppose that the k ordered categories of the response have probabilities
my (x), 75 (x), w3 (%), ... ..., Wy (x) when the covariates have the value x. Let Y be
the response which takes values in the mnge 1,2,..., k with the probabilities given
above and let the response cell counts be { n;;} with row totals ny , np...... 1, and
column or category totals {n;}. Let R;; be the cumulative row sums, therefore n; =

R;y is the ith row total. Under the assumption of multinomial sampling in each row,
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the marginal distribution of R;; conditional only on the row total n; is multinomial

with index n; and parameter 7;;.

When more than one observation on Y occurs at a fixed X value, it is
sufficient to record the number of observations n “Jand the number of * *j” outcomes,
forj = 1.2.3..k. Thus we let Y™ refers to these counts rather than to individual
binary responses. The {Y™,v = 1,...,n} are independent multinomial random variables
Y® ~ multinomial (n"), n”,....... 2 wheren™ + 1M+ 4nT=1. we

define

R a9

R:(!v) (v) + ng")

RM=1

Since we are dealing with cumulative probabilities, in terms of the parameters
of the cumulative transformation, the likelihood can be written as the product of k — 1

quantities (McCullagh {1980)).

...........

I= 130 g™ ) _ ,® 'R [ 1 R rg(") 7, OB
=B |G C—=)" G ——)

) o 1 @ ) ) o)
Tieo1 P W Te- 7R _p
[ mom A S ]

£°9L=23=1[Rv1 log(tyy} + (Ryz — Ryy ) log (i — 11} — log(typ) +
Rz log(Tez) +(Rps — Ruz ) log(tys — 1) — log(Tys) + -+ +

Ry -1 log (Tv.k—l) + (Rv,k—l — Ry x)log ((Tv,k - rv,k—l) — log (Tv,k)}
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IOgL:E:Ll[va log(tp1) + (Ryz — Ryy ) log(tyz —Tp1) +
Ryz 10g(ty2) +(Rya ~ Ry2) log(tys — Ty2) + -+ Rype—y log(Tpp—1) + (Ryi-1 —

Rya)dlog ((tox — Top—1))vererocmmmironinnnnnne 3.9

= exp (w0 —x'f) —R. e (—xf)
LogL=F5-1 {Ry1 log ({220} + (Ry; = Ry ) log ({220

m(ﬂl—l'ﬂ) )+Rv2 Iog( “P(ﬂz-l‘ﬂ) )+(R”3 —sz)log( el'p(dg—fﬂ) —

I+exp (z1—2'M 1+exp (z3—x' ) 1+exp (a3—x'f)
)
Since log (20X Tl ) - og oo e e
=log elp(-x'ﬂ):exp (a2)—exp (1)
(1+exp{ar—x'f))(1+exp{ar—7 )
The log likelihood function is

LogL=E:=1[R,,1 (@ — x'8) = log(1 + exp(a, — X'B)) + (Ryy = Ryy Y(—x'B +

log (exp(a; ) - exp (a,)) — log(1 + exp(a, — x'f) — log(1 + exp (a, — X'B)) +
(Roa — Rip )(—x'B +log (exp(a; ) - exp (a3)) — log(1 + exp(a; — x'#)) — log(1 + exp(a, — x'B)) +..—(1 -

Ros-1Mog (1 + exp(@_y — X'BN}vevrereiiiirnns (3.10)

From Equation (3.10) we can estimate the parameters by differentiating the

likelihood with respect to unknown parameters.
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3.4.7 Non-Proportional Odds Model (NPOM):

When parallel lines assumption does not hold in ordinal dependent variable
then in this situation we can be used multinomial technique but in multinomial study
we ignore the ordinal structure of the categorical dependent variable and assume it as
a nominal variable so when the assumption does not hold and we use multinomial
analysis it causes information loss. At this point it is suggested a new model that can
relax the assumption about the parallel lines in ordinal formation this model is
proposed by Fu (1998), and it is called Non-Proportional Odds Model. in this model
f coefficients will change for every single category of the response variable it

isshownasm(m = 1,2,3....M — 1) (Fu, 1998).

The difference between POM and NPOM is that NPOM has different
parameters for every single category of tbe dependent variable. It is shown in

Equation (3.11) the cumulative probability equation for NPO (Generalized Ordinal

Logit Model).
_ 1 &xpm—x'8) _ _
PIY S ymal= [1+exp(ym_x,m] m=123..M-1............ (3.11)
where unknown parameter’s estimator of threshold is y,,, and y; < y5........ = ¥m-1
ordered threshold. Vector of regression coefficients are § = (Bypn-.---..... Bmi)r The

model cab be transformed via calculating the natural logarithm of the odds

ratio and it wil] take the linear form as shown below,

m—xBYm=123...M=1 ... (3.12)

In this case of NPOM every single cumulative logit has its own threshold value.
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3.4.8 Partial Proportional Odds Model (PPOM):

It is proposed by Peterson and Harrell (1990) and PPOM can be used when
parallel lines assumption holds or not. PPOM tolerates the same characteristics with
both POM and NPOM. Constrained odds model and unconstrained odds model are
two types of PPOM by Peterson and Harrell (1990) and parameters estimation of the

model can be done by maximum likelihood method.

3.4.9 Constrained Partial Proportional Odds Model (CPPOM):

The Model becomes constrained when the coefficients at the changing
break points are multiplied with a predefined constant scalar. General form of the
model proposed by Peterson and Harrell (1990) is shown in Equation (3.13).

a;—-x'B—gial'y)
l+exp (a;-x'f—g'Al})

P[Y<y; /x)= j= 12 s (3.13)

here a; is unknown parameter’s estimator of threshold and x is the vector of
explanatory variables size (px1) that point where parameters holding the parallel
lines assumption also g is the vector of explanatory variables of size (g% 1) that point
parameters which is not holding the parallel lines assumption and A vector
multiply by I} (constant scalar) . The model is transformed by calculating the
natural logarithm of the odds ratio and it will take the linear form shown in

Equation (3.14).

(@ —x'f—g'A}) j= 12k ... (3.19)

i3



3.4.10 Parameters estimation of constrained Partial proportional odd
model:

Using Equation (3.9)

LogL =E5_i(R,: (@ — x'f — g'AT}) — log(1 + exp(a, — x'B — g'AT))) + (Ryz — Rp1 J(—x'B +
iog (exp(a; ) - exp (e,)) — log(1 + exp(a, — x'f — g'AT}) ~ log(1 + exp (a, —x'B — g'ATp)) +
4+(Rys — Ry J(—x'B + log (exp{az )} - exp (&) — log{l + exp{a3 —x'f - _g’Ar})) —log(1 + exp{a, —x'B)) +..—

(1= Ry og (1 +explag_ 1 —x'B— g AT )} (3.15)

To get the estimators of the covariance matrix of the estimated coefficients in
the usual way by evaluating second order partial derivatives with respect to unknown

parameters of the models.

3.4.11 Unconstrained Partial Proportional Odds Model (UPPOM):

Two types of coeflicient are estimated in such model first set of parameters
that holds paralle] line assumption and other set doesn’t hold. Equation (3.16) shows

the general form of the model.

exp(a@;~xifi-gid;) .
1+exp (a;—x'f-g12)) =12....k

P[Y Syj/x] =

where a is unknown parameter’s estimator of threshold, x is (p x 1) vector of
explanatory variables contains parameters which are holding paralle] line assumption
and g is (g x 1) vector of explanatory variables contains parameters which do not
hold paralle] line assumption.  Also q is smaller than p there is only one subset of
parameters will be non-proportional, therefore model becomes PPOM. In this
equation 4; is related with the coefficients and defines increment changes in logit for

non-proportional variables. If 4; is equal to 0, parallel lines assumption holds and
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model turns out to be POM. The model can be transformed by calculating the
natural logarithm of the odds ratio and it will take the linear form in Equation

(3.17).

@=-XB—g'A) j=12ck e (B17)

3.4.12 Parameters Estimation of Unconstrained Partial Proportional

Odd Model:

_ plysj/x}y | 7y (x)+mp (x)+73 (x).......j ()
P [Y< y)x]= log [l-p(ysj/x)] - [1-::1 (X7 (X)+73 (X) o] (x)]

_ rexp (a—xif-gidp ..
i [1+exp (ﬂ!—xlﬂ—gh‘l}.)] - 1! 21 3 e k

Now using Equation (3.9) we can estimate the parameters as

I°9L=E:-1[Rv1 log(vy) + (Ruz — Ry ) log(tyy —1,1) + Rz log(1i2) +(Rya — Rz ) log(ry; —

Tuz) + -+ Ryp g foﬂ'(fv.k-l) + (Ryx-1 — Rop )log ((Tv,k - Tv,t—1)}

LogL =F5_.{Ry (@1 — x'8 — g'4) — log(1 + exp(a, ~ x'8 — FA)) + Ry =Ry )(—x'B +
1og (exp(a ) - exp (ay)) — log(1 + exp(a; — x'8 ~ g'k;) — log(1 + exp (ay ~ x'f — g'4)) +
+(Ryz — Ry J(—x'B + log (exp(as ) - exp (a3)) — log(1 + exp(a; — x'# — g'&;}) ~ log(1 + exp(a, — '8 - g'2)))

o= (1= Ryy_y og (1 +explay_y — 2’8 — g'4;))} e (3.18)

By evaluating second order partial derivatives to minimize the function we get

the estimators of the covariance matrix of the estimated coefficients.
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3.5 Bayesian Inference for Ordinal Response Data:

The Bayesian approach which takes prior information about the parameters
that are being studied in the particular model when we get prior information about the

relevant parameters we merged it with the information that data provide.

3.5.1 Role of the Prior Distribution:

Prior distribution to the statistical analysis is the important aspect of the
Bayesian approach. Different choices of prior will give different results so choice
should be given careful thought joining a prior distribution with the likelihood
function to attain a posterior distribution is called Bayesian because it is based on

applying Bayes’ theorem.

3.5.2 Simulating the Posterior Distribution:

Some time there is no close form of the posterior distribution therefore by
simulatton method we can approximate the posterior distribution, To obtain posterior
distribution Markov chain Monte Carlo (MCMC) method is used, the process starts
by choosing initial estimates for the parameters and using a "bum-in period" for the

Markov chain until its probability distribution is close to the stationary distribution,
3.5.3 Prior Construction for Model:

In our model parameter 6% does not have any simple family of conjugate prior
distributions the value of this parameter we take through hierarachical prior, by using
a hierarchical approach in which those hyper parameters have their own prior
distribution. Which is used in the common way for the Bayesian the analysis may
then be more robust, with the subjectivity reduced because posterior results are

averaged over a family of prior distributions the parameter 2 in model does not have
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any simple family of conjugate prior distributions because its marginal likeliheod
depends in a complex way on the data from all J groups (Hill, 1965, Tiao and Tan,

1965). However, the inverse-gamma family is conditionally conjugate.

When it is unclear how to select a prior distribution in a Bayesian analysis, it
is sensible to specify the prior with a hierarchical structure, because the tail behavior
of the prior has a large impact on robustness and parameter shrinkage (Polson and
Scott 2010). The value of hierarchical prior parameters is estimated by elicitation of
inverse-gamma distribution. as the value for our estimated model paramecters with
normal prior and further hyperparameters ¢2 has own prior for hyperparamters we
can either choose from the past study or calculate them by elicitation of that

paramciers,

3.5.4 Bayesian Ordinal Logistic Regression:

The ordinal logistic regression model can be written in terms of a latent

response variable lij as follows
L=BXi+bXote .. (3.19)

here L is called “liahilities”, € ~ L(0,1) where L(.} denotes the logistic distribution,
and the vector X, are explanatory variables associated with the fixed effects £ and X,

vector of explanatory variables associated with random effect h,

Since L is unohservable and can be measured indirectly by an observable ordinal

variable Y , then L can be defined as given in Equation (3.3).

It is assumed here that the error term of the latent variable { is distributed as L (0,1)

the cumulative response probability for the ¢ category of the ordinal outcome y; ; is
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Plyy=sc/Bb)=m(c) =P(ly<c/B.b)y=P(BX;+ bX; +£; v}

P(ey <y, —BX,-bXz),for c = 1,23 .....,c— 1,

_ _exp ((r—fX, -~ bxa)
my () 14exp ((rc—BXy—bxg) Ui (3.20}

Similarly Equation 3.19 can be written as a cumulative logit model

T (x)
log [1_—:‘(;-:3%] =Y. —BX,— bx,, forc = 1,23 ......¢c— 1,
©

Py =c/Bb)=m;(c)
wij () =p(Vijte-1) < i< Yije))

Since we have latent variables [;; distributed as L{BX; + bX2, 1) we observe
that P (y;; = c) ifand only if P(¥j(c-1)< §ij< Yijcoy) then the joint posterior density

of the parameter vector and latent variable becomes
p(B,Y.b, 0}, of, 1/¥) <P(y/Ly)(U/B,b) p(¥) X P(b/5?,} P(B/c%s) P(0R). P(0})

Let’s assume that a normal prior distribution for fixed parameters
B ~N(0,Ey0%,) and also normal prior for random parameters b~ N(0,0%,) or
b~N(0,Go?,) further inverse-gamma (ap, 8,) prior for "o2," and inverse-gamma
(g, Bg) prior for “a?3". The prior for the C— lunknown thresholds has been given as

order statistics from U(y, ;... ¥, ) distribution.
= — 1 —.—1__ C-1
POO~C - ——)" (ET)

min~T

where T= {(v,, Y, - Tmaxy/ Ymin <Y< vees < Ymax)
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Liabilities and Pélya-Gamma Values:

The fully conditional posterior distribution of liability ;; is
P(I{/data)=P (I /B,b) P(y/LYy)

« [, H{=1 fllip o1y = ©) ¥ige-1 < by < Yiyey)

(exp (L4 BX, +bX;)
« [[i- H,L e vy = O (yie—1) < Ly <Vijo)

1[1+exp (—ij;+BX, +bX2))2

i i L
—uri (=l + BX; + bXy)?
oc 272 f exp [— ] x
i=1 1:[[ 0 2

P(wryj;b=2,d=0)dwry; o1 (v = ©) 1Vijee-< Lij <Vij))

Pélya-Gamma method (Scott and Pillow, 2013) was applied to obtain last inequality,

which is useful when working with logistic likelihoods, and has the form

—wp2
( 1(:3; = 2-bakp fom e'_zP-P(w;b,O)dw

where k = “2;" and P («tr; b, 0) d «~ denote the density of the random variable

w ~ PG (b, d=0) where PG (b, d) denotes the Polygamma distribution

With parameter, d and density

= bt zb__l ¢ qyn l(n+b)an+b) _~(2n+b)? d?
P(w'b'd) - {COSh (:)} Cp Eo( 1) ['(n+1)rzw3cxp‘ aw 2

where cosh denotes the hyperbolic cosine.

Then the joint distribution of I;; and wr; is equal to
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; _ 3i(=lij +BXy +bX3)?
P{ly; , wy/data) Hi=1H}=12 2[:311’ [~ i’Z —=1

Plawyi2,0) Doy IWig=cy 10yee-1) < Ly < Yigi)e-eeevrerervrineone. (3.21)

As if X~N(u,0%) has a nommal distribution and lies within the interval X €
(a,b),—0o<a<b<+w ThenXa <X <b conditional has a truncated normal
distribution. And probability density function f,fora < X < b is

o5
(oEh-0E5E)

fl,o%ab) =

So Fully conditional posterior distribution from Equation (3.21) of liability I; is a

truncated normal distribution and its density is

B(RX +bX;, 1 )
P(l;;/data) = M (3.22)
J @(vc—BX} -bX} }-0(ve—1 —BX] -bX5b)

where @(.) is the normal density including parameters as is indicated in the

argument and @ is the CDF of a normal density with mean BX; +bX,, and

variance 1 / J‘lT and the fully conditional posterior distribution of 4r;; is
ij

=wij{=1;j+BX;, +bX;)?
2

P(wy/data) < 27%exp [ 1P(134;2,0)

~wij(~1jj+BX +bX;)?
2

« exp | JP(4vr5;2,0)

and from Polson et al., (2013) Equation (5) we get that
P(wy;/data) ~ PG(2, —l; + BX; +bXz)

First note that the fully conditional posterior of 1B, w is
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P, wr,B/data) = P (1 / B, b) P(y/LY)P(w)P(B/0%)
 exp (=5 (—1+BXy + bXy)'Du(—1 + BX; + bXz) P(w)P(B/07)
Where P(w) = [1i, [T}z, P(r; 2,0)

Regression Coefficient():

Now fully conditional posterior distribution of B is

P(/data) & exp (— (—1+BX; +bX;)'D, (~1 + BXy + bX;) — 3B -

Bo)'(Z™*05%) (B — Bo)

1 opamy - . -
o« exp (- ;[Btzo 052 B +B*XiD X1B — £505°Bo — o a57Bo + XiDW Xz +

XiD. X, — XiD, i - X$D,, HYHB])
o« exp (— %[B“(EE 1052 +X{D, X1)B — 2(Z5 05280 — XiDe Xz + XiD,, ))B])
« exp (—3{B— Po) HEs* (B - fo)
where £5= (£520p% + X}Do,X,) ™, Bo= (T 05 *Bo — XD, Xz + XiD,, )

Here D, =diag (Dyq-veevvnenne D.p), Dgr=diag(wy......... Win)

It is point to be noted that if we use a prior for # o Constant (improper uniform

distribution) then in £, and fy we need to make 0 the term Z5 20

So fully conditional posterior distribution of £ is

P(g/data) =Np(Bo, T51)  cooveeereienas (3.23)
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Regression Coefficient(b):

Now conditional posterior for b is
P(b/data)« exp(—3(=l+BXy + bX,)*Dy(~L + BX; + bX,) P(b/})
o exp {b'(op 26~ +XiD, X2)b — 2(XiD,1 — XD, X; BX,)'b]}
o exp{—2{ (b — B) F 1 (b — b))
where b=F(X}D,, 1 — XD, X, BX,) and F=(op "2G™ + XD, X;)*
So fully conditional posterior distribution of b is

P(b/data) =Np(B,F) ..covvenn.n. (3.24)

Now conditional posterior distribution for of:

where prior for oﬁ ~ inverse-gamma (ag, Bg)

P(a}/data) x (I(B) P(o})

X -0 T X~ -ag-1
P(Ug/data) o ; :-)_ exp (_( 1—) E:E (X, Ul)) X oﬁ( ag )ex.p (E%)
O'B 2

(- T 7 (X - Uy ) +28p)
Zcrﬁ

k
P(c}/data) & (57" *#* exp (

P(o3/data) ~ inverse-gamma G

(X —U1)T20_1(X1"U1)+2EE
2

where o* =§+ ag and f°=
Now Conditional distribution for o%:

where prior of o~ inverse-gamma (ay, §,)
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P(o}/data) « (I(b) P(cf)

Xz-U2)T6 (X, U (—ap-1)
P(of/data) —;1 exp (—( z—Ua) Zcﬁ( 2 z)) xaf P Vexp (‘i—':z:)

{of)z

(Xo—U)}TG (X3 —U3) +28p)
202

k
P(a}/data) x ()*"* exp

P(o?/data) ~ inverse-gamma (', B’) ....cveerreeenn (3.25)

TG —
where o =E+ ap and B: =(Xz U2}'G :Xz U)+28p)

Conditional posterior distribution for threshold (y):
"P(y/data)=P (y/L,y) P (y)

o [l H}ﬂ Y =g e < Iy < Vi) € T) (a.1)

If Equation (a.1) is function of ¢ so it is clear that value of ¢ must be larger than all the
Lij/yy = ¢ and smaller than all the l;;/y;; =c+ 1 . Hence, as a function of ¥,

Equation (a.1) leads to the uniform density

1

P(y/data) = min(ly/y=c+1)-max (Iy/yy=c)

(reT) (a2)

Equation (a.2) corresponds to a uniform distribution on the interval min(lu/ Yi =

¢ + 1) and max ({;;/y;; = ¢ (Albert and Chib 1993; Sorensen et af,. 1995).
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3.6 Conclusion:

Data and methodology are discussed in this chapter. Some micro econometric
indicator variables are calculated to study the food security in Pakistan. A suitable
food security index is used o measure food security level that is called average per
capita daily kilo calories. After construction of required variables, ordinal logistic
technique is employed in classical frame work with various categonies of ordinal
logistic also Bayesian ordinal logistic is used in Bayesian frame work. To check the
better performance of the classical frame work and Bayesian frame work results are to

be discussed in next chapter.
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Chapter 4

RESULTS AND DISCUSSIONS

4.1 Introduction:

This chapter presents results of the study related to food security, to measure
food security in Pakistan we took different socio —economic and demographic
vanables, which play an important role in food security and these variables, arc
selected from the data set of PSLM 2013-14. Accordingly, the analysis is carried out
in three sections. In first section the classical ordered logistics results are interpreted
properly and the second section Bayesian ordinal logistic regression with informative
and non-informative priors is discussed and last 3" section contains comparison of

classical ordinal logistic parameters and Bayesian parameters estimation.
4.2 Selection of Models in Classical Frame Work:

Our dependent variable is ordinal we use cumulative logit models to measure
ordinal dependent variable. Cumulative logit models are further divided in 3 groups
under the parallel line assumptions which are proportional odds model, non-
proportional odds model and partial proportional odds model as cumulative logit
models do work under the assumption of cumulative logit parallellity but parallel lines
assumption sometimes does not hold; in this case proportional odds model gives
inaccurate results. Therefore we use models that reflect on ordinal structure and relax
the assumption are recommendcd. NPOM and PPOM are rccently used for this
purpose so first we will run proportional odds mode! if parallel line assumption meet
then we will interpret its coefficients in odd ratio if parallel line doesn’t meet then

interpretation in odd ratio of proportional odds model will give inaccurate results then
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we have to move for non-proportional odds models or partial proportional odds

models. Models selection and parallel line assumptions are tested as fallow,

4.2.1 Results of Proportional Odds Model:

Table 4.1. Coefficients, standard errors and p values ol the Proportional Odds Model

Y% Coef. Std. Err. Z P > |z| | [95% Conf.Interval]
1 X 6450 | .0641 10.06 |0.000 | .5194 7707 |
X, 2.4762 0833 29.69 | 0.000 23127 2.6396
X, -3924 0113 -34.64 10.000 -4146 -.3702
X4 8155 0367 22.17 |0.000 74346 8876
X 1855 0510 15,38 | 0.000 68545 8856
Xg 0221 0035 10.66 |0.029 01363 0279
X, -0131 0012 10.29 1 0.000 -.0156 -0107
X -.6586 0692 951 |0.000 -.7943 -.5228
Xq 0231 0126 220 10.028 00302 0524
Xig 8816 0450 19.62 | 0.000 79655 9733
X - 4436 1084 -4.09 | 0.000 -.6559 -.2308
X1z 1416 0048 2995 | 0.000 13476 1536
d, 2735 0620 3.85 | 0.000 11736 3605
ds -2868 0422 -5.09 | 0.000 -.2976 - 1321
dy .0981 0422 071 | 0.480 -.0567 1207
cutl 10.0731 3805 G.3212 10.8183
cut2 11.7254 3833 109740 124768
cut3 12.9567 3857 12.2006  13.7128
LR chi(15) | 6764.05 0.000
Log -19125.7
likelihood
Pseudo R? 0.1503

45



4.2.2 Brant test for parallel line assumption:

Table 4.2 Brant test of parallel regression assumption

Chi2 p > chi2 d.f
All 14339 0.000 30
X, Y.00 0.007 2
X, 12.10 0.002 2
X; 72.25 0.000 2
X, 452 0.104 2
Xs 3.66 0.160 2
X, 137 0.503 2
X, 1431 0.001 2
Xq 2.24 0.326 2
X, 3.37 0.185 2
X1 2.54 0.281 2
Xy 0.98 0.612 2
X1 2.22 0.000 2
d, 10.84 0.004 2
d; 235 0.309 2
d, 0.76 0.685 2

As it is given above in Table (4.2) that significant test statistic provides
evidence that the parallel regression assumption has been violated. Brant test suggests
that X, X5, X3, X7, X1; and d; violate the parallel lines assumption. Other variables
do not appear to violate the assumption. So when parallel lines assumption violates
then interpretation of logistic is not valid in term of odd ratios we have to move for

another appropriate model.
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4.2.3 Results of the Constrained Partial Proportional Odds Model:

Table 4.3 Coefficients, standard errors and p values of the Constrained Partial

Proportional Odds Model.
y Coef. Std.Err. Z P > |z| | [95% Conf.Interval]
1 X .6450 | 0641 10.06 | 0.000 5194 7707
X, 24762 | .0833 29.69 [ 0.000 23127 2.6396
Xa -3924 | .0113 3464 (0000 [-4146  -3702
Xy 8155 | .0367 22.17 | 0.000 |.74346 8876
X 7855 | .0510 15.38 | 0.000 |.68545 8856
Xs 0221 |.0335 10,66 ]0.029 |.04363 0879
X -0131 |.0012 10.29 | 0.000 |-0156 -.0107
Xg -.6586 | .0692 -9.51 |0.000 |-7943 -.5228
Xq 0231 | .0126 220 | 0.028 |.00302 0524
Xi0 .8816 | .0450 19.62 | 0.000 |.79655 9733
X4 -.4436 |.1084 -4.09 {0.000 |-.6559 -.2308
X 1416 | .0048 29.95 | 0.000 |.13476 1536
d, 2735 | .0620 385 |0.000 |.11736 3605
d, -.2868 | .0422 -5.09 0000 |-2976 -.1321
dy 0981 | .0422 0.71 |0.480 |-.0567 1207
cons -10.0731 | .3805 -26.74 | 0.000 |-10.8189 -9.3272
z X, 6450 | .0641 10.06 | 0.000 5194 7707
X, 2.4762 | .0833 29.69 | 0.000 |2.3127 2.6396
X; -3924 |.0113 -34.64 | 0.000 -4146 -.3702
X4 8155 |.0367 2217 |0.000 |.74346 .8876
X 7855 | .0510 15.38 [0.000 | .68545 .8856
X 0221 | .0335 10.66 | 0.029 [.04363 0879
X4 -N131 | 0012 10,29 | 6.000 -.0156 -0107
Xg - 0386 | .0692 -9.51 [ 0.000 |-7943 -5228
X 0231 | .0126 2.20 | 0.028 |.00302 0524
X 8816 | .0450 19.62 | 0.000 |.79655 9733
X1 -4436 | .1084 -4.09 |0.000 |-.6559 -.2308
X2 1416 | .0048 29.95 [ 0.000 |.13476 1536
d, 2735 | .0620 3.85 [0.000 |.11736 .3605
d, -2868 | 0177 -5.09 | 0.000 -2976 -.1321
dy 0981 | 042l 0.71 | 0.480 -0567 1207
cons -11.7254 | .3833 -30.74 | 0.000 |-12.4768 -10.9740
3 X .u=50 | .0641 10.06 | 0.000 5194 7707
X, 2.4762 | .0833 29.69 |0.000 |23127 2.6396
X3 -.3924 | 0113 -34.64 {0.000 -.4146 -.3702
X, 8155 | .0367 22.17 | 0.000 |.74346 .8876
X 7855 |.0510 15.38 | 0.000 68545 8856
X 0221 | .0335 10,66 | 0.029 | .04363 0879
X, -0131 | .0012 10.29 | 0.000 -0156 - 0107
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Xg -.6586 | .0692 -9.51 10.000 -.7943 -.5228
Xq 0231 | .0126 2.20 | 0.028 00302 0524
X1 8816 | .0450 19.62 | 0.000 79655 9733
X4 -4436 | .1084 -4.09 | 0.000 -.6559 -.2308
Xy 1416 | 0048 29.95 | 0.000 13476 1336
d, 2735 | 0620 3.85 | 0.000 11736 3605
da -2868 |.0422 -5.09 | 0.000 -.2976 -.1321
dy 0981 |.0422 0.71 | 0.480 -.0567 1207
cons -12.9567 | .3857 -33.59 | 0.000 -13.7128  -12.2006
LR chi(45) 6764.05 0.000
Log -19125.7
likelihood
Pseudo R? 0.1503

In above Table (4.3) there is striking the parallel lines assumption, the same

parameter estimates show multiple times, as the effects are constrained to be equal for

each cut-point . on the basis of above results we can say that, even tbough the

proportional odd model and constrained partial proportional model give similar results

when we constraint the parameters to meet parallel line assumption in each category

of the dependent variable now, we’ll estimate a model in which no variables have to

meet the parallel lines assumption.
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4.2.4 Results of the Unconstrained Partial Proportional Odds Model:

Table 4.4 Coefficients, standard errors and p values of the unconstrained

Partial Proportional Odds Model.

y Coef. Std.Err. Z P > |z| | [95% Conf.Interval]
1 X, 5744 | .0898 6.39 |0.000 3983 7504
X, 22835 |.1078 2017 | 0000 |2.0721 2.494
X, -3502 |.0142 -24.54 1 0.000 | -3782 -3222
X, 7949 | .0465 17.17 | 0.000 7037 8861
X 8914 | .0749 11.38 | 0.000 7445 1.038
X 0664 | 0235 11.66 | 0.015 0184 1114
X, 0171 | .0072 10.09 | 0.000 0207 0133
X -6373 | 0652 651 0.000 | -.8250 -.4492
Xo 0236 [ .0136 149 [0.138 | -.007S 0547
X10 8838 | .0460 13.08 | 0.000 7513 1.016
Xy -3554 | .1094 209 |0.020 | -.6565 -.0543
Xz 2283 [.0038 29.95 [0.000 2148 24181
d, 2887 |.0670 3325 [ 0.000 1292 4481
ds -2969 |.0472 533 10.000 | -.4062 ~.1872
ds 0484 | 0412 088 | 0415 | -.1649 0680
cons | -9.9131 |.5145 -19.74 [0.000 [-10.9389  -8.8954
2 X, 827, [.0793 10.26 | 0.000 6776 9897
X; 2519 | .1021 2469 [0.000 |2.3081 2.7121
X5 -4370  1.0142 2964 | 0.000 | -4646 -.4002
Xq 7773 | .0467 17.17 [0.000 |.68346 8676
X: 7404 [ .0610 12.38 {0.000 6154 8656
X 0066 | .0405 10.66 | 0.05 07363 0879
X, -0113 [ .0012 729 10003 | -0146 -.0072 |
Xs -5707 | .0822 -6.51 | 0.000 -.7343 - 4228
Xo 0476 | 0156 290 [0.028 [-.07902 0.578
X0 8969 | 0545 16.62 | 0.000 7565 1.0133 |
X -4283 | .1264 -4.09 [ 0.000 -.6559 -0508 |
X, 0976 | .0063 2995 10.000 | 21476 2436
dy 0774 | .0761 385 0300 | .12736 4405
ds - 1742 | 051t -5.09 [ 0.001 -4076 -.1821
d, 0596 [ .0541 0.71 0277 -.1567 " 1207 ]
cons -12.153 | .4719 2574 0000 !-10.9189  -8.3272
3 X, 8950 | .0891 10.06 | 0.000 7207 1 .v/07
X, 2.3662 | .1208 29.69  ]0.000 | 23527 2.9096
X; -4724 | .0113 34,64 [ 0.000 | -5146 - 4702
X, 8755 |.0547 22.17 | 0.000 [.76346 9876
X 6855 | .0610 1538 | 0.000 |.55545 8256
X 0062 |.0435 1066 [0.029 [.14363 1879
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X, -00831 |.0012 10.29 0.000 -0156 -0107
Xq -.6980 | .0992 -9.51 0.000 -.8643 -.5228
X 0651 | .0260 2.20 0.013 02302 1524
Xig 8816 | .0509 19.62 0.000 79655 9733
X1 -5636 |.1384 -4.09 0.000 -.6359 -2308
Xi5 06616 | .0078 29.95 0.000 0516 13536
d, 2835 | .0620 3.85 0.000 11736 3605
da - 1368 | .0632 -5.09 0.035 -.2976 - 1321
d, 1081 0622 0.71 0.123 -.0267 2207
cons -13.0731 | .5452 -26.74 | 0.000 -14.8189 -12.372
LR chi(45) 7320.07 0.0000
Log -18347.7
likelihood
Pseudo R? | 0.1626

From above Table (4.4) we observed that the estimates for X,,, X53,X7,Xy,, and
d, they differ considerably across cut-points, whbile differences in the effects of other
variables are rather small it is also noted that Brant test already given information
about these variables which are problematic most for the parallel line assumption.
Two model are fitted above in two figures in one we constrain the parameters to meet
parallel line assumption and in second model in which no constraint for any
parameters to meet parallel line assumptions results are given above and we can say
on basis of these results that Brant test suggested for those variables they are creating
problem for parallel line assumption because parameters values are varying through
cut-points. Hence, we can now use the auto fit option to see whether a partial
proportional odds model can fit the data. In a partial proportional odds model, some

variables meet the proportional odds assumption while others do not.

51




4.2.5 Results of the Partial Proportional Odds Model:

Table 4.5 Coefficients, standard errors and p values of the PPOM.

¥ Coef. Std.Err. | Z P [95% Conf.Interval]
> lz|

Xy 5600 .0854 6.56 | 0.000 [ .3927 7274
X, 2.4643 0838 29.39 | 0.000 | 2.3000 2.6284
X; -3617 0123 2921 10.000 | -3860 -3374
X4 8042 0370 2169  |0.000 | .7315 8768

Xs 7719 0511 1508 [0000 | 6716 8723
Xe 0279 0037 1083  [0.047 | 0281 0340
X, 0179 0016 1091  [0.000 | .0217 0141
Xq -.6307 0689 915 0000 | -7659 -.4956
X, 0397 0128 310 | 0.002 | .0146 0648
X1 8662 0453 19.09  |0.000 | .7773 9554

Xq, -4501 1080 -4.16 | 0.000 | -.6620 -2383
X, 2274 0068 3323 [0.000 | 2140 2408
dy 3210 0763 421  [0.000 | .1714 4706
dy -2118 0424 499 0035 | -2952 -.1287
ds 0259 0455 057 0563 | 0633 1151

cons -10.5332 4411 2388 10000 |[-11.4021  -9.6717
X, 8659 0768 lier 0.000 | 7153 1.0642
X, 2.4643 0838 2939 [ 0.000 | 2.3000 2.6284
X; -4328 0127 3399 [0.000 | -4560 - 4074
Xs 8042 0370 21.69 0000 | .7315 8768
Xs 7719 0511 1508  |0.000 | .6716 8723
Xg 0279 L0037 10.83  [0.047 | .0281 0340
X, 0111 .0015 7.35 0.000 | -0147 -.0081

Xo | -6307 0689 915 ]0.000 | -.7659 -4956
X, 0397 0128 3.10  [0002 | 0146 0648 |
X1 8662 0433 19.09 [0.000 | .7773 9554

Xi1 -4501 1080 4.6 [0.000 | -.6620 -2383
Xq2 0984 L0060 1623 [0.000 | .086] 1104 |
dy 3580 0725 080 |0000 | .3514 4006

ds -2118 0424 499 {0035 | -2952 -.1287
d, 0259 0455 0.57  [0563 | .0633 1151

cons -12.0009 41443 [-2896 [0.000 |-12.8132 -11.1886 |
X 8767 L0854 1029 [ 0.000 | .7098 1.0437

X, 2.4643 0838 29.39 [ 0.000 | 2.3000 2.6284
X; -4588 0123 -32.84 [ 0.000 | -4862 -4314
X, 8042 0370 21.69  [0.000 | 7315 8768
X; 7719 0511 1508 [0.000 | .6716 8723
Xq 0279 0337 4.83 0.047 | 0281 0340
X, -.0076 0016 1091 10000 | -0117 -.0021

Xz -.6307 0689 915  [0.000 | -.7659 -.4956
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X5 0397 0128 310 0.002 0146 0648
X0 .8662 0453 19.09 0.000 773 9554
X1 -4501 .1080 -4.16 0.000 -.6620 -2383
X2 .0670 0068 8.99 0.000 0522 .0818
d, 3887 0763 2.88 0.000 2358 .5411
ds -2118 .0424 -4.99 0.035 -.2952 -.1287
d, .0259 .0455 0.57 0.563 .0633 1151
cOns -12.79724 432658 | -29.58 0.000 |-13.6452 -11.9492
LR chi{45) 7290.78 0.000
Log liketihood | -18847.7
Psendo R? 0.1620
Chi2(20) 29.16 0.0846
Table 4.6 Odds Ratio for PPOM.
Y<1VSY>1|Y<2VS.Y>2 ]| Y<3VS5Y>3
oR ORr OR
Xy 1.7506 2.3772 2.4030
X5 11.7552 11.7552 11.7552
X 6964 6486 6319
X4 2.2349 2.2349 2.2349
X 2.1640 2.1640 2.1640
X 1.0283 1.0283 1.0283
X5 1.0181 9818 9814
Xg 5321 5321 5321
X 1.0405 1.0405 1.0405
X190 2.3780 2.3780 2.3780
X4 .6375 6375 6375
Xz 1.2554 1.1035 1.0694
d; 1.3786 1.4032 1.4786
ds .8089 8089 .8089
d, 1.0262 1.0262 1.0262
cons .00002 6.13869E-06 2.77E-06
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These results in Table (4.5) show that 10 of the 15 variables that meet the parallel lines

assumption which are X,, X,,Xc,Xq, Xg, Xq,X 10,411, d3,dy, while X;, X:,4,,X,, and d;

do not meet the parallel assumption also in this table An insignificant test statistic indicates

that the final model does not violate the proportional odds/ parallel lines assumption.

4.3 Selection of Model in Bayesian Frame Work.

As we have to compare Bayesian model with classical model we have seen in

classical fame work that partial proportional give better results according to our study of

ordinal variable so in Bayesian we have to run partial proportional odd model with

informative prior and also with non informative prior to check its performance. The results

of both modecls are given below as,

4.3.1 Bayesian Estimation with Non-Informative Prior:

Table 4.7 Coefficients, standard crrors, MCSE, Median and 95% cred.interval values of

the non informative normal prior.

1 y Mean Std.Dev.| MCSE | Median [95% Cred. Interval
X, 6538|0438 [.0055 6532 5607 7435
X, 24874 [.0231  [.0042 2488 2,4492 2.545
X; -3933  |.0098 [ .0005 -.3935 -4126 -.3743
X, 8001 0314 [.0012 7943 7375 86237
X; 8137  [.0403 |.0013 8121 7348 8895
Xe 0162 [.0303 | .0061 0167 -.0445 0732
X; 0132 0012 |.0019 0132 0107 01566
X -6654  [.0594 | .0004 -.6653 -.7835 5537
X, 0284 |.0114 | .0001 0265 0062 0509 |
Xu0 9001 0424 [.0005 8967 | 8192 19950
X, 5107 [ 0731 | .0034 -.5132 -6520 -.3656
X5 1539 0047 | .0083 1443 1453 1728 |
d, 2570 [.0488 [ .0013 2523 1672 3604
dy -1912 [.0327  [.0028 -1928 -.2537 1287 |
d, 0648 | .0289  |.0004 0634 0169 1253
cons | -10.0140 [.0456 [.0064 |-10.0931 [-10.021 -9.1231 |
2 X, 7047 1.0412 |.0059 7032 5812 7231
X, 24874 | .0231 | .0042 2.488 2.4492 2.545
X, -4430 | .0083 | .0010 -.4435 -.4527 -.3743
X, .8001 0314 |.0012 7943 7375 86237
X; 8137  [.0403 | .0013 8121 I 7348 8895
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X, 0162 .0303 0061 0167 -.0445 0732
X, -.0232 .0023 .0020 -.0132 | -.0107 -.01566
Xg -.6654 0594 .0004 -.6653 -.7835 -.5537
Xo 0284 0114 0001 0265 0062 0509
X1 9001 0424 0005 8967 8192 9950
X1 -5107 0731 .0034 -5132 -.6520 -.3656
X1z 1036 0039 0088 1143 1011 1629
d, 2664 0327 0021 2523 [ 2072 3904
d; -1912 .0327 0028 -1928 | -.2537 -.1287
ds .0648 0289 .0004 0634 0169 1253
cons -11.0140 | .0456 .0064 -11.0931 | -12.021 -9.1231
Xy 7536 0438 L0060 7532 6606 8435
X, 2.4874 0231 0042 2.488 2.4492 2.545
Xz -4832 0098 0015 -4835 -.5026 -.4643
X4 8001 0314 0012 7943 7375 86237
Xs 8137 0403 0013 812t 7348 8895
Xe 0162 0303 0061 0167 -.0445 0732
X; -0122 0012 0021 .0132 | -.0107 - 01566
Xg -.6654 0594 0004 -.6653 -.7835 -.5537
Xy .24 0114 .0001 L0265 0062 0509
X0 swul 0424 .0005 8967 8192 9950
X1y -.5107 0731 0034 -5132 -.6520 -.3656
X1z 0936 .0047 .0090 1443 0834 1320
d, 2772 .0488 0015 2723 1972 3004
d; -.1912 0327 0028 -.1928 -.2537 -.1287
dy 0648 0289 .0004 0634 0169 1253
cons -13.0121 | .0456 0064 -13.0931  -14.021 -11.1231
Log -19346.387
marginal
| likelihood

Above in Table (4.7) model was estimated with non informative prior as our model

contained two types of parameters first which full fill parallel line assumptions and second
which do not full fill parallel linc assumptions. Parameters of first kind have own prior and
parameters of second kind have own prior. in non informative prior we recornmend the
high variance of the parameters and find the best results on given variance, so we have used
normal non informative prior for model all parameters of 2 kinds fallow normal prior with

mean O and variance 10% and results are given in above Table and also multiple diagnostic
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tests contain trace plot, histogram, autocorrelation and density for all parameters that are

estimated in Table are given in appendix:B .

4.3.2 Bayesian Estimation with hierarchical Prior:

Table 4.8 Coefficients, standard errors, MCSE, Median and 95% cred.interval values of

the hierarchical prior.

¥ Mean Std. Dev. MCSE | Median | [95% Cred.interval
1 X, 6256 0157 0013 6249 5958 6568 |
X, 2.4833 0140 0011 | 24830 | 2455 2.5103
X, -.3928 0078 0006 | -3921 |-.4082 -3774
X, 8135 0279 0018 8130 7577 8670 !
X 7645 0169 0020 7641 7330 7984
X, 0270 0045 0011 0265 0219 0446
Xy 0130 0011 0006 0131 0108 0471 |
Xq -.6307 0318 0024 | -6301 |-6928 -.5674
Xy 0290 10092 0009 0285 0115 0471
Xi0 9020 0247 0016 9013 8527 9506
Xi4 -4323 0205 0018 | -4319 | -4721 -.3929
X, 1438 .0042 10003 1435 1360 1526
d, 2384 .0200 0019 2374 1978 2764
dy -.1998 0189 0013 | -1935 -2363 -1615
dy 0562 0264 0017 0572 0055 1094
rons -10.5432 0150 0010 | -10.5429 | -11.4021 -9.6717
2 Ay 6456 0117 0014 6447 6253 6662
X, 2.4833 0140 0011 | 24830 | 2455 2.5103
Xs -.4028 0071 0017 | -4023 [-4182 -3874
X, 8135 0279 0018 8130 L7577 8670
X 7645 0169 0020 7641 7330 7984
X 0270 0045 0011 0265 | 0219 0446
X, -.0128 0010 0005 | -0127  -0138 -.0111
Xg -.6307 0318 0024 | -6301  -6928 -.5674
Xy 10290 0092 0009 0285 0115 0471
X0 9020 0247 0016 9013 8527 9506
' -4323 0205 0018 | -4319 | -4721 -3929 |
Xz 11228 0041 0005 1220 1112 1326
d, 2681 0199 0021 2574 1978 2764
ds -.1998 0189 0013 | -1935 | -2363 -1615
d, 0562 0264 0017 0572 0055 1094
cons -12.5432 0150 0010 | -12.5422 | -13.4021 -12.0012
3 X, 6859 | wiST 0017 | 6849 014 7167
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X, 2.4833 0140 0011 | 24830 T 2455 2.5103
X5 -.4528 0078 0011 -4520 1 -.4682 -4374
X, 8135 0279 0018 8130 7577 8670
X 7645 0169 0020 7641 7330 7984
X 0270 0045 0011 0265 0219 0446
Xy -.0135 0011 0013 | -0129 -0192 - 0130
Xg -.6307 0318 0024 | -.6301 -.6928 -.5674
Xo 0290 0092 0009 0285 0115 0471
X1g 9020 0247 0016 9013 8527 9506
X3 -4323 .0205 0018 | -4319 -4721 -.3929
Xy, 1012 0042 0012 1009 1001 1126
d, 2981 0200 0011 2974 2578 2963
dy -.1998 0189 0013 | -1935 -.2363 -.1615
dy 0562 0264 0017 0572 0055 11094
cons -13.5432 0150 0010 | -13.5429 | -14.4021 -13.002
Table 4.9 Odds Ratio for Bayesian PPOM.
Y=1V¥SYy>1 | ¥<2vS8Y¥>2 | Y<3VSV>3
OR OR OR
X, 1.8693 1.9071 1.9855
X, 11.9807 11.9807 11.9807
X5 0.6753 0.6668 0.6358
X, 2.2557 2.2557 2.2557
Xe 2.1479 2.1479 2.1479
Xe 1.0273 1.0273 1.0273
X, 1.0137 0.9872 0.9865
Xg 0.5322 0.5322 0.5322
Xq 1.0294 1.0294 1.0294
X1 2.4645 2.4645 2.4645
Xy 0.6490 0.6490 0.6490
X1z 1.1546 1.1306 1.1012
d, 1.2692 1.3012 1.3492
ds 0.8188 0.8188 0.8188
ds 1.05780 1.05780 1.05780
cons 2.63722E-05 | 3.56722E-05 | 1.31722E-05
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Table 4.10 Elicitation results for the parameters of inverse-gamma distribution.

Hyper B

Parameters
of 1.5 2.5
of 1.90 2.00
o? 1.35 1.95
af 0.74 0.95
o 2.12 2.45
o 1.64 1.95
a? 1.85 2.05
oé 1.35 1.90
oé 0.90 0.98
o 1.75 1.98
o? 1.74 1.94
o 1.46 1.98
o, 0.46 0.92
ol 0.35 0.89
A 0.84 0.96
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Our estimated model in Table (4.B) is Bayesian PPOM model with
hierarchical prior where dependent variable has 4 categories and belongs from
generalized linear family and expantory variables have 2 types of parameters, first
kind of parameters which fullfil parallel line assumption and second which do not full
fill that assumtion as we have seen in Table (4.3). Parameters of explantory vaiables
which full fill parallel assumtion have normal prior with mean ug and variance

ag also parameters which do not full fill parallel line assumptions have prior with

mean y;, and variance o7

The value of hierarchical prior parameters is estimated by elicitation of

inverse-gamma distribution. The elicitation is done for the selection of suitable value
of the hyperparameters for estimated model parameters J§ and ¢ . Qur estimated
model parameters with normal prior and further hyperparameters both crf and of

has own prior and their values are calculated by the elicitition given in Table (4.10).
Also multiple diagnostic tests contain trace plot, histogram, autocorrelation and
density for all parameters which fallow parallel line assumption and which do not that
are estimated in Table (4.8} with hierarchical prior are given in figures 4.1 to 4.15

below. Hyper parameters crﬁ2 and o have own priors that is inverse gamma so both

aﬁz and of  will be treated as variable in the model and their estimates are given in

appendix Table {4.8.1) and multiple diagnostic tests for hyper parameters are given in

Appendix A.
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4.4 Comparison;:

We have estimated 3 models first model is classical PPOM second model is
Bayesian PPOM with non-informative prior and model three is Bayesian PPOM with
informative prior in Table (4.5), (4.7) and (4.8) successively. Results are clearly
given in above 3 tables and we can see that which model has small variance and small
confidence interval for the prediction. Model estimated in Table {4.8) which was
estimated with normal informative prior has given small variance and small
confidence interval as well. In cross sectional data analysis Bayestan and classical
results are compared on the basis of vaniances and confidence intervals so estimated
model with informative prior has better results than 2 other modeis. Bayesian has
main advantage in its calculation that is prior information even our means values are
not given by any weight but variances are given as weight through the prior
information and results clearly shows that when we add prior information with sample

information results are calculated in better than classical approach.

Interpretation of the all parameters of the Table (4.8) is slightly different from
regular model that are estimated in logistic regression for binary or multi categorical
dependent variables. In this estimation there are different cut-points and some of
parameters which have different values across each cut-point. Also interpretation is
different for parameters which don’t fulfill parallel line assumption and they are

varying across cut-points,

There are four categories of our dependent variable and three panels of
estimates will be shown above and last panel will be considered as a reference panel
of the model here interpretation of first panel of the estimates will be same as we do

in binary regression model where dependent variable’s categories are compared as
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1vs.2 + 3 + 4. Also second panel of estimates will be interpreted too as binary logit
where dependent variable is recordedas 1+ 2vs.3 and 4 . If parameters have
positive coefficient it means it is expected to lie in currant or higher category and as

well if it has negative sign means probable fo fall in currant categery or lower.

From the above we can see that positive sign of employment status { X)
shows that household’s heads that have job their families are secure as compare to
those who don’t have job also it is given in Table 4.9 that if a household’s head has
job its odds increases by 2.73% (OR=1.0273) to lie at or beyond the category, also in
above table negative sign of marital status ( X,,) shows that those household’s heads
are married their family status lies in insccure category as compare to household’s
heads those are unmarried also in Table (4.9) odds is -35.1% (OR=0.6490) that means
less expected to lie in food secure category. It’s also given gender { Xg) with negative
sign shows that household’s heads are male tend to be food insecurc as compare to
households their heads are women. Agriculture ( X,,) with positive coefficient shows
that those have own land or have agriculture facility their family lies in food secure

category,

Log-Expenditure level { X,) shows that families spend more are considered
tend to be more food secures positive coefficients of Log-exp imply that with increase
in its value, likelihood increases for housebolds to be more food secure with odds
increases by 1098.07% to lie at or beyond the category. While other variables that
fall in food secure category as families who have live stock ( Xs) falling in food
secure category as compare to family who doesn’t have their live stock. Also no. of

children { X,) shows that households those have high ratio of children in their family
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fall in food secure category and familics those live in urban areas fall in food secure

category as compare to rural areas.

The coefficient of Log-income (X;) 1is positive across cut-points and also it
is continuously increase across cut-points that means Log-incomc implics that if
increase its value households are expected to be in more food secure category,
therefore high income of the heads of the households are expected to be more food
secure than low income of households’ heads, with the greatest differences being that
houscholds were hopeful to fall in medium and high category of food security also
from Table (4.9) we can see the odds ratio to being at or beyond the category is as
fallow, 1 vs 2+3+4 if one unit increases in income of the household increases the
odds of getting secure category by 86.93% also 1+2 vs. 3+4 the odds increases
90.71% to fall at or beyond the categories and 14+2+3 vs. 4 odds of being or beyond

the categories is 98.55% .

Also the coefficient of family size (X3) effect is negative but gets larger
across cut points. Hence, it tends to be food tnsecure, with the greatest differences
being that households are unlikely to place themselves in the medium and high
category of food security same pattern has shown in Table (4.9) for first panel of
estimates odds -32.47% that means unlikely to put themselves in secure category also
142 vs 3+4 odds is -33.32% and 1+2+3 vs 4 odds is -0.3642% that means less likely

put in high category.

For houschold head age (X;), the pattern is more complicated. They are less
likely to put themselves in a very low category (see the positive households’ head age
coefficient in the very low panel), but they are also less likely to put themselves in

higher levels (see the negative household head age coefficients in the other panels).
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The coefficients of education (X;;) show when one unit increase in a head
education their family lies in food secure category the coefficients for (X;,) are
consistently positive but decline across cut-points which means that educated
households’ heads lead to fall their family in food secure category across time, but the
greatest effect of time they are less expected to stay in very low and low category of

food security.

The coefficient of Baluchistan (d;} shows that houscholds living in
Baluchistan are food insecure as compare to KPK. Conversely, (d,) shows
households are living in Sind consider food secure as compare to household who are
living in KPK also the coefficients of (d,) every time positive and gets large across
cut points which shows that households having Punjab are more food secure than
households of KPK with maximum disparities being that Punjab households are

promising to fall in medium and high category.

4.5 Summary:

We have discussed classical frame work of the analysis and found partial
proportional odd model is best model in classical frame work for also we used partial
proportional odd model in Bayesian frame work and results have shown that Bayesian

technique gives better results.
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Chapter 5
SUMMARY AND CONCLUSION

The last chapter presents summary of the study. It concludes the study and
presents policy implications and rccommendations. In this study it is made an attempt

to evaluate the food security level in Pakistan in order to understand the reason behind

food insecurity in country.

In this study there are some possible factors that are being considered main
factors that effect on the houscholds’ food security level in Pakistan, on the basis of
our analysis food insecurity usually high among households’ their income level is
low, no proper source of agriculture sector, non-possession of livestock, low level of
education, high level of dependency, male head, residence in rural region and also

from the province of Baluchistan.

It divulges into the question of how to achieve sustainable food security at
house hold level. The study of pattern of food security is important because it is not
only shows past behavior of food insecurity level but also provides guidelines for
further policies. Some factors are being identified by this study which may possibly

contribute to improve and worsen the situation of household’s food security.

The objective of present study is to analyze food security level at house hold
level appropriate methodology is developed to carry out for the analysis. Data is
carcfully collected and analyzed. In this study average per capita daily kilo calories
consumed index is used to measure food security level at house hold level, ordered
logistic technique is used in classical work and Bayesian ordered logistic is also usc to

measure the significance effect of the vaniables.
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Study reveals that Pakistan is not considered as a food secure country.
Because Low income, lack of education, insufficient food, paucity of proper food to
access to the mearket and common people. On the basis of the analysis of this study
some suggestions are given as income and expenditure are most powerful and
influencing factors to determine the households’ food security in Pakistan and also
theses variables are highly significant to measure food security leve! of households.
Also education level is directly or indirectly affecting on the level of households food
secunty. It is required attention about these factors to improve them and make

Pakistan food secure country in the world.
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Appendix

Table 4.8.1 for hyper prior parameters variances of normal distribution

Mean | Std.Dev.| MCSE | Median | [95% Cred.Interval

sigmalsqg 127 0338 0115 1105 0.0594 0.1946
Sigma2sq 9002 0313 0126 9001 2750 1.0486
Sigma3sq 8015 .0098 0207 .8008 7856 8227
Sigmadsq 7383 0314 0217 7345 6773 8015
SigmaSsq | .0126 .0003 0115 0115 | .0119 0115
Sigmuabsg 0727 0303 0126 0708 0150 1362
Sigma7sg 272 0012 0207 7008 7248 7270
SigmaBsq 1071 0059 0213 09385 .0033 1161
Sigma9sqg 173 0114 .0119 1101 1075 2500
sigmalOsq | .9002 .0424 0225 .8967 1350 1.0486
sigmallsq | .8015 .0731 0215 .8004 6775 9497
sigmallsqg | 7383 0047 0315 7234 5973 8061
Sigmad2sq | .1272 .0488 0115 1134 1196 5308
Sigmad3sq | 9002 0327 0127 9001 1350 9986
Sigmad4sqg | .8015 0289 0207 8002 | .6756 .8497
Log - |
marginal 19232.8

likelihood |
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