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ABSTRACT

Existing interconnected power systems (IPS) are being overloaded by the expansion of
the industrial and residential sectors and the inclusion of renewable energy sources, resulting in
significant fluctuations in load frequency, terminal voltage, and tie-line power deviation.
Terminal voltage and load frequency control in an IPS is critical for maintaining the balance of
active and reactive power under varying load conditions. This is achieved by load frequency
control (LFC) and automatic voltage regulator (AVR).This work presents the exploration of
natural computation based control approaches for combined control of terminal voltage and load
frequency in multi-area multi-source IPSs. The multi-area IPSs include two, three and four areas.
In the earlier part of this work, Archimedes optimization algorithm (AOA), learner performance
based behavior optimization (LPBO), and modified particle swarm optimization (MPSO) based
proportional integral-proportional derivative (PI-PD) control schemes were applied to two- and
three-area single-source interconnected power systems under various step load perturbations
(SLP) to control load frequency and terminal voltage simultaneously. The integral of time
multiplied by the squared value of error (ITSE) was used as the error criterion for evaluating the
performance of proposed control scheme. The output responses of LPBO-PI-PD, AOA-PI-PD,
and MPSO-PI-PD were compared with an existing nonlinear threshold accepting algorithm
(NLTA) based proportional integral derivative (PID) controller. Then, the dandelion optimizer
(DO) based PI-PD controller was explored in two- and three-area multi-source IPSs with
nonlinearities and different SLPs. The output responses of DO based PI-PD control scheme were
compared with the hybrid approach of artificial electric field algorithm (HAEFA) based fuzzy
PID, AOA-PI-PD, LPBO-PI-PD and MPSO-PI-PD control methods. Finally, a PID controller
tuned with gradient based optimizer (GBO) was investigated in a four-area multi-source IPS. The
output responses of GBO-PID control scheme were evaluated and compared with the responses
of controllers such as integral-proportional derivative (I-PD), integral-proportional (I-P), and tilt
integral derivative (TID) controllers tuned with GBO. Sensitivity analyses were also performed
by varying the system parameters to verify the effectiveness of the proposed control schemes in
different multi-area IPSs.

The comprehensive comparisons of the output responses between different control
strategies and the results of the sensitivity analyses have clearly shown that the proposed natural
computation based control approaches are highly effective and reliable to maintain terminal
voltage, frequency, and tie-line power balance with fairly small deviations and fast settling time

in a multi-area multi-source IPS.
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CHAPTER 1

Introduction

This chapter presents a brief description of load frequency control and automatic
voltage regulation in an interconnected power system. Moreover, problem statement,
objectives of research and organization of the thesis are also provided in this chapter.

1.1 Overview

The power system is built by interconnecting several complex electrical networks that
include power generation, transmission and distribution systems. Due to an increase in power
demand, power grids operate as multi-area multi-source interconnected power systems
(IPSs). These multi-area multi-source systems are connected through AC tie-line. Due to the
increasing share of renewable energy and load demand, the complexity of IPS is increasing.
This leads to power quality issues, e.g. slow settling times and increased transient
components in voltage, frequency, and tie-line power deviation responses. In a power system,
it is critical to keep the electrical power at the desired voltage and frequency so that the
devices connected to the power system will operate smoothly. The advantage of IPS is that in
the event of a failure of a particular generating unit, power can be provided from one area to
other areas. In a power system, load is always dynamic and changes with time. The difference
between generation and load demand leads to an imbalance between reactive and active
power of the system. This imbalance leads to fluctuations in voltage, frequency, and tie-line
power. Over- and under-voltages can damage electrical equipment, while under- and over-
frequency incidents can cause historic power outages.

An efficient power system must be able to satisfy customer demand at all times while
balancing load demand [1]. Active power affects the frequency of the system, while reactive
power depends on the system voltage. Two control loops, such as an automatic voltage
regulator (AVR) and load frequency control (LFC) are integrated into a power system to
maintain power at rated voltage and frequency respectively. The AVR and LFC loops are
coupled together to control the terminal voltage and load frequency simultaneously. The
AVR control loop essentially reduces the voltage fluctuations to meet the reactive power
demand using generator excitation, while the LFC control loop reduces the frequency
fluctuations by changing the magnitude of the active power through its governor action as
shown in Figure 1.1 [2]. Af and V: denote the load frequency and terminal voltage
respectively.



To ensure the stability of the power system, the frequency and terminal voltage should
be kept within the prescribed limits. When generation exceeds load demand, frequency
increases above a certain value and vice versa. In this case, governing action is used to adjust
supply to demand. The change in terminal voltage is controlled by adjusting the excitation
current of the generator field before the reactive power loads the system. Voltage and
frequency controllers have become more important with the growth of interconnected power
systems to make power system operation more reliable. Moreover, the performance of
voltage and frequency controller depends on their tuning. Therefore, both the controller
design and the tuning method are very important for the optimal control of an IPS. To reduce
frequency, terminal voltage, and tie-line power deviations in the interconnected power
system, the development of an effective control design is always essential.

input Output

Governor Exciter —r»
[ AVR Je224

af

LFC |«

Figure 1.1: Combined Model of LFC-AVR

1.2 Problem Statement

The investigation of LFC and an AVR control loops allows a combined control of load
frequency and terminal voltage in a muliti-area multi-source IPS. Due to the dynamic load
behavior and the proliferation of renewable energy sources in the existing IPS, it is a very
difficult task for the control and power engineers to supply all loads with the desired voltage
and frequency. An efficient and reliable control approach is always required to minimize
voltage, frequency, and tie-line power deviations under such conditions. Numerous studies
have been presented on individual and combined control of LFC and AVR control loops in
IPSs. After an extensive literature search, it was found that combined AVR and LFC systems
have been studied very rarely compared to individual AVR or LFC systems. This served as
motivation for the authors to investigate multi-area multi-source IPSs to control terminal
voltage and load frequency using LFC and AVR systems.

This study combines the analysis of LFC and AVR control loops in two-, three- and
four-area IPSs, which include hydro, thermal reheat, gas, wind, and solar photovoltaic
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systems. In addition, nonlinearities including boiler dynamics (BD), governor dead band
(GDB), and generation rate constraint (GRC) were included in muli-area multi-source IPSs
for more realistic studies. TID, I-P, PID, PI-PD, and I-PD controllers have been successfully
explored for effective control of load frequency and terminal voltage in different IPSs.
Numerous engineering optimization problems have been solved in recent years using nature-
inspired computational algorithms. In addition, the parameters of controllers have also been
tuned using these methods. In this research study, recently discovered nature-inspired
computational algorithms, including the dandelion optimizer (DO), gradient based optimizer
(GBO), learner performance based behavior algorithm (LPBO), Archimedes optimization
algorithm (AOA), and modified particle swarm optimization (MPSO) were successfully used
to tune the proposed controllers. The integral of time multiplied by the square of error (ITSE)
was used as an error index to formulate the cost functions of proposed control methods. In
addition, extensive comparisons were made between the proposed and other control strategies
to verify the effectiveness of the suggested control approaches.

1.3 Objectives of Research

The main objectives of the research are given below.

» To develop mathematical models for combined LFC and AVR loops in multi-area mmiti-
source IPSs including two-area, three-area, and four-area with diverse generation units
including thermal reheat, hydro, gas, wind, and solar generation units.

» To deduce mathematical models of multi-area multi-source IPS with various
nonlinearities including GRC, GDB, and BD.

» Design and implementation of controllers including PI-PD, I-PD, I-P, PID, and TID.

» Optimization of controller parameters using nature-inspired computation algorithms
including GBO, DO, LPBO, AOA, and MPSO.

» Comprehensive comparative analysis between different control methods.

1.4 Organization of the Thesis

This thesis consists of six chapters. The chapter-wise description of the thesis is summarized

as follows:

Chapter 1: This chapter gives a brief introduction to AVR and LFC loops in IPS. It also

describes the motivation for this work, the problem statement, and the goals of this research.

Chapter 2: This chapter contains a detailed literature review of AVR and LFC loops in

different IPS under different conditions.



Chapter 3: In this chapter, the design and implementation of PI-PD for the combined control
of LFC and AVR control loops in a two- and three-area IPS are discussed. The gains of the
proposed PI-PD controller were determined using LPBO, AOA, and MPSO algorithms.
Initially, the proposed control methods were applied to a two-area IPS with hydro plant in
each area. After successful results in a two-area [PS, the proposed methodology was applied
to a three-area IPS. Finally, the reliability and effectiveness of the proposed method was
investigated in a three-area IPS with variations of system parameters in a range of +50%.
Chapter 4: It deals with the combined control of AVR and LFC loops in two- and three-area
IPS with PI-PD controller considering various nonlinearities such as BD, GRC and GDB.
The gains of the proposed PI-PD controller were obtained using DO, LPBO, AOA and
MPSO algorithms. First, the proposed control methods were applied to two-area IPS with
hydro, thermal reheat and gas generation units in each area. Then, the proposed control
approaches were applied to two- and three-area IPS with nonlinearities such as BD, GDB and
GRC to obtain more realistic and practical studies.

Chapter 5: This chapter is about the use of PID, I- PD, I-P and TID controllers to control
LFC and AVR control loops in a four-area IPS. The gains of the controllers were determined
using the GBO method. The proposed control method was applied to a four-area IPS, which
has different generating units in each of the four areas, including hydro, thermal reheat, gas,
wind, and solar photovoltaic power plants. A sensitivity analysis was performed by varying
the parameters of the four-area IPS within a range of £25% to demonstrate the robustness of
the proposed GBO-PID control mechanism.

Chapter 6: This will include an evaluation of the major contributions of the work covered in
the thesis. It also discusses the scope of future AVR and LFC work in multi-area IPSs.



CHAPTER 2

Literature Review

This chapter presents the summary of literature survey relevant to combined and
individual study of LFC and AVR loop in different interconnected power systems.

In a power system, the demand of active and reactive power is never constant; it
changes frequently with varying load conditions. The power supply must meet certain basic
requirements for voltage and frequency constancy. To keep load frequency and terminal
voltage constant and trouble-free, LFC and AVR control loops incorporated in IPS. The LFC
loop modifies the frequency and amplitude of the active power, while the AVR loop mainly
controls the terminal voltage and reactive power. The LFC loop eliminates frequency
fluctuations through its regulator, while the AVR loop reduces voltage fluctuations by using
generator excitation. In combined LFC and AVR operation, both the AVR and LFC loops are
cross~-coupled. Various control strategies for combined control of voltage and frequency
using AVR and LFC loops have been presented in the past. A brief description of these
control strategies is given in the next section.

2.1 Combined Study of AVR and LFC Systems

Aditi Gupta et al. proposed PI and I controllers with damper winding for the AVR and
LFC loops respectively in a single-area IPS. According to simulation studies, the system
response was improved in terms of settling time, undershoot and overshoot [2]. Satish Kumar
and Lalit Chandra explored a harris hawks optimization (HHO) based two degrees of
freedom (2DOF) based tilt integral derivative (TID) controller for simultaneous control of
terminal voltage and load frequency in a three-area IPS with nonlinearities including GDB
and GRC. In each area, electric vehicles, combined cycle power plant (CCPP), and single-
stage thermal plants with reheat turbine were considered. The performances of TID and PIDF
controller were compared with proposed controller in the presence random and sinusoidal
load variations. The strength of the proposed controller was also evaluated using sensitivity
analysis [3].

Chandrakala and Balamurugun investigated PID controllers based on Ziegler-Nichols
(Z-N) and simulated annealing (SA) to control terminal voltage and load frequency in a two-
area IPS. The proposed approach provided a response with a steady state error of zero and a
lower settling time [4]. Gupta and Srivastava studied the hybrid controller of neural network
(NN) and fast traversal filter (FTF) for load frequency and terminal voltage control in a
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single-area IPS. The proposed control scheme required few data samples for the weight
training process, which ultimately increased the speed response of the system [5].

Z-N based PID and fuzzy logic controllers (FLCs) were examined by Devashish
Sharma et al. to stabilize terminal voltage and load frequency in a single-area IPS. The
system’s dynamic behavior has been enhanced in terms of settling time, overshoot and
damping oscillations [6]. Rumi and Lalit employed lightning search algorithm (LSA) based
PI with fractional derivative and filter (PID"F) and PID with filter (PIDF) controller for two-
area IPS. There were several nonlinearities in the power system including GRC and GDB. In
addition, IPS also included interline power flow controller (IPFC) and superconducting
magnetic energy storage (SMES) systems. The comparative analysis showed that the
proposed control technique was superior to the classical controllers [7].

Deepak and Ajit investigated a moth flame optimization (MFO) based fractional-order
PID (FOPID) controller for a two-area IPS. By comparing the dynamic performance of the
optimized PID controller with other techniques, the superiority and effectiveness of the
recommended MFO-FOPID control scheme was demonstrated [8]. K. Sahani et al. proposed
a firefly optimization (FA) based PID controller for combined control of terminal voltage and
load frequency in a two-area IPS. Each control area had thermal and hydroelectric power
units. The effectiveness of the proposed control approach over existing meta-heuristic
methods was made clear through a comparison [9].

Javed and Zahra examined a hybrid dynamic model for combined analysis of LFC
and AVR systems in a single-area IPS with GDB and GRC nonlinearities. The LFC system
consists of the liberalized Phillips-Heffron model while excitation loop has a power system
stabilizer (PSS). Damped control and time domein simulations were used to assess the
dynamic performance of suggested control approach. Simulation results have shown that the
proposed method is highly reliable under various loading conditions [10].

Kalyan and Rao investigated the response of a two-area IPS for a combined study of
AVR and LFC loops. A PID controller based on the differential evolution and artificial
electric field (DE-AEFA) approach was used for optimal control of IPS. A parallel high
voltage DC (HVDC) link to the existing AC was also built to further increase the efficiency
of the system. A sensitivity analysis was also performed to demonstrate the adaptability of
the suggested control strategy [11].

Kalyan and Rao suggested a DE-AEFA based PID controller for simultaneous
stabilization of load frequency and terminal voltage in a two-area-IPS. To further improve the
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dynamic behavior of IPS, redox flow batteries (RFBs) were installed in both areas and an
IPFC was installed in the tie-line. The results of the simulations clearly demonstrate the
effectiveness of RFBs and IPFC in reducing tie-line, terminal voltage and load frequency
deviations [12]. Abhineet and Parida studied the behavior of thermal reheat and non-reheat
systems in two-area IPS to control AVR and LFC loops. They investigated PI and PIDF
controllers to control terminal voltage and load frequency respectively. The ideal parameters
of PI and PIDF controllers were found using the sine cosine algorithm (SCA). The IPS
included unified power flow controller (UPFC) and RFBs to further optimize system
dynamics. A sensitivity study was carried out by modifying the system parameters to
demonstrate the versatility of the PIDF and PI controllers [13].

Nabil Nahas et al. studied a PID controller based on a nonlinear threshold accepting
algorithm (NLTA) for effective control of load frequency and terminal voltage in a two-area
IPS. The proposed control strategy performed much better than previous heuristics and
internal model based control methods in uncertain dynamic environments [14] Naga Sai
Kalyan proposed a grey wolf optimizer (GWO) based proportional integral double derivative
(PIDD) controller for terminal voltage and load frequency stabilization in a two-area IPS. The
suggested PIDD controller’s performance was compared to that of the PI, PID, and PIDN
controllers. The dynamic performance of IPS was further improved by integrating SMES
devices with UPFC in tie-line [15].

Pachunoori Anusha et al. investigated a FA based PID controller for stabilization of
terminal voltage and load frequency control in a two-area IPS with TD, GRC, GDB
nonlinearities. The response of FA-PID was compared with PI and I controllers. The PID
controller outperformed the PI, PI, and I controllers in terms of frequency, terminal voltage,
and tie-line power variations [16]. Stephen Oladipo et al. explored an accelerated PID
controller (PIDA) to control load frequency and terminal voltage in a single-area IPS. PIDA
was tuned with a hybridized pathfinder algorithm (PFA) and pollinated algorithm (FPA). The
obtained results showed that the proposed control scheme outperformed several other
controllers such as FPA-PID, MFO-PID, PSO-PID, GA-PID, and TLBO (Teaching and
Learning Based Optimization) based PIDN controllers [17].

Satish and Lalit employed a tilt-integral-derivative with filter (TIDF) controller based
on HHO for combined control of AVR and LFC loops in a three-area IPS with GDB and
GRC nonlinearities. Each IPS area included a thermal plant with reheat turbine and combined
cycle gas turbine (CCGT) plant. The comprehensive analysis clearly demonstrated that the
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proposed TIDF controller outperforms both the PI and PID controllers. A hardware
configuration in a three-area IPS was used to further investigate the performance of the
proposed control technique [18]. Sheikh Safiullah et al. developed an active disturbance
rejection control (ADRC) strategy based on a second-order error-driven control law for
terminal voltage and load frequency stabilization in a three-area IPS. The IPS included solar,
thermal, geothermal, and wind power units. An IEEE-39 bus system was used to validate the
comparison between PID and ADRC. Due to its strong ability to suppress disturbances, an
ADRC controlier was found to be better than a PID controller in terms of controlling system
dynamics [19].

Satish Kumar et al. investigated the performance of a two degree of freedom (2DOF)
integral-tilt derivative with filter (I-TDF) controller based on HHO for combined control of
load frequency and terminal voltage in a three-area IPS. It was found that the proposed
control strategy performed better compared to TID and TIDF controllers. The suggested
controller’s efficacy was tested using random load disturbances. The resilience of the
proposed controller was clearly demonstrated by studying the system behavior when system
parameters were changed [20]. Biswanath Dekaraja proposed artificial flora algorithm (AFA)
based cascaded fuzzy PD-tilt integral derivative (CFPD-TID) controller for the combined
analysis of AVR and LFC loops in a three-area IPS. The effects of RFBs and HVDC links on
the dynamics of a three-area IPS were also discussed. Compared to TID and CPD-TID
controllers, the proposed controlier CFPD-TID improved the system dynamics in terms of
settling time, undershoot and overshoot [21].

Biswanath Dekaraja et al. designed a cascaded fractional order tilt derivative with
filter (FOTDF) and fractional order proportional derivative with filter (FOPDN) controller for
efficient control of AVR and LFC loops in a two-area IPS. The IPS included hydro and dish-
stirring solar thermal system in area-1 whereas solar thermal and thermal power generation
units in area-2. The best parameters of the proposed controller were determined using AFA.
The investigations clearly showed that the proposed control method performed better than
TIDN and PIDN controllers [22].

Biswanath Dekaraja et al proposed a cascaded proportional derivative with filter
(PDN) and fractional order PID with filter (FOPIDN) for load frequency and terminal voltage
stabilization in a three-area IPS. The best parameters of the proposed controller were
determined using AFA. The impact of various energy storage technologies such as SMES
devices, RFBs, capacitive energy storage systems (CES) and flywheel energy storage systems
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(FESS) was also investigated with the inclusion of the HVDC link. The proposed CPDN-
FOPIDN controller provided lower values for settling time, overshoot, and undershoot than
the FOPIDN controller. The study results showed that RFBs provide better system
performance compared to FESS, CES, and SMES devices [23]. Hady H. Fayek and Eugen
Rusu explored accelerated PID (PIDA) controller based on doctor and patient optimization
(DPO) for terminal voltage and load frequency control in two interconnected sustainable
micro grids. Solar energy and biofuels were used to power the two micro grids. The micro
grid had the capability of storing energy. The results showed that the proposed control
strategy exhibited relatively better response compared to other control techniques [24].

Naga Sai Kalyan et al. employed the hybridized artificial electric field algorithm
(HAEFA) to tune the fuzzy PID controller to stabilize load frequency and terminal voltage in
a two-area IPS. In addition, various energy storage systems such as SMES, RFBs, and ultra
capacitors (UCs) have been considered in IPS. The performance comparison between fuzzy
PID and other controllers such as PI and PID showed that the proposed fuzzy PID with the
inclusion of RFBs was superior in reducing terminal voltage and load frequency deviations
[25]. Arabinda Ghosh et al. investigated a PID controller based on hybridized particle swarm
optimization (PSO) and Ziegler-Nichols (Z-N) method for terminal voltage and load
frequency stabilization in a two-area IPS. The performance of the proposed method was
compared with fuzzy PID, fuzzy PI, and PI controllers. In addition, the uncertainty of the
system parameters was introduced to evaluate the robustness of the proposed strategy. It was
found that the proposed control approach quickly led to better results [26].

Chandrashekar and Jayapal studied PI, PID, and FLC in a deregulated two-area IPS,
which included thermal, wind, and solar power units. Simulation results showed that FLC
performed better than other controllers for both variable and constant distributed participation
matrices (DPMs) in terms of overshoot and settling time [27]. Grover et al. designed a PI
controller based hardware-in-loop (HIL) strategy for combined control of AVR and LFC
loops in a single-area IPS under various load conditions. The PI based control method was
developed for continuous operation. The proposed control method was successful in reducing
the variations of frequency and terminal voltage [28].

Ghassan Abdullah et al. proposed a PID controller for terminal voltage and load
frequency control in a single-area IPS. The PID controller was tuned with nature-inspired
computational methods such as FA, Z-N, PSO and genetic algorithm (GA). Comparison of
the results showed that FA-PID performed better in controlling frequency and terminal
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voltage deviation [29]. Nour Yakine Kouba et al. successfully studied a PSO based PID
control for AVR and LFC loops in a two-area IPS. The proposed method proved to be very
successful when the results of PSO-PID were compared with those of bacterial foraging
optimization (BFO), GA, and Z-N methods [30].

Rumi Rajbongshi et al. investigated the effectiveness of a PSS and proposed a LSA
based fractional-order (PI*DF) controller in a three-area IPS with nonlinearities such as GRC,
TD and GDB. It was found that PI*DF with PSS improved the system dynamics by reducing
oscillations [31]. Reza Mohammadikia et al. investigated the model predictive control (MPC)
technique to increase the efficiency of LFC and AVR control loops in a two-area IPS with
different load disturbance in each area. The proposed control technique outperformed the P1
and PID controllers in both steady-state and transient performance [32].

Rumi and Lalit developed a LSA based fractional integral derivative controller with
filter (FOIDF) to control AVR and LFC loops in a three-area IPS. IPS had diesel, solar,
thermal, wind, and thermal with reheat turbine power units. Various nonlinearities including
GRC and GDB were also included in IPS. The response of IPS was improved by including
various energy storage systems including SMES and CES in coordination with IPFC and
flexible AC transmission systems (FACTS) devices. The comparison clearly showed the
superiority of FOIDF over the other control methodologies. Moreover, it can be concluded
that IPFC-SMES scheme worked more effectively than IPFC-CES [33].

Srikanth Goud et al. designed PID controller based on seagull optimization algorithm
(SOA) to control AVR and LFC loops in a multi-area IPS. In addition, SMES and battery
energy storage (BES) devices were successively incorporated into the system. The efficiency
of the suggested controller was clearly demonstrated when compared to other controllers. The
simulation results showed that the SMES based SOA-PID responded effectively compared to
the BES based SOA-PID control strategy [34]. Vineet Kumar et al. presented a HHO based
MPC to control load frequency and terminal voltage in a three-area IPS with nonlinearities.
In addition, dynamic energy storage technologies such as virtual inertia and redox flow
battery (VI-RFB) had been incorporated into the IPS. The robustness of the proposed HHO-
MPC controller with VI-RFB was successfully illustrated by simulation results [35].

Ahmed Hossam-Eldin et al. proposed a fuzzy proportional integral derivative double
derivative (FPIDD2) controller based gradient based optimization (GBO) algorithm for
terminal voltage and load frequency control loops in a two-area IPS. The IPS had different
power units such as thermal, gas, hydraulic, wind, solar with nonlinearities including GRC
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and GDB. The dynamic responses of GBO-FPIDD2 were compared with the GBO tuned
integral derivative-tilt controller (ID-T). The performance comparison clearly depicted that
the FPIDD2 controller has a higher ability to reduce terminal voltage and load frequency
deviations in both areas than the GBO-ID-T controller [36]. Sheikh Safiullah et al. explored a
integral double derivative (IDD) controller based on novel state observer (SO) for
simultaneous terminal voltage and load frequency stabilization in a three-area IPS with
nonlinearities. The hybrid system included different generating units such as electric vehicle
(EV), diesel, thermal, and solar thermal. The system parameters were changed in order to
conduct a comprehensive sensitivity analysis to test the robustness of the suggested control
mechanism [37].

Mausri Bhuyan et al. investigated a dynamic butterfly optimization algorithm
(DBOA) based cascaded PI-TID controller for terminal voltage and load frequency
stabilization in a single-area IPS. The hybrid system was modeled using solar chimney,
hybrid electric vehicle, solar gas turbine, and biodiesel-fueled generator. To show the
efficacy of the suggested technique, simulations were carried out with uncertainties to obtain
dynamic responses [38]. Sheikh Safiullah et al. developed a magnetotactic bacterial
optimization (MBO) and artificial neural network (ANN) based second order ADRC for
combined terminal voltage and load frequency stabilization in a multi-area and standard
IEEE-39 bus IPS. The IPS had wind and solar thermal units. Advanced electric vehicles
(EVs) were also included in the system for energy storage purposes. The simulation results
showed that the second-order controller ANN-ADRC performed relatively better than the
controller MBO-ADRC [39].

Vineet Kumar et al. recommended a HHO based MPC for performance enhancement
of AVR and LFC loops in a multi-area IPS. The effectiveness of suggested control strategy
was confirmed by evaluating the transient response of the proposed MPC-HHO algorithm
with different controllers such as IDDF, PID, fuzzy PID, and FOPID controllers [40].
Soundarrajan et al. designed a PSO based PID controller for an AVR and LFC system in a
single-area IPS. The results depicted that the proposed technique has superior characteristics
such as ease of implementation, robust convergence, and high computational efficiency
compared to traditional PID, fuzzy, and GA based controllers. In addition, the performance of
the proposed control strategy was improved in terms of lower oscillations, overshoot and
settling time [41].
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Ahmad M. Hamza et al. explored PID controller based on BFO and Z-N control
methods for the analysis of LFC and AVR loops in a single-area IPS. The performance
comparison revealed that the response of BFO-PID controller is better than the Z-N-PID
controller in terms of settling time and overshoot [42]. Nour EL Yakine Kouba et al.
proposed a PSO based PID controller for combined load frequency and terminal voltage
control in a two-area IPS. The results were compared with Z-N, GA, and BFO. The proposed
approach was found to be more effective than other {43). Srivastava and Gupta suggested a
hybridized gaussian mixture model (GMM) and generalized fuzzy model (GFM) based
controller for terminal voltage and load frequency stabilization in a single-area IPS. The
proposed controller used GMM to optimize the membership functions and GFM to compute
the desired output in a single iteration. The results of the simulations and comparative
analyses have shown that the suggested control approach is capable of successfully
controlling the terminal voltage and load frequency [44].

Nour EL Yakine Kouba et al. investigated a bat algorithm (BA) based PID controller
to improve the responses of LFC and AVR control loops in a three-area IPS. The efficacy of
the suggested control strategy was demonstrated by comparing the results with those of
artificial bee colony (ABC), Z-N, BFO, PSO, and GA based PID controllers. The response of
IPS was analyzed by varying the SLP in each area to confirm the robustness of the proposed
control strategy. The feasibility of the BA-PID controller to solve the LFC-AVR problem was
demonstrated by the results of the sensitivity analysis [45]. Soundarrajan et al. studied PID
controllers based on PSO and its variants such as multi-objective PSO and stochastic PSO for
terminal voltage and load frequency stabilization in a single-area IPS. The proposed
controllers provided improved performance in terms of settling time and overshoot indicating
that the proposed controllers can effectively adapt to dynamic load conditions [46]. Mohsen
Azizi et al. designed a p-synthesis strategy based robust distributed controller for effective
control of AVR and LFC loops in an islanded micro grid with multiple distributed generation
units. The proposed control method included many local droop controllers and an
independent decentralized robust controller. The efficiency of the proposed controller design
was proven by simulation results [47].

2.2 Study of Individual LFC Systems
A number of control methods have already been published for individual frequency

control using an LFC control loop. Some of these methods are presented in this section.

Sheetla Prasad et al. investigated the combination of nonlinear sliding mode control (SMC)
12



and generalized extended state observer (GESO) for an LFC system in a two-area IPS to
study the frequency deviation problem. The purpose of GESO was to estimate the state and
disturbance and reject the system disturbance. Considering random load disturbances, the
performance of the proposed observer based controller was confirmed and compared with
ADRC. The performance of the proposed control scheme was also evaluated in the presence
of GRC and GDB nonlinearities. From the simulation results, it was clear that the proposed
control scheme is very robust in the presence of nonlinearities and disturbances [48].

M. D. Pabitra et al. explored a PID controller based on the many optimizing liaisons
(MOL) algorithm for a two-area IPS with a thermal system without reheat and GDB
nonlinearity. The superiority of MOL-PID was confirmed by comparing its performance in
transient analysis with that of the CPSO-PI controller [49]. Jianping Guo presented an
adaptive SMC technique for an LFC system in a three-area IPS. The effectiveness of the
proposed technique was verified by numerical simulations and comparison of its response
with the classical SMC method. The overshoot and chattering responses, etc., clearly
indicated the superiority of the proposed adaptive SMC technique over the classical SMC
[50]. The two degrees of freedom based PID controller (2DOF-FOPID) has been applied by
Sabita Tripathy et al. for frequency control in a two-area IPS consisting of thermal dish-
sterling solar, conventional steam, and geothermal power plants. The optimal gains of the
proposed controller were found using the grasshopper optimization algorithm (GOA). The
performance comparison between the 2DOF-FOPID and the classical PID controller clearly
exhibited the effectiveness of the proposed 2DOF-FOPID controller [51].

The fuzzy-aided PID controller was employed by P. C. Sahu et al. for load frequency
control in a multi-area IPS with nonlinearities. To find the optimal gain coefficients of the
fuzzy-aided PID controller, the modified SCA was used. The proposed methodology was
applied to IPS with three and five areas respectively. Nonlinearities such as GDB, GRC, BD,
and TD were included in the five-area controller IPS for more realistic study. The responses
of the fuzzy-aided PID controller were compared with different controllers such as PID and
Pl, etc. The performance comparison shows that the fuzzy PID controller is superior
compared to other controllers [52]. Sheetla Prasad et al. suggested an effective control law for
optimal control of three-area IPS in the presence of GDB and GRC nonlinearities. The
simulation results were compared with linear sliding mode controllers. It was clearly found

that the proposed strategy provided a response with minimal overshoot/undershoot and
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quicker settling time. Moreover, the damping characteristics of the system were effectively
changed as a function of the load disturbances and uncertainties [53].

Ajithapriyadarsini et al. used an adaptive fuzzy logic based DE technique to
implement a PID controller for frequency control in a two-area IPS. When the simulation
results of the proposed controller were compared with those of the traditional PID controller
and the DE -tuned PID controller, it was found that the proposed control scheme had a better
response than the others [54]. Emre Celik studied the dragonfly search algorithm (DSA)
based cascaded fractional order proportional integral- fractional order proportional derivative
(FOPI-FOPD) controller for the frequency control in multi-area IPSs. The proposed control
method has been successfully applied to two and three-area IPS with/without nonlinearities.
The comparison between the proposed and the published work clearly depicted that the
frequency and tie-line power responses have been improved in terms of overshoot,
undershoot and settling times [55].

Jeyalakshmi et al. proposed a PI controller based on hybridized fuzzy logic and a PSO
algorithm for an LFC loop in a two-area IPS. The responses of the proposed approach were
compared with GA and FLCs. The simulation results clearly intimated that the proposed
control system provided robust dynamic performance in the presence of various disturbances
[56]. Esmail et al. investigated different control strategies for designing LFC in a deregulated
IPS environment. The power system models and different control strategies for LFC design
were studied. In addition, the challenges and benefits associated with the studied control
strategies were discussed [57].

Yang Mi et al. explored a unique decentralized sliding mode method (SM) for LFC
loop in two-area time-delayed IPS with considerable wind power penetration. The simulation
results clearly exhibited the effectiveness of the proposed methodology in reducing frequency
and tie-line power deviations [58]. Banaja Mohanty developed an output-feedback SMC
based on hybrid flower pollination-pattern search method (hFPA-PS) to cope with frequency
deviations in a two-area deregulated IPS. In the presence of GRC, GDB, and TD
nonlinearities, the dynamic responses of the system were studied. The performance
comparison between the proposed and other control strategies indicated that the proposed
technique outperformed the traditional controllers [59]. Nimai Charan Patel et al. designed a
SCA based double loop PD+PI controller in a two-area IPS to control the system frequency.
Gas, hydro, and thermal power plants were included in the IPS. The behavior of the system
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was evaluated with and without HVDC link. The PD+PI dual loop controller was shown to
outperform the PID controllers [60].

Banaja Mohanty has investigated an output-feedback SMC for a two-area IPS. The
associated parameters of the controller are adjusted using the TLBO method. The superiority
of the proposed method is demonstrated by comparing its results with DE, PSO, and GA.
Moreover, a sensitivity analysis has shown the superiority of the proposed technique [61].
Yonghui Sun et al. employed an H-infinity sliding mode controller for an LFC loop in a two-
area time delayed IPS. The objective of the sliding mode control law was to ensure that the
sliding surface can be reached in a finite time. The superiority of the proposed approach was
verified after satisfactory simulation results were obtained [62]. Chittaranjan Pradhan and
Terje Gjengedal have designed a cascade PI-PD controller based on the adaptive Jaya
optimization algorithm (AJOA) to control the system frequency in a two-area IPS. The results
revealed that the AJOA-PI-PD controller successfully minimizes the frequency fluctuations
compared to other controllers [63].

Preeti Dahiya et al. proposed a disrupted oppositional based gravitational search
algorithm (DOGSA) tuned SMC for LFC loop in a deregulated two-area IPS. In the presence
of different nonlinearities such as GRC, GDB, and TD, the dynamic response of the system
was investigated and evaluated. The performance of the proposed control was compared with
I, P, ID, and PID controllers and it was found that the proposed DOGSA-SMC control
scheme achieved significantly better results than the traditional controllers [64].

Yogendra Arya used the imperialistic competitive algorithm (ICA) to design an
output scaling factor based fuzzy proportional integral (FPI) controller for two-area IPS. The
superiority of the proposed controller was comprehensively demonstrated by comparing the
results of the proposed and the PI/PID controllers tuned with the FA, GWO, PSO, GA, BFO,
hybrid BFO-PSO, and hybrid hFA-PS algorithms [65]. Soumen Biswas et al. presented the
GOA based three-degree-of-freedom PID (3DOF-PID) controller for the LFC loop in a two-
area deregulated IPS. The SMES devices and UPFC have been incorporated. For more
realistic studies, BD, GRC, and GDB were also included. The simulation results clearly
demonstrated that the 3DOF-PID controller with GOA optimization is superior to classical
PID controller [66].

Ahmed Fathy et al. explored a fuzzy PID controller based on the mine blast algorithm
(MBA) for the frequency control in a three-area IPS with GRC and GDB nonlinearities. The
results were compared with PSO, artificial bee colony, and ant lion optimizers based PID
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controllers. The simulation results confirmed the superiority of the proposed control method,
as it provided a better response in terms of statistical parameters than others [67]. The
integral-proportional derivative (I-PD) was suggested by Amil Daraz et al. for the LFC loop
in a two-area IPS. Using a fitness dependent optimizer (FDO) algorithm, the parameters of
the proposed I-PD controller were determined. For further research, various nonlinearities
such as TD, BD, GDB, and GRC were included in the IPS. The results of the proposed
control scheme were compared with PSO, TLBO, and FA based controllers These results
clearly show that the proposed control strategy is superior in terms of settling time,
undershoot and overshoot [1].

Amil Daraz et al. developed an I-PD controller in a two-area IPS to control system
frequency. I-PD controller was optimized using the FDO technique. To verify the
effectiveness of the proposed controller, a thorough performance comparison between DE,
TLBO and local unimodal sampling (LUS) based control methods is performed. The
performance evaluation showed that the proposed FDO-I- PD controller performed better
than the others [68]. Amil Daraz et al. designed an improved-fitness dependent optimizer (I-
FDO) based fractional order integral-tilt derivative (FOI-TD) controller for a two-area IPS
with nonlinearities including BD, GDB, TD, and GRC. The performance of the I-FDO
method was compared with PSO, TLBO, and FDO techniques. In addition, the response of
the proposed controller was compared to integral-tilt derivative (I-TD), PID, and fractional
order tilt integral derivative (FOTID) controllers. The performance analysis exhibited that the
proposed controller performs better in reducing frequency and tie-line deviations than other
controllers [69].

Amil Daraz et al. studied an I-FDO based fractional order I-PD (FOI-PD) controller
LFC problem in a restructured two-area IPS. Numerous nonlinearities, including BD, TD,
GRC, and GDB, were incorporated into the IPS. The effectiveness of the proposed control
strategy was evaluated by comparing its response with TLBO, FDO, and FA. RFBs were also
installed in each area with thyristor controlled series compensators (TCSC) in the tie-line of
the power system to improve the system performance. The results clearly manifested that the
proposed strategy performs better in terms of lower undershoot, overshoot, and settling times
[70].

Amil Daraz et al. investigated a hybridized SCA with FDO (hSC-FDO) based
fractional order integral-tilt derivative with filter (FOI-TDN) controller for LFC loop in a
two-area IPS with nonlinearities. A thyristor-controlled phase shifter was installed in the

16



interconnection line and capacitive energy storage devices were incorporated in each area to
improve system performance. The performance of the proposed control strategy was
validated by comparing it with FDO, FA, and PSO [71]. The authors have presented a lot of
control strategies for frequency control in an IPS. They have successfully used nature-
inspired computational algorithms to tune various controllers. These studies can be found in
[72H113].

2.3 Study of Individual AVR Systems

A number of control techniques have already been published for individual voltage
control using an AVR control loop. In this section, some of these techniques are presented. S.
Panda et al. presented MOL algorithm based PID controllers for AVR loop. The proposed
method’s efficacy was demonstrated by comparing its results with those of control methods
based on ABC, PSO, and DE. To verify the effectiveness of the proposed control method, a
sensitivity analysis of the MOL-PID control technique was also performed by varying the
system parameters [114].

Mustafa and Erdinc explored a SCA based fractional order PID controller with
fractional filter (FOPIDFF) to control terminal voltage in a power system. From the results, it
was clear that the SCA-FOPIDFF has significantly increased the performance of the AVR
system [115]. Baran Hekimoglu and Serdar Ekinci proposed a GOA based PID controller for
voltage regulation. The performance of the proposed control method was compared with
ABC, DE, and Z-N based PID controllers. It was found that the proposed technique was quite
efficient and improved the transient response of the AVR system [116]. Supol Kansit and
Wudhichai Assawinchaichote suggested a PID controller based on hybridized PSO and the
gravitational search algorithm (PSOGSA) for an AVR system. The design was evaluated
using bode analysis and transient response analysis. The comparative analysis clearly
manifested that the proposed PSOGSA-PID was superior to MOL, PSO, and Z-N based PID
controllers [117].

Suid and Ahmad designed a sigmoid PID (SPID) controller based on the nonlinear
SCA to control terminal voltage in a power system. According to the simulation results, the
proposed control method improved the transient response of the AVR system in terms of
steady state error and % overshoot [118]. Saleh Masoud et al. investigated a fractional order
PID (FOPID) controller based on gradient based optimization (GBO) for voltage regulation
in a power system. The results indicated that the proposed AVR design has higher stability

and excellent dynamic behavior compared to previous designs [119]. Emre Celik and Rafet
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Durgut investigated a PID controller based on the symbiotic organisms’ algorithm for an
AVR system. The performance of the proposed methodology was evaluated using root locus
analysis and bode analysis etc. By comparing the results of the proposed methodology with
published data, the effectiveness of the proposed technique was clearly demonstrated by the
authors [120].

Baran Hekimoglu developed a SCA based PID controller for voltage regulation in a
power system. Compared to PID control approaches based on bio-geography based
optimization (BBO), ABC, DE, and Z-N methods, the proposed method was found to be
effective and reliable in improving the transient response of AVR system [121]. Salman
Habib et al. presented an improved whale optimization algorithm (WOA) based PID
controller for voltage stabilization in a power system. The performance of the AVR system
was evaluated using root-locus, bode plot, and pole-zero diagrams. By comparing the results
with eight different control strategies, it was shown that the proposed IWOA-AVR design
outperformed them in terms of stability and transient responses [122].

Tougeer Ahmed et al. explored a fractional order PID (FOPID) controller for an AVR
system based on the jaya optimization algorithm (JOA). The results of the proposed approach
were compared with those of improved kidney inspired algorithm (IKA), salp swarm
algorithm (SSA), pattern search (PS), bibliography based optimization (BBO), LUS, WOA,
GOA, ABC, PSO, and DE algorithms to demonstrate the efficacy of the proposed control
method. The robustness of the proposed control technique was confirmed by sensitivity
analysis [123].

A PID with second-order derivative (PIDD?) controller based on enhanced aquila
optimizer (enAO) was designed by Serdar Ekinci to regulate voltage in a power system.
Modified opposition based learning (OBL) and the Nelder-Mead (NM) simplex search
algorithms were used to develop enAO. By comparing the performance of the proposed
technique with that of previously presented AVR systems, the excellent performance of the
proposed approach was clearly demonstrated [124]. Researchers have presented numerous
control methods for voltage regulation control. These control methods are well explained in
[125]{140].
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CHAPTER 3

Frequency and Voltage Stabilization in Multi-area Single-Source IPS
This chapter deals with the design and implementation of the proportional integral-
proportional derivative (PI-PD) controller for two- and three-area single-source
interconnected power systems using nature inspired computation algorithms including learner
performance based behavior optimization (LPBO), Archimedes optimization algorithm
(AOA) and modified particle swarm optimization (MPSO).
3.1 Mathematical Modeling of Power System
The multi-area single-source IPS under study is shown in Figure 3.1, where i and j*
represent area-1 and area-2 respectively [14]. The IPS consists of a hydro power plant. The
LFC loop of i* area consists of a controller (K,-(s)) and hydro power plant that comprises
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Figure 3.1: Power System
(a) Combined LFC-AVR model (b) Two-area tie-line (c) Three-area tie-lines.

The transfer function model of the hydro power plant (G, (s)) is provided in Eq. (3.1). The

definitions of all symbols/terms used in Eq. (3.1) and IPS are provided in List of Symbols
section.
K. K

- Gu)“ 1)
Gy(s)= T, +DGT,, +1) 3.1
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K
The AVR loop of i* area consists of a controller (K ,,(5)), ampliﬁer(—z—,L_’HJ, generator
s a(i)

K K K
[ £ 1]’ exciter (il-),and sensor(—-'('—’] Gi, G2, G3, G4, and Gs are the
s s

I+ STy + Ly +1

coefficients for mutual coupling between AVR and LFC loops. The synchronization
coefficient between * and j* area is represented by Ty The sensor continuously senses the
terminal voltage and provides the error voltage signal after comparing it with the reference
voltage. The controller generates the signal for the amplifier from the error signal. The
amplified signal is then given to the excitation unit to control the field excitation and the
terminal voltage is regulated accordingly.
3.2 Proposed Control Methodology

The PID controller is often used in industrial applications because it is simpler to build
and implement. PID controllers often work effectively, although modified PID control
structures have been shown to be better at combined control of LFC and AVR control loops.
PI-PD is also a modified form of the PID controller, designed to achieve the best transient
and steady-state response while eliminating system errors [141]. The PI controller is located
in feed forward path while PD controller is located in feedback path. The modified structure
of PI-PD has proven that it can effectively improve the dynamic performance of systems.
Recently, the PI-PD controller has been used effectively in a variety of applications [142]-
[150]. The proposed control methodology to control load frequency and terminal voltage in
multi-area IPS is given in Figure 3.2. Eq. (3.2) is used to obtain the control signal U(s)
generated by PI-PD controller with IPS:

U(s)=(K, + %)E(s) —-(K,, +K,5)Y(5) (3.2)

E(s)=Y(s)~R(s) (3.3)
where U(s). Y(s), R(s), and E(s) denote the control, output, reference, and error signals

respectively. X, X,., K,, and K, are the gain coefficients of PI-PD controller. The cost

p1?

function (J) depends on the error signal E(s), which is essentially the difference between the
output signal and the reference signal.
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Figure 3.2: Proposed control methodology with combined LFC-AVR system

The cost function (J) can be computed using different types of error indices such as
the integral of the squared value of the error signal (ISE), the integral of the time multiplied
with the absolute value of the error signal (ITAE), the integral of the time multiplied with the
squared value of the error signal (ITSE), and the integral of the absolute value of error (IAE)

represented by the following equations [8][22]:
Tise.wowsn = [[[Af? + AF2 + AV +AV2 +AP2, Mt

T
Irag,wosra= [ M1 A, | +| AF, |1+ AV, | +| AV, | +| AP, [k
JrTSE. two-area = I:r[qfﬁ + AL+ AV + AV + AP, Mt

T
TR, woren = [ [| A, | +1 AF; | +] AV, | +| AV, | +| AP, [ldt
For three-area IPS, we can write:

Tise. tueearen = [ [AF2 + A2 + Af2 + AV + AV + AV + AB2, + AP2, + AP2, Jdr

r
JlAF..ﬂnee-nm=Io[|M |+1 AL |+ Af 1+ AV, |+|AV,2|+|AV,,|+|AP‘Wl |+]AP,,, | +]AP,,; (lat
JITSE three-area = I:t[Aj;’ + A AR+ AV + AV + AV + AP + AP, + AP Ydt

r
Jrrag. trec-area = IOF[IMI+|%|+|M|+|AVHI+|AV,zI+|AVuI+IAP,,.ﬂ | +1AF,,., | +|AF,,, |t
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where,

AV, =V —Va

3.12)
AV, =V, -V,
AV, = an -V
APpml = APple +Appli¢|.\
AP, ,=AP, . +AP, » (3.13)
Appm: =APpmJl+APm!z

In this study, nature-inspired computation-based algorithms such as LPBO, AOA, and
MPSO have been explored to optimize the cost function (J) using the ITSE error index to
obtain optimal gain coefficients of controllers.
3.3 Nature-Inspired Computation Algorithms

Due to their ability to solve complex valued problems in engineering, nature-inspired
computation algorithms have gained brilliant attention in IPS. Researchers have recently
introduced some new nature-inspired computational algorithms such as artificial rabbits
optimization [151], dandelion optimizer [152], sea-horse optimizer [153], Archimedes
optimization algorithm (AOA) [154], transient search algorithm [155], and learner
performance based behavior optimization (LPBO) [156] etc. Keeping in view their
remarkable contribution in different engineering applications, an effort was made in this work
to effectively control load frequency and terminal voltage using nature-inspired computation
techniques.

3.3.1 Learner Performance based Behavior Optimization (LPBO)

Rashid and Rahman presented a novel nature-inspired learner performance based
behavior optimization (LPBO) technique in 2020. The basic concept behind this algorithm is
based on the fact that how students are admitted to different departments of a university is
based on their high school performance. After admission, students must be able to improve
their intellectual level to improve their skills. In this way, both exploitation and exploration
phases are preserved. In this algorithm, a random population is generated with various ranges
of grade point average (GPA). The applications of some of these learners will be rejected or
accepted based on their fitness. After that, the population is divided in to subpopulation.
Fitness is calculated and is then sorted into separate groups. The new population’s structure is
changed using crossover and mutation operators. A specified number of learners is acquired
by different departments based on the minimum GPA criteria. This rejection and acceptance
process is continued until all departments have their vacancies filled. Population fitness is
improved in each iteration based on group learning, intellectual level, and teaching level
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[156]. Figure 3.3 presents the flow chart of the LPBO algorithm. Note that the LPBO
population represents the PI-PD controller’s parameters in this case.
[ sntakzation of random L8O poputation (M) |

y

Specafy No. of leamers (N),
Crossover and Mutation rate

>
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Figure 3.3: Flow chart of LPBO algorithm
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3.3.2 Archimedes Optimization Algorithm (AOA)

The Archimedes optimization algorithm (AOA) is a new state-of-the-art algorithm
based on the Archimedes principle that can deal with both convex and non-convex problems.
It was invented in 2021 by Fatma and Houssein [154]. It defines the relationship between a
buoyant force and an object submerged in water. The object will sink if the displaced fluid
weight is less than the weight of the object. Similarly, if the displaced fluid and object weight
are equal, the object floats on the fluid. An object has volume, acceleration, and density that
results in the buoyancy force, as a result fluid’s net force is always zero. AOA is a very
effective nature-inspired algorithm in a way that it analyzes a problem with a global optimum
solution.AOA fences in both exploitation and exploration phases since it is a global
optimization algorithm. A comprehensive area must be examined to identify the global
optimum solution of a given problem. Firstly, the fluid’s random position is initialized and
then AOA evaluates the initial population fitness to discover the best possible solution until
the selection criteria are met. The density and volume of each object changes at each AOA
iteration. The new density, volume, and acceleration are obtained using the object’s fitness.
The AOA population represents the PI-PD controller’s parameters. The AOA have been
successfully used in different applications [157]-[161]. Figure 3.4 presents a flow chart
diagram of AOA.

3.3.3 Modified Particle Swarm Optimization (MPSO)

Following the swarm intelligence, Eberhart and Kennedy proposed the PSO algorithm
in 1995 [162]. In PSO, the movement of particles (candidate solutions) over a defined search
space depends upon their velocity and position. The movement of particles is incited by the
best possible positions known as local bests. These local bests lead particles toward the best
possible position [163]. In MPSO, the global learning coefficient is updated using a
combination of existing local and global learning coefficients. The modification in the PSO
algorithm is being made to improve the convergence characteristics of the controller. Figure
3.5 depicts the flow chart of the MPSO algorithm. Remember that in this research work, the
particles represent the PI-PD controller’s parameters.
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3.4 Implementation and Results Discussion

Multiple simulations were carried out in MATLAB/Simulink to express the validation
of the proposed control methodology. Firstly, a two-area single-source IPS was investigated
using LPBO, AOA, and MPSO based PI-PD control schemes for combined control of LFC
and AVR loops. After successful results in a two-area IPS, the proposed method was applied
to a three-area single source IPS. Following the successful results in a three-area IPS, a
sensitivity analysis was also performed by varying the system parameters to confirm the
effectiveness of the proposed control schemes.
3.4.1 Frequency and Voltage Stabilization in a Two-area Single-Source IPS

The two-area IPS model under investigation with a collective LFC-AVR system is
shown in Figure 3.6. The system parameters of the two-area IPS are specified in Appendix A.
The system parameters of area-1 and area-2 were chosen from [14] for a direct comparison of
the proposed methodology with the NLTA-PID controller. The parameters of optimization
algorithms such as MPSO, LPBO, and AOA used in simulations are given in Table 3.1. The
optimal parameters of MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes are
given in Table 3.2. For the sake of the assessment of the proposed control schemes, the
evaluation of the time responses with 2% SLP in each area was carried out and comparisons
were made with the results of NLTA-PID [14]. Further, a comparison between the proposed
control schemes such as MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD is also presented in
detail in this section.
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S50}
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Figure 3.6: Two-area single-source IPS model with LFC and AVR loops

Table 3.1: Parameters setting of MPSO, LPBO, and AOA

MPSO LPBO AOA
Parameter Value Parameter Value Parameter Value
Population size 20 Population size 20 Population size 20
Iterations 10 Iterations 10 Iterations 10
Inertia Weight Crossover
. 1 0.7 Ci(constant) 2
Damping Ratio Percentage
Personal Learning Mutation
] 2.74 0.3 C (constant) 6
Coefficient Percentage
Global Learning .
. 2.88 Mutation Rate 0.03 Cs(constant) 2
Coefficient
Max. Velocity Limit 0.2 Number of Mutants 6 Ci (constant) 0.5
Min. Velocity Limit -0.2 | Number of Offspring | 14 | Range of Normalization (u,!) | 0.9,0.1

29




Table 3.2: Optimal values of controller parameters for a two-area single-source IPS

Controller | NLTA-PID | Controller Proposed Control Schemes
Area | porameters [14] Parameters [MPPSO-PI-PD|LPBO-PI-PD| AOA-PI-PD
Kot 1.995 Ko 1.061 1.064 1.61
Ka 1.943 K 0.630 1.39 1.512
Ka 1.079 Ke 1.162 1.071 1.88
Ke 199 Ka 1.621 1.795 1263
Al —; 1.295 Ko 1.063 1.850 Lol
Kaz 1.107 Ka 1419 0.772 1.68
n . Kot 0.812 0.140 0.68
- - Ka 0.283 0483 037
Kn 1.956 Kes 0.564 0.965 0.90
Ko 1919 Ka 0.792 0.667 0.67
Ko 0.655 Ke 0.775 0.670 1.44
Kot 1.283 Ko 1.106 0.616 1.60
Area-2
Ka 0.586 Ko 1.903 1.522 1.50
Ka 0.819 Ka 1.376 1.325 1.85
- - Kn 0.799 0.507 0.74
- - Ka 0.822 0.526 0.52
ITSE 2.84 ITSE 0.250 0.164 0.1892

Figure 3.7 and 3.8 show the frequency deviation curves of area-1 and area-2 using
NLTA-PID [14], MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a two-
area IPS respectively. It can be seen that the proposed control schemes provided a very
satisfactory frequency deviation response. For area-1 LFC, the settling time of NLTA-PID
[14] was lower than the proposed schemes but at the cost of a high undershoot. NLTA-PID
provided an undershoot of -0.285, whereas the proposed MPSO-PI-PD, LPBO-PI-PD, and
AOA-PI-PD provided-0.130, -0.135, and -0.115 respectively. It can be noticed that the
proposed MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD provided 54%, 53%, and 60%
respectively better undershoot responses as compared to the NLTA-PID controller in area-1
LFC. For area-2 LFC, NLTA-PID provided a quick settling, but it provided an undershoot of
-0.275, whereas the proposed MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD provided-0.135,
-0.170, and -0.120 respectively. The proposed MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD
provided 51%, 38%, and 56% respectively better undershoot responses as compared to the
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NLTA-PID controller in area-2 LFC. The % overshoots and % steady-state (s-s) errors were
almost zero with each proposed technique.
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Figure 3.7: Response of Afj with PI-PD control schemes in a two-area single-source IPS
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Figure 3.8: Response of Af2 with PI-PD control schemes in a two-area single-source IPS
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Tables 3.3 presents the performance specifications of frequency deviation responses
using NLTA-PID, MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a two-

area IPS respectively.
Table 3.3: Performance specifications of frequency deviation responses in a two-area single-
source IPS
Area-1 Ares-2
Control Settling . Setting .
s 2 ot 22 | o 2
NLTA-PID {14] | 2.120 0.0005 -0.285 0 2.592 0 -0.275 0
MPSO-PI-PD | 4.540 0 -0.13 0 492 0 -0.135 0
LPBO-PI-PD 6.95 0.005 -0.135 0 4,04 0 -0.17 0
AOA-PI-PD 6.675 0 -0.115 0 4.69 0 -0.12 0

Figure 3.9 and 3.10 show the terminal voltage of area-1 and area-2 AVR using the
NLTA-PID, MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a two-area
IPS respectively. It is clear that the proposed control schemes provided a very satisfactory
transient response in both area-1 and area-2 AVRs. It is identified that NLTA-PID provided
18% and 17% overshoot in area-1 and area-2 respectively, but the proposed technique
provided a negligible % overshoot at the cost of the settling time with all tuning techniques. It
can be observed that the proposed LPBO-PI-PD and AOA-PI-PD control schemes produced
settling times approximately the same as those achieved by NLTA-PID.
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Figure 3.9: Response of Vu with PI-PD control schemes in a two-area single-source IPS
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Tables 3.4 presents the performance specifications of terminal voltage responses
using NLTA-PID, MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a two-
area IPS respectively.

Table 3.4: Performance specifications of terminal voltage responses in a two-area single-

source IPS

Control -
Scheme | i s;.‘im"“"‘ % |%ss| e |SelmEl o oy,
Overshoot | Error Overshoot | Error

(s) ) (s) _ )

NLTA-PID[14]| 0.129 | 1.24 18.80 0 0.154 0.89 17.75 0
MPSO-PI-PD | 0.653 | 3.30 0 0 1.077 3.17 0.0003 0
LPBO-PI-PD | 0454 | 122 0.28 0 0.464 1.38 0 0
AOA-PI-PD | 0.610 | 1.23 0.27 0 0.435 1.49 0 0

Figure 3.11 shows the tie-line power deviation responses using NLTA-PID, MPSO-
PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a two-area IPS respectively. It can
be observed from the results that LPBO-PI-PD and AOA-PI-PD provided tie-line power
deviation responses with no undershoot; however, this was at the cost of a slightly small
overshoot. The performance responses provided by MPSO-PI-PD, LPBO-PI-PD, and AOA-
PI-PD control schemes are satisfactory.
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Figure 3.11: Response of APy with PI-PD control scheme in a two-area single-source IPS

Figure 3.12 and 3.13 show the graphical comparisons of the performance
specifications frequency deviation and terminal voltage responses using NLTA-PID, MPSO-
PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a two-area IPS respectively.

8 e - e ——— !
7 - - - * !
] 5 4" -
6 -- - - : |
4 -
5 o
s - Y- ———— - aNTAPD | 3 - < =t. <~ UNLTAPID
‘ 3 -18§-- - ——-.  WMPSO-PPD ) ___ WMPsO-PI-PD
2 4 AOA-PI-PD i AOA-PI-PD
1 i ~eses - wiPROPPD | ) 4LPBO-PI-PD
0 I 0
S .
42;;3\ & , @c}*‘#
'\ ,
f-f'& ef' o\o N
(@ (b

Figure 3.12: Graphical comparisons of performance specifications of frequency deviation
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It is very clear that the proposed PI-PD control schemes provided relatively better
responses in terms of the undershoots in LFC loop and % overshoot in AVR loop as
compared to NLTA-PID controller. Therefore, it is concluded that the proposed MPSO-PI-
PD, LPBO-PI-PD, and AOA-PI-PD were effective for maintaining the load frequency and

terminal voltage within the prescribed values with a satisfactory performance in a two-area
IPS.

34.2 Frequency and Voltage Stabilization in a Three-area Single-Source IPS

In this section, the proposed methodology is applied to a three-area IPS model with
2% SLP for combined control LFC and AVR loops. The model under study is presented in
Figure 3.14, while the model parameters are provided in Appendix A.
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Figure 3.14: Three-area single-source IPS model with LFC and AVR loops

The optimal values of MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD for a three-area
IPS with combined LFC and AVR are given in Table 3.5. Figure 3.15, 3.16, and 3.17 show
the frequency deviation responses using MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD
control schemes in a three-area IPS respectively while Tables 3.6 presents the performance
specifications of frequency deviation responses using MPSO-PI-PD, LPBO-PI-PD, and
AOA-PI-PD control schemes respectively. For area-1 LFC, LPBO-PI-PD provided 14% and
31% quick settling times as compared to the MPSO-PI-PD and AOA-PI-PD control schemes
respectively. The % overshoot and % steady-state (s-s) error were zero in each case. Further,
MPSO-PI-PD exhibited 30% and 20% better undershoot responses as compared to the
LPBO-PI-PD and AOA-PI-PD control schemes respectively. For area-2 LFC, LPBO-PI-PD
yielded 3.3% and 11% quick settling times, as compared to the MPSO-PI-PD and AOA-PI-
PD control schemes respectively. The % overshoot and % steady-state (s-s) error were zero in
each case. Further, AOA-PI-PD exhibited 4.16% and 5.74% better undershoot responses as
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compared to the MPSO-PI-PD and LPBO-PI-PD control schemes respectively. For area-3
LFC, MPSO-PI-PD provided 25% and 16% quick settling times as compared to the LPBO-
PI-PD and AOA-PI-PD control schemes respectively. The % overshoot and % steady-state
(s-s) error were again zero in each case. Further, AOA-PI-PD exhibited 22% and 34% better
undershoot responses as compared to the MPSO-PI-PD and LPBO-PI-PD control schemes
respectively.

Table 3.5: Optimal values of controller parameters for a three-area single-source IPS

Controller Proposed Control Schemes
Ares Parameters MPSO-PI-PD LPBO-FI-PD AOA-FI-FPD
Kot 1.0995 0.66 1.51
Ka 1.1028 0.59 129
K 1.2737 0.96 -0.38
Arca.l Ka 0.831 0.53 0.55
Kps 1.5371 1.56 0.88
Ka 1.965 1.62 191
Kps 1.2543 0.85 1.13
Ko 0.5936 0.56 0.5
Kps 1.1106 0.77 0.86
Kas 0.9076 0.61 0.71
Kes 0.8639 1.48 1.55
Arca? Kas 1.3118 1.03 0.86
Ky 1.7917 1.68 1.91
Ku 1.8286 1.57 1.97
K 0.9068 0.83 1.074
K 0.6882 0.73 1.071
Ko 0.7914 0.78 1.9
Kis 1.0795 1.12 1.26
Koio 1.2741 0.66 1.64
0.8581 1.56 0.42
Ares-3
Kot 1.2282 1.29 1.63
K 1.4326 1.3 1.69
Koz 0.9527 0.77 1.43
Ks 0.5874 0.45 1.33
ITSE 0.35 0.34 0.49

38



......... MPSO-PIPD |

0
Y weemees LPBO-PI-PD
= = sAOA-PIPD |'
]
-0.05 - 4
01- K
N
T
'a '
0.15 - 4
!
0.2 - -
-0.25 — -1 1 - N - -0 - [ R <
0 4 ] 8 10 12
Time(Sec)

Figure 3.15: Response of Afj with PI-PD control schemes in a three-area single-source IPS
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Figure 3.16: Response of Af; with PI-PD control schemes in a three-area single-source IPS
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Figure 3.17: Response of Af; with PI-PD control schemes in a three-area single-source IPS

Table 3.6: Performance specifications of frequency deviation responses in a three-area single-

source IPS

Contro Settling 9 % s

Area Schemel T(l:')u Over/s.hoot Undershoot E:'mr
MPSO-PI-PD 543 0 -0.14 0
Area-1 LPBO-PI-PD 4.65 0 -0.20 0
AOA-PI-PD 6.73 0 -0.175 0
MPSO-PI-PD 5.04 0 -0.120 0
Area-2 LPBO-PI-PD 4.87 0 -0.122 0
AOA-PI-PD 5.46 0 -0.115 0
PSO-PI-PD 5.40 0 -0.122 0
Area-3 LPBO-PI-PD 7.16 0 -0.143 0
AOA-PI-PD 6.40 0 -0.095 0

Figure 3.18, 3.19, and 3.20 show the terminal voltage responses of area-1, area-2, and
area-3 using MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes in a three-area

IPS respectively while Table 3.7 presents the performance specifications of terminal voltage
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responses using the MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes
respectively. For area-1 AVR, AOA-PI-PD provided 26% and 2% quick rise times as
compared to the MPSO-PI-PD and LPBO-PI-PD control schemes respectively. Moreover,
AOA-PI-PD yielded 38% and 29% fast settling times as compared to the MPSO-PI-PD and
LPBO-PI-PD control schemes respectively. Further, it was observed that the % overshoot and
% steady-state (s-s) error were almost zero with each tuning technique in area-1 AVR. For
area-2 AVR, MPSO-PI-PD offered 3% and 13% quick rise times as compared to the LPBO-
PI-PD and AOA-PI-PD control schemes respectively. Moreover, AOA-PI-PD provided 21%
and 19% fast settling times as compared to the MPSO-PI-PD and LPBO-PI-PD control
schemes respectively. Further, it can be seen that the % overshoot and % steady-state (s-s)
error were almost zero with each tuning technique in area-2 AVR. For area-3 AVR, LPBO-
PI-PD produced 64% and 73% quick rise times as compared to the MPSO-PI-PD and AOA-
PI-PD control schemes respectively. Moreover, AOA-PI-PD provided 0.3% and 5.45% fast
settling times as compared to the MPSO-PI-PD and LPBO-PI-PD control schemes
respectively. Further, it can be seen that the % overshoot and % steady-state (s-s) error were
negligible with each tuning technique in area-3 AVR.
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Figure 3.18: Response of Vu with PI-PD control schemes in a three-area single-source IPS
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'S L

seseassse MPSO-PI-PD
LPBO-PI-PD
- = AOA-PI-PD

2 3

Time(Sec)

T [--T-S-nTAT'EO-_PlTPFI
- - LPBO-PI-PD |
T AOAPHPD
I
L HE ]
.
» : /1 4
!
L, 4
1
0 1 2 3 4 5 6

Time(Sec)

42



Table 3.7: Performance specifications of terminal voltage responses in a three-area single-

source IPS
Area Control Rise Time | Settling Time % % s-3
Scheme (s) (s) Overshoot Error
MPSO-PI-PD 1.53 348 0 0
Area-1 LPBO-PI-PD 1.15 3.01 0 0
AQA-PI-PD 1.13 2.15 0.08 0
MPSO-PI-PD 0.95 2.4 0 0
Area-2 LPBO-PI-PD 0.98 2.37 0 0
AOA-PI-PD 1.09 1.92 0.37 0
MPSO-PI-PD 1.32 3.30 0 0
Area-3 LPBO-PI-PD 0.48 3.48 0.001 0
AOA-PI-PD 1.75 3.29 0 0

Figure 3.21 and 3.22 show the graphical comparisons of the performance specifications
of frequency deviation and terminal voltage responses using MPSO-PI-PD, LPBO-PI-PD,
and AOA-PI-PD control schemes in a three-area single--source IPS.

8 - |
7. !
6
5 L]
T :
‘; s £ 3 MPSO-PI-PD 4 MPSO-PI-PD
E - 1
2 ; W LPBO-PI-PD @LPBO-PI-PD !
oo T AOA-PI-PD AOAPIPD |
- ' i
f X (Y
4(\6& #P q}‘o
&\& c\é id
P
’ - [ — - —— - — —— — —.——— - - 1
(a)

. 2 MPSO-PI-PD
- -+ - alLPBO-PHPD

" em.. . AOAPIPD
e
A

©
Figure 3.21: Graphical comparisons of performance specifications of frequency deviation
responses using PI-PD control schemes in a three-area single-source IPS
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Figure 3.23, 3.24, and 3.25 show the tie-line power deviation responses in area-1,
area-2, and area-3 using the MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD control schemes
in a three-area single-source IPS respectively. It can be inferred that PI-PD based control
schemes including MPSO-PI-PD, LPBO-PI-PD, and AOA-PI-PD yielded satisfactory tie-line

power deviation responses with negligible undershoots and % overshoot in the three-area

IPS.
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Figure 3.25: Response of APse3 with PI-PD control schemes in a three-area single-source IPS

3.4.3 Sensitivity Analysis of a Three-area Single-Source IPS

In this section, the robustness of the proposed nature-inspired computation based PI-
PD control scheme was tested with large variations in the system parameters of the three-area
IPS for combined control of load frequency and terminal voltage. Each area of IPS was again
subjected to 2% SLP. The generator time constant (Tg) and turbine time constant (T¢) were
varied to A + 50% of their nominal values. The optimum parameters of the PI-PD control
scheme were same as used in previous section. The frequency deviation responses using PI-
PD control scheme with variations in T; are depicted in Figures 3.26, 3.27, and 3.28
respectively whereas terminal voltage responses are provided in Figures 3.29, 3.30, and 3.31
respectively. Similarly, frequency deviation responses using PI-PD control scheme with
variations in Ty are provided in Figures 3.32, 3.33, and 3.34 respectively whereas terminal
voltage responses are presented in Figures 3.35, 3.36, and 3.37 respectively. Tables 3.8 and
3.9 present the performance specifications of frequency deviation and terminal voltage
responses while Figure 3.38 and 3.39 show the graphical comparisons of the performance
specifications in this scenario. From the obtained results, it is evident the % overshoot and %
steady-state (s-s) error were almost zero in each case. The terminal voltage responses are
almost indistinguishable to each other, despite the variation in system parameters. It is clearly
observed that the system response under A + 50% variations was very identical to response
with nominal values. This indicates that the proposed LPBO-PI-PD control scheme is very
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robust under variations in system parameters. These results clearly reveal that the re-tuning of
the proposed controller is not necessary with large variations of atleast A + 50%.
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Figure 3.26: Response of Afi with variations in Tiusing PI-PD control scheme in a three-area
single-source IPS
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Figure 3.27: Response of Af; with variations in T; using PI-PD control scheme in a three-area
single-source IPS
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Figure 3.29: Response of ¥y with variations in Tiusing PI-PD control scheme in a three-area
single-source IPS
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Figure 3.30: Response of ¥ with variations in Tt using PI-PD control scheme in a three-area
single-source IPS
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Figure 3.31: Response of Fi3 with variations in T;using PI-PD control scheme in a three-area
single-source IPS
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Figure 3.33: Response of Af2 with variations in Ty using PI-PD control scheme in a three-area
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Figure 3.34: Response of Afy with variations in Tgusing PI-PD control scheme in a three-area
single-source IPS
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Table 3.8: Settling time responses using PI-PD control scheme with variations in system

parameters
Settling Time [LFC] Settling Time [AVR]
Case ® ®
o M | A | V| Ve | Ve
Nominal Ty, T, 4.65 ag1 | 116 | 300 | 237 | 348
YTy R———
S0% vriationin | -, o a76 | 102 | 274 | 21 3.56
Tgh le! Tﬂ
-50% variationin |, 495 | 132 | 325 | 259 | 356
Tlh leo TBJ
- ——
50% variation in 463 5.01 7.18 3.03 2.38 348
Tu, To, T
-50% variation in 4.60 4an 7.11 299 2.36 348
Tu, T, Tn

Table 3.9: Overshoot and undershoot responses using PI-PD control scheme with variations

in system parameters
% Overshoot % Overshoot % Undershoot
Case @LFC) (AVR) (LFC)
M A A Val|l Vel Vo | M AL | A6
Nominal T, T: 0 0 0 0 0 0 0.2 0.12 | -0.14
+50%variationin | o 1 o | o [ o | o | 34| 019 | -013 | 0.16
Ta1, Tp, Tgs
-50% variation in
0 0 0 0 0 0 -0.22 0.13 | -0.13
Tgh lei Tﬂ
+50% variation in
0 0 0 0 0 -0.25 -0.13 | -0.15
Ttl, T|2, TIS 0
-50% variation in
0 0 0 0 0 -0.16 -0.13 | -0.14
Tu, Tz, T 0
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CHAPTER 4
Frequency and Voltage Stabilization in Multi-area Multi-source IPS

with/without Nonlinearities

This chapter deals with the design and implementation of the proportional integral-
proportional derivative (PI-PD) controller for two- and three-area multi-source
interconnected power systems with/without nonlinearities using nature inspired computation
algorithms including dandelion optimizer (DO), learner performance based behavior
optimization (LPBO), Archimedes optimization algorithm (AOA) and modified particle
swarm optimization (MPSQ).
4.1 Mathematical Modeling of Power System

The multi-area multi-source IPS under study is shown in Figure 4.1. The IPS consists
of multiple areas with three different generation units including thermal reheat, hydro, and
gas systems in each area [25]. The LFC loop of i* area has a controller (K, .(s)), #* area’s

bias factor(B, ) , thermal reheat speed regulation (R), hydro speed regulation (R,), gas speed

K
regulation (R,), and generator/load ( 2 )with different blocks of power generation

STy +1

units. The thermal reheat unit consists of thermal governor ( J, reheat turbine

sT +1
-4

sT +1

n

sT +1

r

KT
(-A), and thermal turbine ( ) ; hydro unit includes hydro governor

1 . . sT. +1 1-sT,
, and transient droop co tion o , hydro turbine | ———— |;
[.ﬂ}, +1) P ot (sT,,, +1) (1+0.51:s)

Xs+1
Ys+1

), valve position ( ), fuel system

gas unit comprises gas govemor(
bs+c

1
sT,, +1

ae()

[1_—_.9_12,,} and compressor discharge system (

|+ sT ) APDU)’M') ,AV,(,,.and AF,
Vi

denote the load deviation, frequency deviation, deviation in terminal voltage, and tie-line
power deviation respectively. V,,,,. ¥, ,,,,, and ¥, refer to the terminal voltage, reference

voltage, and sensor voltage in i area respectively. The AVR loop of i area consists of a
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K K K
ntroller (K , lifier| —2=— |, tor 2 | exciter ) __ 1, and
controller (K g2 (+)) , amp er(sr )genm (sT 1] (sr +1J

a(r) g(n e(1)

K
sensor(——i%'—l-J . Ki, K3, K3, Ka, and P, are the coefficients for mutual coupling between
s s(f)

AVR and LFC loops. The synchronization coefficient between i* and j* area is represented
by Ty.

(@)
A, o+ ()
o
M:' s
¥ 3 T, | ae,
A, - s
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Figure 4.1: Power System
(a) Combined LFC-AVR model (b) Two-area tie-line (c) Three-area tie-lines

The transfer function models of the reheat thermal(G,(s)), gas (G.(s)), and hydro
(G, (s))systems provided in Eq. (4.1), (4.2), and (4.3) respectively. The definitions of all
symbols/terms used in Eq. (4.1-4.3) and IPS are provided in List of Symbols section.

_ +T K s

Grlo)= (4T sX1+ T sY1+T,s) @D
_ a(l-TsX1+ Xs)

Cole) = T T oI+ T s+ NI+ ) 4.2)

6.6) (1+T,sX1-T.5) 43)

T+ T,s)1+T,s)1+0.5T.5)
4.2. Nonlinearities

Several nonlinearities, including GRC, GDB, and BD, have been included in the
multi-area multi-source IPS to increase the realism of the system. In this section, the details
of each nonlinear component of the existing power system are explained.

4.2.1 Generation Rate Constraint (GRC)

The steam turbine is subject to thermodynamic and mechanical constraints, which are
the main causes of GRC. The modeling of the power system must take this limitation into
account, otherwise the system is likely to be subjected to severe turbulence leading to
governor wear. The saturation type nonlinearity is used to characterize GRC, which
fundamentally limits the steam turbine. The GRC of a thermal power plant is often lower than
that of a hydroelectric plant. For a hydropower plant, the GRC is 360%/minute for lower
generation and 270%/minute for higher generation. For a thermal power plant, the GRC is an
upper limit of +3%/minute and a lower limit of -3%/minute [164].

4.2.2 Governor Dead Band (GDB)

The GDB is the measure of the total steady-state velocity variations that do not

change the governor valve. The GDB is always defined as a percentage of the rated speed and
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reflects the insensitivity of the speed control mechanism. GDB causes oscillations of the
system and increases the perceived inaccuracy in steady state. To express the GDB and its
transfer function model, backlash form of nonlinearity is used [165]. In this work, the value
of GDB is assumed to be £0.036%.
4.2.3 Boiler Dynamics (BD)

The model of the transfer function of the boiler dynamics is shown in Figure 4.2
[166]. The combustion control is included in the proposed model. The boiler system receives
preheated input water and generates pressurized steam. When the boiler control system
detects changes in pressure deviations and steam flow rate, the necessary controls are
immediately applied [1][166]. This model can be used to study coal-fired plants with well-
tuned combustion control as well as oil- or gas-fired plants with poor combustion control.

Steam Generation

A Steam Flow

Pressure 53.32¢ +2.855+ 0.03
Controt 695 +5
Boiler | L v
Storage | 200s n Fuel
r 10s+1 | System
A Fuel Flow

Figure 4.2: Transfer function model of boiler dynamics
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4.3 Proposed Methodology

PI-PD controller has been investigated for simultaneous control of AVR and LFC
loops in multi-area multi-source IPSs due to the excellent performance presented in the
previous chapter. The proposed control methodology to control load frequency and terminal
voltage in a four-area IPS is given in Figure 4.3. Eq. (4.4) is used to obtain the control signal
U(s) generated by PI-PD controller with IPS:

U(s)=(K,,.+§)E(s)—(K,,+K.s)Y(s) (4.4)

E(s)=Y(s)-R(s) 4.5)
where U(s), Y(s), R(s), and E(s) denote the control, output, reference, and error signals

respectively. X,,, K,,, K, , and K, are the gain coefficients of PI-PD controller.

p1?

Figure 4.3: Proposed control methodology

The cost function (J) is optimized using nature-inspired computational strategies to
determine the best controller parameters. In this work, DO algorithm has been explored for
the optimization of the cost function (J). There are various error indices but ITSE has been
used to formulate the cost function (J) as follows:

sk, woares = [HAS? +AF2 +AVE +AVS +ABS, 1dt (4.6)

T ) ) ) i) ) 2 3
Ik ireoares = [ AR +AFF +AF + AV + AV +AVS + AP + AFL, + AP )dt - (4.7)
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where,

>

Va

an ~Va

>

Vg —

Vu'f -

=

Va 2 (4.8)

>
N

Vs

[£]

AP, =AP_ ., +AP,
AP, ,=AP, , +AP 4.9)
Appms =APpl|l3| +Appmzz

4.4 Dandelion Optimizer (DO)

Shijie Zhao proposed the DO algorithm in 2022. The dandelion is a plant that uses the
wind to spread its seeds [167]. During the rising phase, a vortex forms above the dandelion
seed, and it rises as it is propelled aloft by wind and sunlight. In contrast, on a rainy day,
there are no vortices over the seed. In this situation, only a local search is possible. When the
seeds reach a certain height in the descending phase, they begin to sink steadily. In the
landing phase, the dandelion seeds finally land by chance in a place where they develop new
dandelions due to the influence of wind and weather. By passing on its seeds to the next
generation, the dandelion continues to develop its population. The four main stages of the DO
algorithm are listed below.

4.4.1 Initialization

It is considered that each dandelion seed in the DO algorithm indicates a potential

solution. The population of DO can be expressed as:

E S x>
population=|" 4.10)
L — Xom
where, pop and Dim stand for the population size and the dimension of the variable

respectively.
Between the specified problem’s upper bound (UB) and lower bound (LB), each possible
solution is produced at random and i* individual X, can be expressed as:

X, =randx(UB—-LB)+ LB (4.11)
where, i is an integer between 1 and pop whereas rand represents a random number between
Oand 1.

UB and LB can be written as:
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(4.12)

According to DO, the initial elite is the individual with the highest fitness value, which is
referred to as the best position for the dandelion seed to grow. The initial elite’s mathematical
formulation, using the minimal value as an illustration is:

Soen =min(f(X)))

X =X(find(foe = f(X)))
4.4.2 Rising stage

In order to float away from their parent plant, dandelion seeds must reach a specific

height during the rising stage. Dandelion seeds rise to various heights depending on the air
humidity and wind speed etc. The two weather conditions in this instance are as follows.
Case 1:
Wind speeds on a clear day can be thought of as having a lognormal distribution.
InY ~N(,0%). The wind speed affects how high a dandelion seed will rise. If wind is

stronger, dandelion flies higher and seeds scatter farther.
X=X +axy, xy,xIn¥Y x(X,—-X,) (4.14)
where, X, shows the randomly selected position at iteration t and X; shows the dandelion
seed’s position at iteration t.

Eq. (21) shows the expression for the randomly generated position:

4.13)

X, = rand(l, Dimy*(UB~ LB)+ LB (4.15)
InY shows a lognormal distribution subject to u= 0 and o= 1.
1 1 >0
—_— ———(In y)? yz
iy ={ 4z P 77 V] (4.16)
0 y<o0

where, y indicates the standard normal distribution (0, 1).

a=rand()x(;l-z-t’—}2,-t+l) (4.17)

where, a represents a random perturbation between [0, 1].
vyand vy demonstrate the dandelion’s lift component coefficients.

(4.18)

where, 0 varies randomly between [-r, 7].
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Case 2:
Due to humidity and air resistance, dandelion seeds struggle to rise properly with the wind on
wet day.
’Yt+l =X, e X k

k=1-rand()*q
A dandelion uses k to control its local search area. The domain (q) can be obtained using Eq.
(34) as:

(4.19)

1 1 1
=oa oo T (4.20)
The mathematical equation for the dandelion seed’s ascending stage is finally:
Xz X, =X, +axv xv,xIn¥x(X,-X,)| randn<1.5
H X’+1 =X, xk else (4.21)

The random number generated by the function randn() follows the normal distribution.
443 Descending stage

In this stage, dandelion seeds rise to a particular height and then slowly sink
(exploration phase). Brown motion is employed in DO to replicate the trajectory of a

dandelion as it moves.
Xin=X, —-ax/?,x(Xm._, —axfxX,) (4.22)
where, i indicates the Brownian motion.
1
Xm = ’Yn 4,
s (4.23)

4.4.4 Landing stage

The DO algorithm concentrates on exploitation in this last stage. The dandelion seed
makes its landing location at random based on the results of the prior two stages. The
algorithm should converge to the optimal solution as the iterations increasingly advance.
The population’s evolution finally leads to the following global optimal solution:

X =X e TIew(A)xax(X,,, —X,x5) (4.24)
where, Xeice denotes the seed’s optimal position.
levy(A) = 5% (4.25)
|t}

where, sis 0.01, B is a random number and its values may vary between 0 and 2. f and w are
arbitrary numbers in the range [0, 1]. o is expressed mathematically as follows:

rd+B)x sin(%)

4B, BT
F(z)xsm(z)

o=

(4.26)

The value of § is 1.5 whereas & can be obtained as:
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5=2 4.27)

The flow chart of DO algorithm is provided in Figure 4.4.

initiakize dandelion
seeds (X)

.

Calculate the fitness value of
each dandelion seeds

T

Select the best dandellon seed
Kot according to fitness

randn{} <1.5

|

Land Stage

|

Update the X,
and find its fitness

Figure 4.4: Flow chart of DO
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4.5 Implementation and Results Discussion

To express the validation of the proposed control methods, numerous simulations
were performed in MATLAB/Simulink to analyze the results. First, two-area multi-source
IPS was examined using the PI-PD control methods based on the AOA, LPBO, MPSO,, and
DO algorithms. In this IPS, both areas had three generating units including thermal reheat,
gas, and hydro. The successful results led to the application of the proposed methodology to
the same IPS with additional nonlinearities such as BD, GDB, and GRC. Finally, to confirm
the exceptional performance of the proposed control method, three-area multi-source IPS
with nonlinearities was also studied.
4.5.1 Frequency and Voltage Stabilization in a Two-area Multi-source IPS without
Nonlinearities

Figure 4.5 shows the two-area multi-source IPS. The system parameters of the two-
area IPS are given in Appendix B. The analysis of the dynamic response of the power system
was performed with 10% SLP in area-1. The parameters of the optimization algorithms are
given in Table 4.1. The optimal parameters of AOA, LPBO, MPSO, and DO based control
methods are shown in Table 4.2. To evaluate the proposed DO based PI-PD control methods,
the time response of each control method is evaluated and compared with the results of
HAEFA fuzzy PID, AOA, LPBO, and MPSO based PI-PD controllers.
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Figure 4.5: Two-area multi-source IPS model without nonlinearities
Table 4.1: Parameters setting of AOA, LPBO, MPSO, and DO
AOA LPBO MPSO DO
Parameter Value Parameter Value Parameter Value Parameter Value
Iterations 4,64 Iterations 464 [terations 5,6.5 Iterations 5.6,5
Crossover Inertia Weight Lower
G 2 Percentage 0.65 Damping Ratio ! Bound 0
. Personal
C; 6 P“:r::‘;m 03 Learning 2.74 ggu"; 2
ge Coefficient
Mutation Global Population
G 2 R 0.03 Learning 2.8 o 20,10,20
te . size
Coefficient
Number of Max. Velocity
Cs 0.5 Mutants 6 Limit 0.2 - -
Range of . .
Normalization | 09,01 | Numberof 14 Min. Velocity | 45 - -
Offspring Limit
(wl)
Population size | 25, 10,25 Popsl;l;hon 20,13,20 | Population size | 20,10,20 - -

65




Table 4.2: Optimal values of controller parameters for a two-area multi-source IPS without

nonlinearities
Area | Controller | AOAbssed | LPBObased | MPSO based DO based
Parameters PI-PD PI-PD PI-PD P1-PD
Ky 1.59 1.09 0.46 0.97
Ku 0.93 1.10 0.78 1.97
Kp2 0.89 1.44 1.14 0.67
Ka 1.57 1.27 1.47 1.39
Area-1 Kgs 1.32 1.82 1.06 2
Ka 1.87 1.22 1.73 1.83
Kot 1.29 0.35 1.20 0.67
Ko 0.73 0.42 0.73 0.75
Kos 1.59 0.68 1.16 1.03
Ka 0.94 0.68 0.17 0.23
Kos 1.13 1.24 0.97 0.73
Ko 1.34 1.60 1.56 0.92
Area-2 Ky 1.82 1.78 1.38 2
Ku 1.73 1.57 1.60 L1
K 1.04 0.96 0.98 0.33
Ka 0.97 0.93 0.66 0.77
ITSE 0.35 0.28 0.39 0.24

The frequency deviation responses of area-1 and area-2 are shown in Figure
4.6 and 4.7 while Tables 4.3 presents the performance specifications using DO, AOA,

LPBO, and MPSO based PI-PD control methodologies.
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Figure 4.6: Response of Af; with PI-PD control methodologies in a two-area multi-source IPS
without nonlinearities
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Figure 4.7: Response of Af2 with PI-PD control methodologies in a two-area multi-source IPS
without nonlinearities

As can be seen, the frequency deviation responses from the suggested control
methodologies are quite good. For area-1 LFC, DO based PI-PD provided settling time of
5.44s, which is lower than other control methodologies and relatively 53% better than
HAEFA Fuzzy PID controller [25]. Particularly, AOA and LPBO based PI-PD yielded zero
% overshoot. The MPSO based PI-PD gave a settling time of 5.60s for area-2 LFC, which is
less than other control methodologies, that is 32% better than HAEFA Fuzzy PID controller.
AOA and LPBO based PI-PD control methodologies provided zero % overshoot in both
areas. The steady-state error is always zero when using the suggested methods.

Table 4.3: Performance specifications of frequency deviation responses in a two-area multi-
source IPS without nonlinearities

Ares-1 Ares-2
Control Settling N Settling .
Methodology T;-{e Overboo | Undershoot | 2% 8 T::;le Overiioog | Undershoot | 76 &4
HAEFA Fuzzy PID[25] | 1161 | 0.0009 001 0 | 828 | 00002 | <0032 | 0O
AOA based PIPD 6.2 0 20,004 0 | 612 0 20,094 0
LPBO based PLPD 714 0 20.108 0 | 730 0 0.102 0
MPSO based PIPD 555 | 0.001 0,094 0 | 560 | 0001 20,095 0
DO based PLPD 544 | 0004 0,126 0 | 561 | 0004 20.130 0
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The terminal voltage responses of area-1 and area-2 are shown in Figure 4.8 and 4.9
while Tables 4.4 presents the performance specifications using DO, AOA, LPBO, and MPSO
based PI-PD control methodologies. As can be observed, the terminal voltage responses
produced by the suggested control methodologies were quite excellent. The proposed DO
based P1-PD produced settling time of 1.32s and 1.40s in area-1 and area-2 AVR, which are
lower than others. DO based PI-PD provided relatively 40% and 31% better AVR’s settling
time response compared to HAEFA Fuzzy PID controller in area-1 and area-2 AVR
respectively. AOA based PI-PD provided 0.0020% overshoot in area-1 AVR whereas LPBO
based PI-PD provided 0.016% overshoot in area-2 AVR. AOA based PI-PD yielded 99%
relatively better overshoot response in area-1 whereas LPBO based PI-PD produced 99.8%
better overshoot response in area-2 AVR respectively compared to HAEFA Fuzzy PID
controller. Furthermore, the steady-state error is zero in each case using the suggested
methods.
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Figure 4.8: Response of ¥y with PI-PD control methodologies in a two-area multi-source IPS

without nonlinearities
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without nonlinearities

Table 4.4: Performance specifications of terminal voltage responses in a two-area multi-

source IPS without nonlinearities
Area-1 Area-2
Control tting ttling
Methodology s';‘ime % % s8-8 Se . % % s-s
® QOvershoot | Error ® Overshoot | Error
HAEFA Fuzzy PID [25] 221 12 0 2.02 14 0
AOA based PI-PD 2.85 0.0020 0 245 0.040 0
LPBO based PI-PD 2.10 10.80 0 2.66 0.016 0
MPSO based PI-PD 230 0.43 0 2.60 3.99¢-04 0
DO based PI-PD 1.32 1.63 0 1.40 1.94 0

The tie-line power deviation responses are shown in Figure 4.10 while Tables 4.5
presents the performance specifications using DO, AOA, LPBO, and MPSO based PI-PD
control methodologies. It can be observed that LPBO based PI-PD produced settling time of
3.87s that is better than other control methodologies, that is 75% relatively better than
HAEFA Fuzzy PID controller. Moreover, each proposed control methodology provided
negligible % overshoot and undershoot responses. With each control methodology, the

steady-state error is zero, as can be observed.
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Figure 4.10: Response of APse with PI-PD control methodologies in a two-area multi-source
IPS without nonlinearities

Table 4.5: Performance specifications of tie-line power deviation responses in a two-area
multi-source IPS without nonlinearities

Control Setling | o, % 8-

Methodology T::';‘ Overshoot | UPdeTBo0t | o ror
HAEFA Fuzzy PID [25] | 1559 | 0.0005 20,0035 0
AOAbascd PIPD | 1280 | 0.0023 20,021 0
IPBObascd PLPD | 387 | 0.027 20.057 0
MPSObascd PIPD | 13.60 | 0.00125 20.022 0
DO based PLPD 884 0.006 00235 0

Figure 4.11, 4.12, and 4.13 show the graphical comparisons of the performance
specifications frequency deviation, terminal voltage, and tie-line power deviation responses
using AOA, LPBO, MPSQ, and DO based PI-PD control methodologies. In comparison to
the HAEFA fuzzy PID controller, DO based PI-PD based control methodology offered

relatively superior frequency deviation, terminal voltage, and tie-line power deviation
responses.
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nonlinearities

45.2 Frequency and Voltage Stabilization in a Two-area Multi-source IPS with
Nonlinearities

In this section, the proposed methods were applied to two-area multi-source IPS with
BD, GRC, and GDB nonlinearities. In addition, the dynamic analysis of the power system
was performed with 5% SLP in area-1 and area-2. The model under study is shown in Figure
4.14 and the parameters of the IPS model are listed in Appendix B.
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Table 4.6 provides the optimum values of AOA, LPBO, MPSO, and DO based PI-PD
controllers for two-area realistic IPS with nonlinearities. The frequency deviation responses
of area-1 and area-2 are shown in Figure 4.15 and 4.16 while Tables 4.7 presents the
performance specifications using DO, AOA, LPBO, and MPSO based PI-PD control

methodologies.
Table 4.6: Optimal values of controller parameters for a two-area multi-source IPS with
nonlinearities
Are Controller AOA based | LPBO based MPSO DO based
* | Parameters | PI-PD PI-PD | based PIPD | PI-PD
Ko 0.24 0.0069 0.40 1.05
Ku 0.20 0.10 1.24 1.74
Ko 0.65 1.46 0 0.63
Ka 0.95 1.76 0.89 2
Area-1
K 1.66 1.91 1.34 1.92
Ka 1.62 1.52 1.82 1.98
Kot 0.75 0.94 0.91 132
Ko 1.68 1.42 0.32 0.92
Kps 0.87 1.49 1.49 1.14
Ka 0.66 0.68 0.85 1.21
Ky 1.84 1.72 1.68 1.17
Ka 1.86 0.53 0.40 1.77
Area-2
Ky 1.31 1.17 1.94 1.37
Ka 1.16 1.73 1.70 0.80
Kps 0.37 1.68 1.59 0.39
Ks 0.28 0.31 1.48 0.62
ITSE 048 043 0.45 0.35

DO based PI-PD control method gave settling time of 7.21s for area-1 LFC, which is
comparatively 0.7%, 13%, and 7% better than AOA, LPBO, and MPSO based PI-PD control
methodologies respectively. AOA, LPBO, and MPSO based PI-PD control methodologies
were all outperformed by 11%, 7%, and 2% respectively, in terms of settling time for area-2
LFC by the DO based PI-PD. As can be observed, DO based PI-PD offers a % overshoot and
Yeundershoot response that is considerably better than others in both areas. Further, it can be
seen that for each control methodology, the steady-state error is zero.
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Table 4.7: Performance specifications of frequency deviation responses in a two-area multi-

source IPS with nonlinearities
Ares-1 Area-2
Control Settling R R Settling . R
Methodology T:::;e ov er':'m Undershoot é:;: T::)m ov er':m Undershoot 1{:;:
AOA based PLPD | 7.26 | 00215 -0.121 0 | 847 | 00318 -0.107 0
LPBO based PILPD | 8.24 0 -0.0845 0 | 814 0 20.1079 0
MPSO based PIPD | 7.72 0 -0.176 0 | 7.68 | 0.000975 | -0.171 0
DO based PIPD | 7.21 | 000212 | -0.0958 0 | 754 | 0002 -0.096 0

The terminal voltage responses of area- and area-2 are shown in Figure 4.17 and 4.18
while Tables 4.8 presents the performance specifications using DO, AOA, LPBO, and MPSO

based PI-PD control methodologies.
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Figure 4.17: Response of ¥ with PI-PD control methodologies in a two-area multi-source
IPS with nonlinearities
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Figure 4.18: Response of ¥ with PI-PD control methodologies in a two-area multi-source

IPS with nonlinearities

In area-1 AVR , DO based PI-PD provided a settling time of 3.30s that was 42%,
32%, and 5% superior than AOA, LPBO, and MPSO based PI-PD control methodologies
respectively. As can be shown, the DO based PI-PD controller offers a relatively superior
AVR 2’s settling time response than the AOA, LPBO, and MPSO based PI-PD controllers by
1%, 51%, and 45% respectively. In both areas, almost zero % overshoot was produced by DO
based PI-PD. The steady-state error is zero again with each control methodology in proposed
IPS.

Table 4.8: Performance specifications of terminal voltage responses in a two-area multi-

source IPS with nonlinearities
Area-1 Area-2
Control -

Methodology s"ﬂ'l e % % 8- s;‘l‘l"n:g % % s
® Overshoot | Error ® Overshoot | Error

AOA based PI-PD 5.67 10.03 0 2.51 12.90 0

LPBO based PI-PD 4.83 3.09 0 5.07 0.0001 0

MPSO based PI-PD 3.48 7.94 0 4.48 0.0025 0

DO based PI-PD 3.30 0.0015 0 248 0.016 0
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The tie-line power deviation responses are shown in Figure 4.19 while Tables 4.9
presents the performance specifications using DO, AOA, LPBO, and MPSO based PI-PD
control methodologies. It is clear that the AOA, LPBO, MPSO, and DO based PI-PD control
methodologies delivered sufficient tie-line power deviation responses with minimal
undershoots and overshoots. The DO based PI-PD delivered the lowest settling time (8.52s)
in comparison to all other tuning schemes, which is respectively, 42%, 41%, and 9% better
than LPBO, AOA, and MPSO based PI-PD control methodologies. DO based PI-PD
produced 0.0056% overshoot, that is comparatively 66%, 89%, and 84% better than AOA,
LPBO, and MPSO based PI-PD control methodologies respectively. It is clear that for all
control strategies, the steady-state error is zero.
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Figure 4.19: Response of APy, with PI-PD control methodologies in a two-area multi-source

IPS with nonlinearities
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Table 4.9: Performance specifications of tie-line power deviation responses in a two-area
multi-source IPS with nonlinearities

M::::o:u s;'t(l?.):g % Overshoot | Undershoot ;g’r:;
AOA based PLPD 1449 0.0166 20,0441 0
LPBO based PLPD 14.58 0.051 20,0392 0
MPSO based PLPD 936 0.034 20,0991 0
DO based PLPD 852 0.0056 Z0.00813 0

Figure 4.20, 4.21, and 4.22 show the graphical comparisons of the performance
specifications of frequency deviation, terminal voltage, and tie-line power deviation
responses using DO, AOA, LPBO, and MPSO based PI-PD control methodologies
respectively. It is evident that in a two-area IPS with nonlinearities, PI-PD based control
methodologies offer appropriate transient and steady state responses for frequency deviation,
terminal voltage, and tie-line power deviation.
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453 Frequency and Voltage Stabilization in a Three-area Multi-source IPS with
Nonlinearities

In this section, a three-area multi-source IPS with nonlinearitics was selected for
further investigation to demonstrate the effectiveness of the proposed DO based PI-PD
control mechanism. Figure 4.23 shows the studied model and Appendix B contains the
parameters of the IPS model. In addition, the dynamic analysis of the power system was
performed with 2% SLP in area-1, area-2, and area-3. Table 4.10 shows the optimal
parameters of DO, AOA, LPBO, and MPSO based PI-PD controllers for three-area IPS with
nonlinearities.
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The frequency deviation responses of area-1, area-2, and area-3 are shown in Figure
4.24, 4.25, and 4.26 while Tables 4.11 presents the performance specifications using DO,
AOA, LPBO, and MPSO based PI-PD control methodologies.

Table 4.10: Optimal values of controller parameters for a three-area multi-source IPS with

nonlinearities
Area | Comtroller |  AOA based LPBO based MPSO based DO based
Parameters PI-PD PI-PD PI-PD PI-PD
Kl 149 1.90 136 1.61
Ku 1.56 0.15 0.42 144
Areat Kg 144 0 0.62 0.32
Ka 1.93 0.74 0.43 1.52
Ke 1.83 1.68 116 0.99
Ko 1.63 0.95 1.00 1.60
Ket 1.57 0.32 0.92 1.10
Ka 1.61 0.26 0.27 0.40
Kes 1.78 0.66 1.15 1.66
Ka 1.76 0.96 1.73 1.82
Kes 1.78 1.065 0.26 1.69
Area-2 Ka 1.80 0.64 104 0.72
Ko7 1.79 0.85 1.05 0.13
Ka 1.68 1.13 1.80 1.68
Kps 136 0.96 1.40 1.93
Ka 1.15 0.88 1.12 0.35
1.73 0.12 111 0.45
1.70 1.13 1.73 1.19
Kpio 195 1.18 0.23 2
Area-3 Kas 1.65 1.68 0.36 1.78
K1 1.53 177 0.75 134
K 1.71 0.80 0.29 1.68
Koz 171 0.37 0.09 1.13
Kes 1.56 142 0.21 1.05
ITSE 0.90 0.81 0.90 0.89
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Figure 4.26: Response of Af3 with PI-PD control methodologies in a three-area multi-source

IPS with nonlinearities

Table 4.11: Performance specifications of frequency deviation responses in a three-area
multi-source IPS with nonlinearities

ntrol Settling 9 % s-5

Area Me(t::odohgy T::')"’ Ove:hoot Undershoot | o
AOAbased PIPD | 948 0 20.067 0
areyq | LPBObasc PLPD | 521 0.0049 0.19 0
MPSO based PLPD | 7.74 0.0032 0.17 0
DO based PI-PD 721 0 20.10 0
AOAbased PIPD | 9.62 0 0.0027 0
LPBO based PIPD | 9.89 0.0030 0.10 0
Are=2 |- IPSObesedPLFD | 773 0.021 0.15 0
DO based PI-PD 7.59 0.00017 20.086 0
AOA bascd PLPD | 941 0 -0.0068 0
LPBO bascd PILPD |  8.37 0.0057 20.099 0
Area3 |- PSObased PLPD | T84 0.0041 0.17 0
DO based PIPD 7.54 0 20.075 0
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For area-1 LFC, LPBO based PI-PD provided quickest settling time of 5.21s. For
area-2 and area-3 LFC, all other proposed schemes have slower settling times than DO based
PI-PD, which offers 7.59s and 7.54s respectively. This means DO based PI-PD controller
provided relatively 21%, 23%, and 2% better settling time response compared to AOA,
LPBO, and MPSO based PI-PD controllers in area-2. Similarly, DO based PI-PD controller
produced relatively 20%, 10%, and 4% better settling time response compared to AOA,
LPBO, and MPSO based PI-PD controllers in area-3. It is very clear that % overshoot and
undershoot are almost negligible in all areas with proposed control methodologies. Overall, it
can be seen that DO based PI-PD outperforms other schemes in terms of settling time, %
overshoot, and undershoot responses. Moreover, with each control methodology applied to a
given system, the steady-state error is zero.

The terminal voltage responses of area-1, area-2, and area-3 are shown in Figure 4.27,
4.28 and 4.29 while Tables 4.12 presents the performance specifications using DO, AOA,
LPBO, and MPSO based PI-PD control methodologies.
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Figure 4.27: Response of Vi with PI-PD control methodologies in a three-area multi-source

IPS with nonlinearities
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Figure 4.29: Response of Vi3 with PI-PD control methodologies in a three-area multi-source

IPS with nonlinearities
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Table 4.12; Performance specifications of terminal voltage responses in a three-area multi-
source IPS with nonlinearities

Control s;f."i"‘ % % 88
Area Methodology (':')" Overshoot | Error
AOAbascd PIPD | 4.09 0.013 0
LPBO bascd PIPD | 3.85 1739 0
Area-1
MPSO based PIPD | 6.10 0 0
DO based PI-PD 327 0.034 0
AOAbascd PIPD | 3.83 0.0056 0
LPBO bascd PLFD | 2.80 167 0
Area-2
MPSObascd PIPD | 3.84 2.24 0
DO based PIPD 2.02 9604 0
AOAbased PIPD | 3.78 0.098 0
LPBO bascd PIPD | 7.04 6.09 0
Area-3
MPSO based PIPD | 5.69 0 0
DO based PL-PD 2.23 165 0

In areas 1, 2, and 3 respectively, DO based PI-PD achieved faster settling times of
3.27s, 2.02s, and 2.23s than other suggested techniques. This means DO based PI-PD
controller provided relatively 20%, 15%, and 46% better settling time response compared to
AOA, LPBO, and MPSO based PI-PD controllers in area~1 AVR respectively. Moreover, DO
based PI-PD controller produced relatively 47.3%, 28%, and 47.4% better settling time
response compared to AOA, LPBO, and MPSO based PI-PD controllers in area-2 AVR
respectively. Finally, DO based PI-PD controller yielded relatively 41%, 61%, and 68%
better settling time response compared to AOA, MPSO, and LPBO based PI-PD controllers
in area-3 AVR respectively. As can be observed, overshoot and undershoot are once more
quite little in all areas with each control methodologies. With each control methodology, the

steady-state error is once more zero.
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The tie-line power deviation responses in area-1, area-2, and area-3 are shown in
Figure 4.30, 4.31, and 4.32 while Tables 4.13 presents the performance specifications using
DO, AOA, LPBO, and MPSO based PI-PD control methodologies. DO based PI-PD provides
quickest settling time of 10.79s and 10.35s in area-1 and area-3 respectively. In area-2,
MPSO based PI-PD provided settling time of 11.13s, which is a little bit lower than the
settling time of DO based PI-PD controller that is 11.31s. This means DO based PI-PD
controller yielded relatively 13%, 11%, and 20% better settling time response compared to
AOA, LPBO, and MPSO based PI-PD controllers in area-1. Further, DO based PI-PD
controller produced relatively 2% and 7% better settling time response compared to AOA and
LPBO based PI-PD controllers in area-2. Finally, DO based PI-PD controller provided
relatively 12%, 24%, and 13% better settling time response compared to AOA, LPBO, and
MPSO based PI-PD controllers in area-3. Overshoots are once again minimal with each

control methodology in all areas.
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Figure 4.30: Response of APye with PI-PD control methodologies in a three-area multi-
source IPS with nonlinearities
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Figure 4.32: Response of APy with PI-PD control methodologies in a three-area multi-
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Table 4.13: Performance specifications of tie-line power deviation responses in a three-arca

multi-source IPS with nonlinearities

Settling e
Control % % 3-8
ndershoot
Area Methodology T::')n Overshoot v hoo Error
AOA based PI-PD 12.42 0.0035 -0.006 0
LPBO based PI-PD 12.19 0.011 -0.077 0
Area-1
MPSO based PI-PD 13.50 0.031 -0.024 0
DO based PI-PD 10.79 0.019 -0.030 0
AOA based PI-PD 11.51 0.0056 -0.0052 0
LPBO based PI-PD 12.21 0.027 -0.0076 0
Area-2
MPSO based PI-PD 11.13 0.036 -0.041 0
DO based PI-PD 11.31 0.0093 -0.0054 0
AOA based PI-PD 11.71 0.0056 -0.0031 0
LPBO based PI-PD 13.64 0.050 -0.017 0
Area-3
MPSO based PI-PD 11.83 0.0232 -0.024 0
DO based PI-PD 10.35 0.0211 -0.014 0

The performance metrics of DO, AOA, LPBO, and MPSO based PI-PD control
methodologies are graphically compared in Figure 4.33, 4.34, and 4.35 respectively in a
three-area muiti-source with nonlinearities. It is clear that the DO based PI-PD controller
outperforms conventional control strategies in terms of terminal voltage, frequency, and tie-

line power deviations.
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CHAPTER 5

Frequency and Voltage Stabilization in a Four-area Multi-source IPS
This chapter deals with the design and implementation of the proportional integral

derivative (PID), tilt integral derivative (TID), integral-proportional (I-P) and integral-

proportional derivative (I-PD) controllers for a four-area multi-source interconnected power

system using gradient based optimizer (GBO).

5.1 Mathematical Modeling of Power System

The four-area multi-source IPS under study is shown in Figure 5.1. IPS has three
conventional generating units in each of the four areas, including thermal reheat, hydro, and
gas with two renewable energy sources including solar photovoltaic and wind units [11][25].
The LFC loop of i** area has a controller (K .(5)), i* area’s bias factor(B)) , thermal reheat

speed regulation (R) , hydro speed regulation (R) , gas speed regulation (R ), and

1)

sT

() +

generator/load ( Jwith different blocks of power generation units. The thermal

reheat unit consists of thermal governor ( ), reheat turbine [ P ), and thermal

sT, +1 sT_+1

turbine ; h it inch h i
(ﬂ;_‘_l) ydro unit includes hydro governor (sz;+l),and transient droop

. T +1 . 1-sT
compensation | 32= 7 , hydro turbine | ————
( ) [l+0.51:s

s unit comprises Vernor
sT, +1 )gas Tprises gas go

(X’“) valve sition( a )fuels tem | ——Tex | and dischar
rsel ) po Bs +c ’ ys l+sT, » and compressor charge

system
sT,, +1

]; wind unit consists of hydraulic pitch actuator [___Kwn(%“l) ] and
(T,.s+1)s+])

. K,
data fit pitch response (H’J blocks. AR, Af,. A¥,,, and AP, denote the load

deviation, frequency deviation, deviation in terminal voltage and tie-line power deviation
respectively. ¥, ¥, ,,, and ¥, refer to the terminal voltage, reference voltage, and

sensor voltage in #* area respectively. The AVR loop of i* area consists of a controller

. Ka(l) Kg(n . Kl(l)
(K ;z(5)), amplifier T <1/ generator T » exciter T 1/ and sensor

a(r) F10] e(r)
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Figure 5.1: Power System
(a) Combined LFC-AVR model (b) Four-area tie-lines.

The transfer function models of the reheat thermal (G, (s)) , hydro(G, (s)), gas(G,(s)),
wind (G,, (s)) and solar photovoltaic (G,(s)) systems are provided in Eq. (5.1-5.5) respectively.
The definitions of all symbols/terms used in Eq. (5.1-5.5) and IPS are provided in List of

Symbols section.

Grln)= (|+r,sl)(1;f"r[:s")s(1+r,s) G-
Gul)= (1+r,,(:)2r11”;;),,(:);1?251,s) 52
Gole)=7 Ys)::be()l(i;:t;(‘:L ) ¢-3)
Grlo)= f Tle)Z(S’J:»Tz.l:: ) ©4)
G=—= (55)

»

5.2. Proposed Control Methodology

Figure 5.2 demonstrates the proposed methodology with IPS. PID controller was
explored for the load frequency and terminal voltage in a four-area IPS. Further, various other
controllers including I-PD, TID, and I-P have also been explored to compare their results
with GBO-PID. The description of proposed PID and other controllers is provided in this

section.
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Figure 5.2: Proposed control methodology
5.2.1 PID Controller

The proportional integral derivative (PID) controller is utilized extensively in the
industrial sector due to its inherited characteristics of simple design and excellent operational
efficiency [168]{175]). PID controllers are feedback control loop systems, which
continuously calculate an error signal as the difference between the process variable and the
set point to provide the control signal for the plant. PID controller has three gain coefficients
including K,, K, and K;. The control signal generated by PID controller (Upmn(s)) can be

written as:
Upp(s)=(K, + 5— + K 8)E(s) (5.6)
s

E(s)=Y(s)-R(s) 5.7)
where, E(s), Y(s), and R(s) denote error, output, and reference signals respectively.
5.2.2 TID Controller

The tilt integral derivative (TID) controller’s architecture is identical to PID but with
a modification in proportional term of PID. The change is that PID’s proportional gain term is
replaced by K. (s)*, where n represents a real number and X, denotes the gain. TID combines
integer and fractional order controllers. It quickly eliminates disturbances due to its superior
dynamic features. TID has been used in different engineering application due to its excellent
performance characteristics [176]-{180]. TID controller has three gain coefficients including
K., K;, and Ky. The control signal generated by TID controller (Urp(s)) can be written as:
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U (s)=(Ks" +5L+K,s)E(s) (5.8)
s

523 I-PD Controller

The integral-proportional derivative (I-PD) controller has the capacity to enhance the
transient response of the system. The proportional and derivative terms are placed in the
feedback path of the I-PD controller, whereas the integrator controller is placed in the feed
forward direction. I-PD controller has been explored for the frequency control applications in
power systems [1][68]. I-PD controller has three gain coefficients including K K, and Ka.
The control signal generated by I-PD controller (Urrp(s)) can be written as:

U _n(s)= £E(s) - (K, +K,5)Y(s) (5.9)
s

52.4 I-P Controller

In an integral-proportional (I-P) controller, only proportional term is placed in the
feedback path whereas the integrator controller is placed in the feed forward direction. I-P
controller has two gain coefficients including K; and K, The control signal generated by I-P
controller (U#(s)) can be written as:
U, ()= " E0)-K (0 (510

I-P controller has been employed in different applications of control engineering [181], [182].
The optimal gains of controllers as highlighted in Eq. (5.6), (5.8), (5.9), and (5.10) are

obtained using GBO. ITSE was used to formulate the cost function in a four-area IPS with

GBO control methods. Therefore, the cost function (J) for a four-area IPS can be obtained as:

Jese = [THAS? + AV ++AP2)dt (5.11)
where,

M1=MZ+MZ+MI+M2

AV} = AF} +AV: +AV; + AV (5.12)

AP:: =AP|:1 +Aeiz +M:-3+AP::.-|

AV, =V, -V,

(5.13)
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AP,m =AP,_I2+AP,,~|,+APWM

AP, =AP_, +AP_. +AP

pires

(5.14)
AP, =AP

pneldl

+AP’_,,+AP

pred

AP . =AP

piisd priedl + APpnu + APpm-n

5.3 Gradient Based Optimizer (GBO)

In this study, the load frequency and terminal voltage in a four-area IPS were
successfully controlled using a PID controller based on a gradient-based optimizer (GBO).
GBO was discovered by Iman Ahmadianfar et al. in 2020 [183][184]. The GBO algorithm
has recently found application in solving various engineering problems [185}-[187]. The
GBO algorithm is inspired by Newton’s gradient method; it uses a set of vectors to search the
solution space of the problem. This search is performed using mutation methods such as local
escape and the gradient search rule. An equilibrium point must be found where the gradient is
zero for this algorithm to determine the best solution. In this approach, to determine the
search directions, the derivatives of the objective function must be determined in conjunction
with the constraints. The initial population is formed randomly, and the information from the
previous iterations is used to determine a search direction. These cycles are repeated until a
specific requirement is met. The steps in a GBO algorithm are as follows.

§.3.1 GBO Initialization
The GBO population is initialized as follows:

X0 =X, X, 20 X, ] (5.15)
X, =X_+rand(0,1)x(X,_-X,) (5.16)
where, n = [1,2,.....,N], d = [1,2,.....,D], rand(0,1) generates random number between 0 and
1, Xomun and Xinar are the limits of decision variable.

5.3.2 Gradient Search Rule (GSR)

The gradient based technique, which forms the basis of GSR, finds the optimal
solution by identifying the extreme point at which the gradient equals zero. The objectives of
employing GSR include acceleration of convergence rate and exploration tendency
enhancement. The numerical gradient approach and Taylor series can be used to express new
position ( x,,, ) as:

N 2Axx f(x,)
T f(x, +Ax)- f(x, - Ax)

n+l

(5.17)
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In the GBO algorithm, x, +Ax and x, —Ax represent the neighboring positions ofx, . The
position x, +Ax has a worse fitness (x,,, ) thanx, , while x, —Axhas better fitness (x,, )
thanx . The GSR can be written as:

2Axx x,

(x_, —x.,+¢&)

GSR = randn x (5.18)

where Ax is the change in position after each iteration, 5 is a small value between 0 and 0.1
and randn denotes a random number. In order to achieve a balance between the exploitation
and exploration phases, the modified expression of GSR can be stated as:

2
GSR=randnxplx——A—ﬂ— (5.19)

(xm - xhl + E)

where p, is a random number and it can be written as:

p,=(2xrand xa)-a (5.20)
a= ﬂxsin(iz’i+sin(ﬂx3—2’i))| (5.21)
p=b.+(p.. —ﬂ...)x(l-(%) ) (522)

where M represents total number of iterations, m shows current iteration, Smax and Bmin have
values of 1.2 and 0.2 respectively. The sine function representing the change from
exploration to exploitation is represented by @ . The difference Ax between the best candidate

solution ( x,,,, ) and a position chosen at random ( X} ) can be written as:

Ax = rand(1: N)x | step)| (5.23)
step = (xh'—_zxﬂﬁ (5.24)
5=2xrandx({x" b :x” X —x:] (5.25)

where 71, r2, r3, and r4 are random number between I and N having different values. The
updated position ( x,,, ) can be expressed as:

X, =x,—GSR (5.26)
For better utilization of the region close to x,, the direction of movement (DM) has been

introduced that can be written as:
101



DM = rand x p, x(x,, —X,) (5.27)
where p; is a random number, which can be obtained as: '
P, =(2xrandxa)—-a (5.28)

The modified position ( X1 ) can be found using GSR and DM as:
XI” =x” -GSR+ DM (5.29)

2Axx x]

XI7 =x" ~ randn x p x ———————
(X s — ¥ +6) (5.30)

+rand x p, x(%,_, - %)

The new vector (X2 ) can be created by replacing the position of the best vector (x,,,, ) with

X",
X27 =x,, —randnx p, x_.Z_'Ax_x:n__
Op; —yq; +¢) (5.31)

trand x p, (23 ~3)

where,

[z, +x]
yp, =rand x -‘”—ZL + rand x Ax (5.32)
", =mndx([’—-+'2‘il-mdxm) (5.33)
z,, represents a vector.

The new solution (xJ'*') can be defined at the next iteration as:

X = x(n x XT +(1-5)xX2)) +(1~r)x X3

where,
X3 =X"-px(X2] - X)) (535)
where r; and 75 are random numbers between 0 and 1.

5.3.3 Local Escaping Operator (LEO)
To improve the GBO algorithm’s capability to handle challenging problems, the LEO

(5.39)

is included. The LEO solution ( A/}, ) is can be obtained using following code:
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if rand < pr

if rand < 0.5

X0, =X+ fix(uxx,_, —u,%xx7)+f, (5.36)
xp, x(u, x (X27 = X17) +u, x(x] —x7,))/ 2

X=X,

else

X =%+ x(uxx, —uxx)+f,

xp, x(u, x(X27 = X17) +u, x(x], —x,))/ 2

X:+l - X:m (5.37)
end
end

where x,,, shows the best solution; x; ,x;; and x;" are randomly generated solutions; 2 is a
random number with a standard deviation of 1 and mean of 0 whereas f; is random number
between -1 and 1; pr represents the probability; u,, u2, and u; can be obtained as:

u =L x2xrand +(1-L) (5.38)
u,=L xrand +(1-L) (5.39
u, =L x2xrand +(1-L) (5.40)

where L; has a value of 1 if parameter u; is less than 0.5, else it has a value of 0. x; can be

written as:
X, !f <05

=y , (5.41)
X, otherwise

where x_, represents the new solution and x: denotes random solution of the
population (p € [1,2,...,N]).

x_, =X, +rand(0,)x(X__-X,) (5.42)
X, =Lxx +(1-L)xx_, (5.43)
where L; has a value of 1 if parameter 118 less than 0.5, else it has a value of 0. By choosing

values for the parameters «,, «2, and u; randomly, the population becomes more diverse and
is able to avoid local optimal solutions. The flow chart of GBO is given in Figure 5.3.
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Figure 5.3: Flow chart of GBO
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5.4 Implementation and Results Discussion

Extensive simulations were conducted in MATLAB/Simulink to validate the
suggested control methodology. The rated power of the system is considered as 2000 MW.
First, a four-area, five-source IPS with 5% SLP (0.05 p.u.) in each area was comprehensively
examined using GBO-based control methodologies. Then, by changing the system settings in
each of the four areas, a detailed sensitivity analysis was carried out. The population consists
of thirty solutions whereas twenty iterations were considered in each simulation to obtain the
optimal solution. The step input per unit was taken as reference terminal voltage.
5.4.1 Frequency and Voltage Stabilization in a2 Four-area Multi-source IPS

The four-area IPS model under investigation is provided in Figure 5.1. The system
parameters of four-area IPS are specified in Appendix C. The optimal parameters of GBO-
PID, GBO-I-PD, GBO-TID, and GBO-I-P control strategies are given in Table 5.1. This
section presents implementation of proposed control strategy in a four-area multi-source IPS
with 5% SLP and detailed comparisons of the GBO-PID with GBO-I-PD, GBO-TID, and
GBO-I-P based control strategies.

Table 5.1: Optimal values of controller parameters for a four-area multi-source IPS

GBO-I-P GBO-TID GBO-I-PD GBO-PID

Area Parameter | Value | Parameter| Value | Parameter | Value | Parameter | Value
Kot 0.17 Ku 0.76 Ku 0.0001 Koi 1.43

Ku 242 Ku 1.29 Ko 1.59 Ky 1.27

Area-1 - - Kai 0.20 Ka 1.97 Kai 1.93
K2 1.37 Ka 0.97 K 1.09 Kp2 1.08

K 1.38 Ko 0.29 K2 1.15 Ko 1.11

- - Ka 1.18 Ka 0.15 Ka 0.67

Kn 1.43 Ka 1.54 Kas 0.74 Kps 1.11

K3 0.82 K 1.27 Ko 0.25 Ka 1

Area2 - - Ka 0.30 Ka 0.54 Ka 1.24
Kn 0.92 K 044 K4 0.35 Kops 1.37

Ku 0.83 Kus 0.18 | 041 K 1.20

- - Kas 0.20 Ka 0.14 Ku 0.96

Kps 1.15 Kis 1.82 Kis 0.01 Kos 1.74

Kis 1.67 Kis 042 Kps 0.65 Kis 1.76

Area-3 - - Kds 1.73 Kis 1.28 Kas 0.99
Kos 1.11 Kis 0.87 K 1.06 Kss 1.33

K 1.09 K 0.31 Koo 0.85 K 1.27

- - Kis 0.24 Kas 0.047 Kas 1.13

Ky 0.12 Ki7 1.78 K 0.99 Ko7 0.98

Ka 2.78 Ky 0.28 Kg7 2 K7 1.94

Arcad - - K& 0.62 Ka7 0.14 Ka 1.39
Kos 1.10 Ks 1.30 Kis 1.15 Kps 1.24

K 1.13 Kis 0.069 Kgs 1.28 Kis 0.61

- - Kis 1.50 Kas 0.58 Ka 1.26

ITSE 2.18 ITSE 2.62 ITSE 343 ITSE 0.71
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Figure 5.4, 5.5, 5.6, and 5.7 display the frequency deviation responses, while Table
5.2 presents the performance specifications of the four-area IPS utilizing the GBO-PID,
GBO-I-PD, GBO-TID, and GBO-I-P control strategies. It can be seen that the proposed
GBO-PID control method provided a very satisfactory settling time response in each area’s
LFC. GBO-PID provided settling times of 5.37s, 5.38s, 5.38s, and 5.98s in area-1, area-2,
area-3, and area-4 LFC respectively which are better than GBO-I-PD, GBO-TID, and GBO-I-
P control strategies at the cost of % overshoot and undershoot in each area. GBO-I-PD
yielded better undershoot response (-0.049) with zero % overshoot compared to other control
strategies in area-1 LFC. In comparison to other control strategies in area-2 LFC, GBO-I-PD
provided better % overshoot (0.009%) and undershoot (-0.068) responses. In area-3 LFC,
GBO-I-PD produced a better undershoot response (-0.08) with zero % overshoot when
compared to other control strategies. GBO-I-PD yielded better % overshoot (0.0039%) and
undershoot response (-0.046) compared to other control strategies in area-4 LFC. The %
steady-state (s-8) error is zero with all control strategies in each area.

0-3 ) L L LI T L] L) 1 L}
S GBO-PID
02} £ = = :GBO--PD | |
it waam=: GBO-TID
it GBO-I-P
oafp it
N
T :
T .
0.3 K E
04 i 1
o5}
0.6 * 1 L 2 i 1 1 1 1
0 2 4 6 8 10 12 14 6 18 20

Time(Sec)
Figure 5.4: Response of Afj with GBO based control strategies in a four-area multi-source IPS
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Table 5.2: Performance specifications of frequency deviation responses in a four-area multi-

source IPS
Area-1 Area-2
Control | Settling Settling
% % s5-3 % % 3-8
Strategy i
T(I:l;e Overshoot Undershoot Error T::;' Overshoot Undershoot Error
GBO-PID 537 0.23 -0.58 0 5.38 0.23 0.54 0
GBO-I-PD 16.3 0 -0.049 0 19.54 0.009 -0.068 0
GBO-TID 9.66 0.022 -0.13 0 9.51 0.018 -0.14 0
GBO-I-P 16.10 0.0086 -0.07 0 16.49 0.036 0.12 0
Area-3 Area4
Control | Settling Settling
Strategy . % % 53 % % s8-8
T::l)le Overshoot Undershoot Error 'l‘::)ne Overshoot Undershoot Error
GBO-PID 5.38 0.22 -0.52 0 598 0.26 -0.49 0
GBO-I-PD 11.0 0 -0.08 0 17.08 0.0039 -0.046 0
GBO-TID 9.62 0.011 -0.15 0 9.68 0.015 -0.13 0
GBO-I-P 17.66 0.009 -0.087 0 16.95 0.013 0.057 0
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Figure 5.8, 5.9, 5.10, and 5.11 display the terminal voltage responses, while Table 5.3
presents the performance specifications of the four-area IPS utilizing the GBO-PID, GBO-I-
PD, GBO-TID, and GBO-I-P control strategies respectively. For area-1 AVR, GBO-PID
provided settling time of 3.96s that is quicker than GBO-TID and GBO-I-P control strategies.
Moreover, GBO-PID yielded settling times of 4.09s, 4.36s, and 2.92s in area-2, area-3, and
area-4 AVR, which are better than GBO-I-PD, GBO-TID, and GBO-I-P control strategies.
GBO-I-PD produced settling time of 3.72s with 0.48% overshoot response, which are better
than all other control strategies in area-1 AVR. GBO-PID yielded overshoot of 5.45% in
area-2 AVR, which is better than GBO-I-PD, GBO-TID, and GBO-I-P control strategies.
GBO-PID produced overshoot of 9%, which is better than GBO-I-PD and GBO-TID control
strategies in area-3 AVR. GBO-I-P outperformed all other techniques in area-3 AVR by
5.52% in terms of overshoot response. GBO-PID provided 10.13% overshoot, which is better
than GBO-TID control strategy in area-4 AVR. GBO-I-P yielded 4.36% overshoot that is
better compared to all other techniques. The % steady-state (s-s) error is zero with all control
strategies including GBO-PID in each area except GBO-TID which gave steady-state (s-s)
error of 1.8% in area-2 AVR. It can be seen that the suggested GBO-PID control strategy
produced AVR responses which are extremely satisfactory in terms of settling time and %
overshoot.

1 4 L T L] L) L] L T
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Figure 5.8: Response of Vi with GBO based control strategies in a four-area multi-source IPS
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Table 5.3: Performance specifications of terminal voltage responses in a four-area multi-

source IPS
Area-1 Area-2
Control ["gettling Settling
[ ) [ )
Strategy | Time | % Overshoot 1:;.:: Time | % Overshoot E"n::
(s) (s)
GBO-PID | 3.96 7.52 0 4.09 5.45 0
GBO-IPD | 3.712 048 0 6.75 6.66 0
GBO-TID | 6.60 21.91 0 7.68 19.71 18
GBO-IP | 752 743 0 5.68 11.9 0
Area-3 Area-4
Control
Settling Settling R
Strate2y | Time | % Overshoot ;A'n:: Time | % Overshoot ;’n::
(s) (s)
GBO-PID | 4.36 9.0 0 2.92 10.13 0
GBO-IPD | 5.72 18.04 0 5.27 5.90 0
GBO-TID | 5.24 33.18 0 6.72 11.90 0
GBO-IP | 7.01 5.52 0 5.92 4.36 0
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The tie-line power deviation responses curves are shown in Figure 5.12, 5.13, 5.14,
and 5.15 while the performance specifications of the four-area IPS are presented in Table 5.4
respectively. It can be seen that the suggested GBO-PID control strategy produced tie-line
power deviation responses that were incredibly satisfactory in terms of settling time in each
area. GBO-PID provided settling times of 9.36s, 9.69s, and 8.45s in area-1, area-2, and area-3
respectively, which are better than GBO-I-PD, GBO-TID, and GBO-I-P control strategies.
GBO-TID produced 9.63s settling time in area-4 which is better than all other control
methodologies. GBO-TID yielded better overshoot (0.012%) response whereas GBO-I-PD
produced better undershoot response (-0.0035) compared to other control methodologies in
terms of area-1 tie-line power deviation. GBO-PID yielded 0.0025% overshoot with -0.0093
undershoot, which is better than GBO-I-PD and GBO-I-P control strategies in terms of area-2
tie-line power deviation. Moreover, GBO-TID yielded better undershoot response (-0.0053)
compared to other control strategies in terms of area-2 tie-line power deviation. GBO-I-PD
produced better overshoot response (0.0038) whereas GBO-PID yielded better undershoot
response (-0.012) compared to other control strategies in terms of area-3 tie-line power
deviation. GBO-TID yielded better overshoot response (0.0098) whereas GBO-I-P yielded
better undershoot response (-0.007) compared to other control strategies in terms of area-4
tie-line power deviation. The % steady-state (s-s) error is zero with each control strategies
except GBO-I-PD which produced negligible % steady-state (s-s) in area-1 and area-3.
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Figure 5.12: Response of APy with GBO based control strategies in a four-area multi-source
IPS
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Table 5.4: Performance specifications of tie-line power deviation responses in a four-area

multi-source IPS
Area-1 Area-2
Control -
Settling Settling
Strategy . % %ss| . % % 3-8
T:::)m Overshoot Undershoot Error T::;e 0 hoot Undershoot Error
GBO-PID 9.36 0.023 -0.016 0 9.69 0.0025 -0.0093 0
GBO-I-PD | 16.65 0.052 -0.0035 0.004 | 19.48 0.047 -0.034 0
GBO-TID | 11.18 0.012 -0.0112 0 11.02 0.011 -0.0053 0
GBO-I-P 19.50 0.019 -0.023 0 16.12 0.039 -0.040 0
Area-3 Area4
Control
Settling Settling
Strategy . % % -5 . % % 3-8
T::):e hoot Undershoot Error T::z)m Overshoot Undershoot Error
GBO-PID 8.45 0.013 -0.012 0 10.23 0.015 -0.013 0
GBO-I-PD | 18.71 0.0038 -0.066 0.004 | 19.47 0.043 -0.035 0
GBO-TID 9.7 0.015 -0.017 0 9.63 0.0098 -0.0081 0
GBO-1-P 19.17 0.022 -0.015 0 18.23 0.031 -0.007 0
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Figure 5.16, 5.17, and 5.18 show the graphical comparisons of the performance
specifications of frequency deviation, terminal voltage, and tie-line power deviation
responses using GBO-PID, GBO-I-PD, GBO-TID, and GBO-I-P control strategies in a four-
area IPS.
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Figure 5.16: Graphical comparisons of performance specifications of frequency deviation
responses using GBO based control strategies in a four-area multi-source IPS
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5.4.2 Sensitivity Analysis of a Four-area Multi-source IPS

In this section, we evaluated the robustness of the proposed GBO-PID control strategy
in a four-area IPS by varying the system parameters. The speed regulation (R) and turbine
time constant (Ty) were changed to A + 25% of their nominal values. In this study, optimal
parameters of the GBO-PID controller were taken from the previous section. Figure 5.19,
5.20, 5.21, and 5.22 show the frequency deviation responses; Figure 5.24, 5.25, 5.26, and
5.27 show the terminal voltage responses; Figure 5.29, 5.30, 5.31, and 5.32 show the tie-line
power deviation responses using GBO-PID control strategy with variations in T and R.

Tables 5.5, 5.6, and 5.7 show the performance specifications of frequency deviation,
terminal voltage, and tie-line power deviation respectively in this scenario. Despite +25%
variance in system parameters, it is clear from the results that all frequency deviation,
terminal voltage, and tie-line power deviation responses are nearly identical to one another.
The fact that values of all performance specification including settling time, % overshoot,
undershoot, and % steady-state (s-s) error have barely changed with variation in system
parameters i unmistakable proof that the suggested technique can function well under
dynamic circumstances.

The graphical comparisons of frequency deviation, terminal voltage, and tie-line
power deviation responses in this case are shown in Figures 5.23, 5.28, and 5.33 respectively.
These results categorically demonstrate that the recommended GBO-PID controller is quite

robust and does not require re-tuning for A + 25% variations in Ty and R.
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Figure 5.21: Response of Af3 with £25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS
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Figure 5.22: Response of Afs with £25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS

120



Table 5.5: Performance specifications of frequency deviation responses with +25% variations
in system parameters using GBO-PID control strategy in a four-area muiti-source IPS

Settling . .
Area Case T:::)u ov ﬂ:’hm Undershoot l{'n::
-25% of Tui, Tuz, Trs, Tew 5.23 0.21 -0.57 0
-25% of Ry, Ru, Rg, Rw 6.38 0.26 -0.55 0
Area-1 Nominal Values 5.37 0.23 -0.58 0
+25% of Tir1, T2, Tuss, T 544 0.24 -0.58 0
+25% of Ry, Ru, Rg, Rw 4.89 0.21 -0.60 0
-25% of T, Tr2, Tres, Tewt 5.26 0.21 -0.53 0
-25% of Ry, Ry, Rg, Ry, 6.39 0.24 -0.51 0
Area-2 Nominal Values 5.38 0.23 -0.54 0
+25% of Tui, Tez, Tes, Tu 6.05 0.25 -0.55 0
+25% of R, Ri, Rg, Rw 4.90 0.22 -0.56 0
-25% of Ti, Tu2, Tes, Tt 5.27 0.21 -0.51 0
-25% of Ry, Rn, R, Rw 6.39 0.21 -0.50 0
Area-3 Nominal Values 5.38 0.22 -0.52 0
+25% of T, Tu2, Tu3, Tew 6.07 0.23 -0.52 0
+25% of Ry, Rn, Rg, Rw 4.90 0.22 -0.53 0
-25% of Ten, Tu2, Tus, Tirs 5.28 0.24 -0.49 0
-25% of Ry, Rn, Rg, R 6.38 0.25 -0.47 0
Area-4 Nominal Values 5.98 0.26 -0.49 0
+25% of Tut, Tuz, Tes, Te 6.17 0.27 -0.50 0
+25% of Ry, Rn, Rg, Rw 492 0.25 -0.51 0
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Figure 5.23: Graphical comparisons of performance specifications of frequency deviation
responses with £25% variations in system parameters using GBO-PID control strategy in a
four-area multi-source IPS
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Figure 5.24: Response of ¥ with £25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS
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Figure 5.26: Response of V3 with +£25% variations in system parameters using GBO based

control strategy in a four-area multi-source IPS
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Figure 5.27: Response of V4 with £25% variations in system parameters using GBO based

control strategy in a four-area multi-source IPS

124



Table 5.6: Performance specifications of terminal voltage responses with +25% variations in
system parameters using GBO-PID control strategy in a four-area multi-source IPS

N T | vt |

~25% of Tu1, Tea, T, Tim 3.95 7.46 0

-25% of Ry, Re, Ry, Rw 3.96 1.57 0

Area-1 Nominal Values 3.96 7.52 0
+25% of Te, Tu2, Tes, Tuw 3.97 71.55 0

+25% of Ry, R, Ry, R 3.92 7.40 0

-25% of Trt, T2, Tu3, Teea 4.08 5.44 0

~25% of Ry, R, Ry, R 4.07 5.43 0

Area-2 Nominal Values 4.09 5.45 0
+25% of Ti1, Taz, Ters, Ters 4.1 5.46 0

+25% of Ry, R, Rg, Ru 4.07 5.46 0

-25% of Tu1, Twz, Tus, Tis 4.36 9.0 0

-25% of R,, Re, Ry, Ry 436 9.0 0

Area-3 Nominal Values 4.36 9.0 0
+25% of T, Tu2, Tu3, Tis 436 9.0 0

+25% of Ry, Ru, Ry, Ru 436 9.0 0

-25% of Teri, T2, Tu3, Te 2.91 10.13 0

-25% of Ry, R, Rg, R 2.95 10.13 0

Area-4 Nominal Values 2.92 10.13 0
+25% of Tun, T2, Tu3, T 2.93 10.14 0

+25% of Ry, Rs, Ry, R 2.88 10.14 0
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Figure 5.29: Response of APye with £25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS
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Figure 5.30: Response of APy with £25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS
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Figure 5.31: Response of APye3 with +25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS
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Figure 5.32: Response of APiie with +25% variations in system parameters using GBO based
control strategy in a four-area multi-source IPS
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Table 5.7: Performance specifications of tie-line power deviation responses with £25% variations
in system parameters using GBO-PID control strategy in a four-area multi-source IPS

Settling o

: A % s-3

Area Case 'l;l'l;l Overshoot Undershoot Error
-25% of Tu1, Tuz, Ters, Tirw 9.39 0.022 -0.015 0
-25% of R, Ry, Ry, Rw 9.26 0.023 -0.017 0
Area-1 Nominal Values 9.36 0.023 -0.016 0
+25% of T, Tez, Ters, Tews 9.35 0.023 -0.017 0
+25% of Ry, R, Rg, Rer 9.28 0.023 -0.016 0
-25% of Ter1, Tu2, Tirs, Tirs 9.71 0.0022 -0.0091 0
-25% of Ry, Ry, Ry, R 9.85 0.0029 -0.0089 0
Area-2 Nominal Values 9.69 0.0025 -0.0093 0
+25% of Tert, Tuz, Tes, Tt 9.67 0.0026 -0.0094 0
+25% of Ry, Ry, Ry, R 9.61 0.0021 -0.0096 0
-25% of Tu1, Ttz T3, Tees 8.48 0.012 -0.011 0
-25% of Ry, Re, Rg, R 8.13 0.013 -0.011 0
Area-3 Nominal Values 8.45 0.013 -0.012 0
+25% of Tirt, Tuz, Tes, Tees 8.47 0.013 -0.012 0
+25% of R, Re, Rg, R 1.74 0.012 -0.012 0
-25% of Tu1, Tee2s Ters, Tew 10.26 0.014 -0.012 0

780,

25% of Ry, Ry, Rg, Rw 10.32 0.015 -0.012 0
Area-4 Nominal Values 10.23 0.015 -0.013 0
+25% of Tu1, Tua, Tres, Ti 10.21 0.016 -0.013 0
+25% of Ry, Ry, Rg, R 10.18 0.015 -0.0013 0
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responses with +25% variations in system parameters using GBO-PID control strategy in a
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CHAPTER 6
Conclusions and Future Work

This chapter contains the summary of the analytical work presented and discussed in
Chapter 3, 4 and 5. Based on the findings of this research work, final recommendations
regarding different control methods have been made. The future work related to this study
has also been highlighted in this chapter.

6.1 Conclusions

In this work, two-, three- and four-area multi-source interconnected power systems
have been thoroughly investigated for the effective control of load frequency and terminal
voltage. Some recently introduced nature inspired computation based control methods have
been successfully explored to stabilize the terminal voltage and load with/without
nonlinearities. The outcomes of different simulations have been summarized in this section.
6.1.1 Frequency and Voltage Stabilization in Multi-area Single-Source IPS

The multi-area IPS included numerous control areas, which are connected by the AC
tie-line. The transient and steady-state behavior of a multi-area single-source IPS with 2%
SLP for combined control of load frequency and terminal voltage was investigated in this
study. Nature-inspired computation including MPSO, LPBO, and AOA based PI-PD control
schemes have been proposed for the control of LFC and AVR loop in a multi-area IPS. The
results of case study 1 suggest that all the proposed control schemes have relatively better
LFC’s undershoot performance compared to the NLTA-PID controller {14].

» AOQA-PI-PD control scheme showed 60% and 56% better undershoots in the area-1 and
area-2 LFC respectively compared to the NLTA-PID controller as shown in Table 3.3.
NLTA-PID provided 18% and 17% overshoot in area-1 and area-2 AVR respectively, but
the proposed PI-PD control schemes completely eliminated the % overshoot with each
tuning algorithm as shown in Table 3.4.

» The results of case study 2 show that LPBO-PI-PD provided 14% and 31% fast settling
times in area-1 LFC, while 3.3% and 11% fast settling times were obtained in the area-2
LFC compared to the MPSO-PI-PD and AOA-PI-PD control schemes respectively.
MPSO-PI-PD provided relatively 25% and 16% lower settling times compared to LPBO-
PI-PD and AOA-PI-PD control schemes respectively in area-3 LFC respectively. MPSO-
PI-PD provided relatively 30% and 20% better undershoot performance compared to
LPBO-PI-PD and AOA-PI-PD control schemes in area-1 LFC respectively; AOA-PI-PD
provided 4.16% and 5.74% better undershoot performance in area-2 LFC while 22 % and
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34 % better undershoot performance in area-3 LFC compared to MPSO-PI-PD and
LPBO-PI-PD, control schemes respectively as shown in Table 3.6.

In addition, AOA-PI-PD control scheme provided 26% and 2% faster rise times and 38%

and 29% quicker settling times in area-1 AVR compared to the MPSO-PI-PD and LPBO-
PI-PD control schemes respectively. MPSO-PI-PD provided 3% and 13% faster rise times
in areca-2 AVR compared to the LPBO-PI-PD and AOA-PI-PD control schemes
respectively. LPBO-PI-PD provided 64% and 73% faster rise times compared to the
MPSO-PI-PD and AOA-PI-PD control schemes respectively in area-3 AVR. AOA-PI-PD
provided 21% and 19% quicker settling times in area~-2 AVR and 0.3% and 5.45% lower
settling times in area-3 AVR compared to the MPSO-PI-PD and AOA-PI-PD control
schemes respectively as shown in Table 3.7.
Finally, the resilience of the PI-PD control schemes was evaluated by varying the system
parameters (A + 50%) and a comprehensive sensitivity analysis was performed to confirm
its robustness. The results in Table 3.8 and 3.9 confirm the superiority of the proposed PI-
PD control schemes when applied to a multi-area IPS for the combined control of
terminal voltage and load frequency.

6.1.2 Frequency and Voltage Stabilization in Multi-area Multi-source IPS with/without
Nonlinearities

The performance of a mmlti-area multi-source IPS with/without nonlinearities for

combined control of terminal voltage and load frequency have been investigated using DO,
AOA, LPBO, and MPSO based PI-PD control methodologies.

>

For a two-area multi-source IPS with 10% SLP in area-1, DO, AOA, LPBO, and MPSO
based PI-PD control methodologies yielded 53%, 47%, 39%, and 52% faster settling time
response in area-1 LFC, while 32%, 26%, 12%, and 32% better settling time response in
area-2 LFC respectively compared to HAEFA fuzzy PID controller [25] as shown in
Table 4.3.

Similarly, DO based PI-PD came up with 40% and 31% better settling time than HAEFA
fuzzy PID in area-1 and area-2 AVR respectively. Moreover, DO, AOA, LPBO, and
MPSO based PI-PD provides 86%, 99.9%, 10%, and 96% better % overshoot response in
area-1 AVR and 86%, 99.7%, 99.8%, and 99.9% better % overshoot response in area-2
AVR respectively compared to HAEFA Fuzzy PID controller as presented in Table 4.4.

In comparison to the HAEFA Fuzzy PID controller, it can be shown that DO, AOA,
LPBO, and MPSO based PI-PD control methodologies provided 43%, 18%, 75%, and
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12% faster tie-line settling time responses respectively as shown in Table 4.5.

» For two-area IPS with 5% SLP and three-area IPS with 2% SLP in the presence of
nonlinearities, DO based PI-PD resulted in relatively better LFC’s settling time response
in both areas compared to AOA, LPBO, and MPSO based PI-PD control methodologies
as shown in Table 4.7 and Table 4.11 respectively.

» Similarly, DO based PI-PD produced relatively better AVR settling time and % overshoot
responses compared to AOA, LPBO, and MPSO based PI-PD control methodologies as
shown in Table 4.8 and Table 4.12 respectively.

» Finally, DO based PI-PD provided relatively better tie-line power deviation’s settling
time response compared to the AOA, LPBO, and MPSO based PI-PD control
methodologies as shown in Table 4.9 and Table 4.13 respectively. The results clearly
show that the proposed DO based PI-PD control methodology is very effective to control
terminal voltage and load frequency simultaneously in a multi-area multi-source IPS with
nonlinearities.

6.13 Frequency and Voltage Stabilization in a Four-area Multi-source IPS

The transient response and steady-state performance of a four-area IPS for terminal
voltage and load frequency control have been studied in detail. The classical PID controller
has been successfully used for efficient control of IPS. Optimal tuning of the PID controller
was performed using a gradient based optimizer (GBO). Moreover, the responses of various
other controllers such as GBO-I- PD, GBO-TID, and GBO-I-P were compared with the
proposed GBO-PID control strategy. With 5% SLP in each area, the frequency deviation,
terminal voltage, and tie-line power deviation responses of IPS were evaluated.

» GBO-PID delivered relatively 67%, 44%, and 67% better settling time response in area-1
LFC; 72%, 43%, and 63% better settling time response in area-2 LFC; 51%, 44%, and
70% better settling time response in area-3 LFC; 65%, 38%, and 65% better settling time
response in area-4 LFC respectively compared to GBO-I-PD, GBO-TID, and GBO-I-P
control strategies as presented in Table 5.2.

» Moreover, GBO-PID offered 40% and 47% better settling time response for area-1 AVR
than GBO-TID and GBO- I-P control strategies respectively. In comparison to GBO-I-
PD, GBO-TID, and GBO-I-P control strategies, GBO-PID provided a relatively 39%,
47%, and 28% better settling time response in area-2 AVR; 24%, 17%, and 38% better
settling time response in area-3 AVR; 45%, 57%, and 51% better settling time response in
area-4 AVR respectively. In comparison to GBO-I-PD, GBO-TID, and GBO-I-P control
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strategies, GBO-PID offered 18%, 72%, and 54% considerably better % overshoot
response in area-2 AVR. Compared to GBO-I-PD and GBO-TID control strategies in
area-3 AVR, GBO-PID gave 50% and 73% comparatively superior overshoot response as
shown in Table 5.3.

Further, GBO-PID offered relatively 44%, 16%, and 52% better settling time response in
area-1 tie-line power deviation; 50%, 12%, and 40% better settling time response in area-
2 tie-line power deviation; 55%, 13%, and 56% better settling time response in area-3 tie-
line power deviation compared to GBO-I-PD, GBO-TID, and GBO-I-P control strategies.
Moreover, GBO-PID provided 47% and 44% better tie-line power deviation’s settling
time response as compared to GBO-I-PD and GBO-I-P control strategies in area-4
respectively. It can be concluded that GBO-PID performed relatively better compared to
other control strategies as shown in Table 5.4.

Finally, the resilience of GBO-PID was evaluated by varying the system parameters (A +
25%) and the robustness of GBO-PID was confirmed by a comprehensive sensitivity
analysis. The results in Tables 5.5, 5.6, and 5.7 clearly confirm the superiority of the
proposed GBO-PID control strategy for terminal voltage and load frequency stabilization
in a four-area IPS.

6.2 Future Work

In this thesis, nature computation based control methods have been implemented for

AVR and LFC loops of interconnected power systems. The efficacy of proposed control
methods has been validated under conventional environment and fixed loading conditions in
two-, three- and four-area interconnected power systems. Interconnected power systems have
not been examined under random loading conditions and deregulated environment.
Moreover, four-area IPS has not been investigated in the presence of nonlinearities. These are
the limitations of proposed control methods because proposed control methods cannot be
applied in such type of power system directly.

In future, two-, three- or four-area multi-source interconnected power systems can be
investigated under deregulated environment and random loading conditions with minor
modifications in proposed control methods.

Moreover, it is suggested that recently introduced nature-inspired computing techniques
such as artificial rabbits optimization and sea-horse optimization etc. or deterministic
methodologies can be used to control terminal voltage and load frequency in a four-area
IPS with nonlinearities such as GRC, GDB and BD etc.
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e The terminal voltage and load frequency can be examined in the presence of different
energy storage and FACTS devices to further improve the dynamic response of two-,
three- or four-area muiti-source interconnected power systems.

e Various renewable energy sources with conventional power plants such as diesel, nuclear,
etc. can be added in multi-area multi-source interconnected power systems. Further,
electric vehicles (EVs) and distributive generation (DG) can also be included to
investigate and control the responses of a complex power system.

e Keeping in view the emerging trends in artificial intelligence based control techniques, it
neuro-fuzzy, deep fuzzy, fuzzy deep neural networks and hybrid ANN based techniques
can be explored to control the terminal voltage and load frequency in multi-area IPS.
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APPENDIX A

Parameter Value Parameter Value Parameter Value

By, B2, Bs 1 Gs 14 Tas 0.12
Ry 24 Gs 0.5 Ko 1
Kai 1 R2 1.20 To 0.15
Ta1 0.08 Koz 1 Kp 100
Ka 1 Te2 0.12 T 10
Tn 0.3 Ke 1 Ka 10
Ko 120 Te 0.15 Tes 0.1
Twm 20 Kp 100 Ka 1.8
Kai 10 Tr 10 Te 0.8
Tat 0.1 Ka 10 Kg 1.8
Kei 1 Te 0.1 Te 1.8
Ter 04 Ke L5 Kg 1
Kei 1 Te 0.6 Ta 0.01
Ty 1 Kg 1.5 T2 0.545
Kat 1 Ta 1.5 Tis 0.545
Ta 0.01 Ko 1 Ta 0.545
G 1.5 T 0.01 Tz 0.545
G2 0.3 R; 1.20 Ts 0.545
Gs 0.1 Kgs3 1 Ts2 0.545
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APPENDIX B

Parameter Value Parameter Value
Bi1, B2, B3 0.045 H 5
S 60 Ku=1D 68.97
R 24 T =2*H/f*D 11.49
Rn 24 Ki 0.2
Rg 24 Kz 0.1
Ter 0.08 Ks 0.5
Tre 10 K4 14
Ke 0.3 P, 1.5
Te 03 Ka 10
Th 03 Ta 0.1
Tn 5 Ke 1
T 28.75 Te 0.4
Tw 0.025 Kg 0.8
0.6 Ty 14
1 Ka 1
a 1 T, 0.05
b 0.05 T2 0.545
c 1 Tis 0.545
Ter 0.01 Ta 0.545
Te 0.23 Ta 0.545
Tea 0.2 Tsi 0.545
D 0.0145 Ts2 0.545




APPENDIX C
Parameter Value Parameter Value
B1, B2, B3, B4 0.045 K4 14
R: 24 P, 1.5
Ru 24 Ka 10
Rg 24 Ta 0.1
R« 24 K. 1
Ty 0.08 Te 04
Tee 10 Kg 0.8
Kee 0.3 T 1.4
Te 0.3 K 1
Th 0.3 Ts 0.05
Ts 5 Tw1 0.6
T 28.75 Tw2 0.041
Tw 0.025 Kwi 1.25
X 0.6 Kw2 1.4
Y 1 T 1.8
1 Kev 1
b 0.05 Ti2 0.545
c 1 Tis 0.545
Tcr 0.01 Tia 0.545
Tr 0.23 Tz 0.545
Teo 0.2 T2 0.545
D 0.0145 Taa 0.545
H 5 Ta 0.545
S 60 T2 0.545
Kos=1/D 68.97 T 0.545
T =2*H/f*D 11.49 Ta 0.545
Ky 0.2 Ta2 0.545
K2 0.1 Ta3 0.545
Ks 0.5
S el e
ch\}
] _,!:3’
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