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Preface

This study is an application of statistical modeling forthe estimation of er<fieme flood

quantiles. The data series consists of fuinual Manimum Peak Flows (AMPF)

(manimum value extract€d from the daily daa series for each year) ofthirty-six gaugrng

sites. Tlrese sites are locatcd on various sfieams/rivers of north-western arpas of

Pddstan. The focus of this strdy is trro-fold; firstly, thc application of Lmoments

based regional flood frequency analysis (RFFA) coupled with machine lcarning

mahods to estimate accutde and reliable flood quantiles considering differrent r€turn

periods for gauged as well as ungauged sites. Secondly, assessing suitability ofdiffe,rent

estimation mettrods for fifiing Pearson T]"e-3 distribution. The assessment procedure

is based on simulation orpcriments considedng variations in the sample size and shspe

charactsistics of the distribution of daa series.

For the application of RFFA, as I pr€processing step, neocssary assumptions with

r€spect to recorded data series at each sirc are validarcd through various graphical and

formal statistical tests. Thesc include time-series graphs, run tcsq rank-sum test and

Wald-Wolfowie test. This graphical and non-parametic analysis show that data series

of all thirty-six sites is random, independent, identically disnibuted and frec of

significant fiends. In the nort stage, an established stepwisc methodology of RFFA has

been used including identification of discordant sites, formation of homogeneous

region(s), assessing goodness of fit of a distibution for identified homogenous

rcgron(s) and estimation of quantiles for gauged and ungauged sites. According to

results of discordancy mealrure, two sit€s "Badri" and *Chilah" are observod as

discordant sites. Forfurttrer investigatioq their observed data series havebeen anal),zed

and foundthathighoutliers are themainr€ann withinthe incrpase oftheirdiscodancy

values. Considering the existence of zuch high exhemes in the data series is random as

IY
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I
well as important in RFFA. The sites "Badri" and *Chilah" are retained for further

analysis. The initid cluster ofttrirty-six sites is haerogeneous as showed by Lmome'nts

based hcterogeneity measures. Therpfore, it is subdivided into four homogeneous

regions considering the most influential site characteristic, i.e., "Latitude" amomg

available, using wards clustering method and Euclidean distanoe. Each homogeneous

region consists of a different number of sites, twelve in Region l, nine in Region 2,

nine inRegion 3 andRegion4has sixsites. fire geogaphyofttre sites located inRegio,n

l, Region 2 afiRegion 3 is sub-mountainous while the sites located in Region 4 have

mountainous land. Afterthe formation ofhomogeneous regions, lZot"tlstatistic and L

moment ratio diagram are used as goodness of fit measurcs. As at-least two

distibutions have passed goodness of fit criteria for most of the regions. The'reforc, a

simulation-based assessment analysis has been performed to id€ntify most suiable

robust distribution for each region. The daails are: Generalized Normal (CNO)

distribution is robust distribution for Region l, Gen€ralized Parcto (GPA) for Region 2

as well as for Region 3, and Cren€ralized Iogistic (GLO) for Region 4. Regional and

at-site flood quantiles for various rctum pedods are estimated using quantile funotions

of respective robust regional distributions. Backpropagation neural netrryorks (BPNN),

radial bases funotion (RBF) and regression modcls with robust and OLS estimation

mettrods are used for the estimation of quantiles at ungauged sites within each

homogeneous trgion. Model evaluation criteria's (error comparison of predictcd

values) show ttrst RBF is suitable mcttrod for Region I while BPNN is morc appropriatc

for Region 2, Region 3 and Region 4. The prediotive ability of the model for T-year

flood quantiles at ungauged sites for each region is verified through historical

comparison of the highest recorded values of AMPF at each corresponding site for

shorter as well as longer rcturn periods.
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Accurate fitting of a probability distribution to annual maxima's is a progressive arpa

ofextneme values analysis. Differentmethods ofestimation like Lmomen8, maximum

likelihood, mehod of momelrts and morimum product of spacing (I\DS) ar,e available

with choice of various models like PE3, Generalized Enheme Value, etc. Success

depends on the size and span of sample, s€verity of strape charactcristics of the

distribution of data series and many others. This sfirdy provides comparison of three

estimation methods namely L-moments, morimum likclihood and MPS using pE3

distribution. Simulations orperiments are designed considering variations in the size of

samplc and values of skcwness and kurtosis of the data. The rpsults of simulation

experiments and a case study show that MPS estimation method is a reasonable

altenrative and provides cfficient estimatcs, especially whcn the data shows large

skevmess and kurtosis with small to moderate size of sample.

Major daails of the chaptcr are provided below:

Chapter I inhoduces the problem of rpsearph being addressed in this thesis. This

chapter includes discussion of some basic issues (distributional choice, regional

homogeneiU and inter-sitc dependence) relatcd to flood quantile estimation. Recent

literaur€ related to the estimation of flood quantile for gauged and ungauged sircs is

also part ofthis chapter.

Chapter 2 providcs theor*ical/mcttrodological details of differcnt measurps/methods

used in this study. Description ofthe study area and details of sample daa of AIvIpF of

36 sites wittr their respective sirc characteristics arp also given in this chapter.

chapter 3 includes rpsults ofpreprocessing of the data series at cach site.

Chapter 4 provides stcpwise anatysis of RFFA. This chapter coyerc comprehensive

details of application of L-moments bascd RFFA on the sites of north western arpas of

vt
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Pddstan. Notable point is that this is the first application of L-moments bosed RFFA to

the sites of this snrdy aneg which we beliwc a unique confiibution of this thesis.

Chapter 5 presents the rcsults of quantiles estimation for ungauged sites. For these,

rcgression models are dcveloped using OLS and robust estimation methods as well as

machine learning mahods (BPNN and RBF). Introduction of artificial intelligence or

machine learning tcchniques in analyses of exh:eme values will bring flexibility and

improve effrciency of the estimatcs, if handled propcrly. Threc research papers based

on the findings of Chaper 4 and 5 are published in worttry journals. The details of

published papers are given below:

Applied Ecolory and Envircnmental Rercarch (2019) 17(l)69374959.

Applied Ecolory and Envinonmental Rcseorch (2020) l9(ll 47 149.

Journal of Flood Rirk ltilanagement Q02l) l4(4) l-21.

Chapter 6 investigates the effects of ttuee m*trods of estimation namely LM, MLE

and MPS considering PE3 distribution. Assessment is bascd on a two-step approach.

The first step uses simulation experiments while the sccond is based on empirical

analyses, by varying sizc and shape charar"teristics of the sample. The results of this

chapter provide uscful guidelines for fitting PE3 distibution, espocially in modeling of

enheme values. The findings of this chapter are also published in a reputable journal

with following publication daails:

Water Rcsours llflanagement (202f) 35(, f41$1431.
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Chapter-1

Introduction:

Frequency analysis of exheme evemts like floods, rainfall, winds and droughts is

neoessary for effective planning and managemcnt against these nanral disasters. It is

also useful for the design and development of hydrological stnrctures such as dams,

banages, culverts and bridges, to ensue public safety and efficient utilization of

available watcr rEsouroes and so on. The available literature includes a variety of

methods for the frequency analysis of elrteme events. firese methods are mainly

divided into at-site and regional @uency analysis (RFA). Both these methods have

certain advantages/disadvantages associatcd to them. However, at-site frequency

analysis may not be a preferred choice for the estimation of quantiles due to the

availability of a shorter or limited span of observed data series with respect to cxh'reme

events at any sit€. Additionally, the estimates cannot be intcrpolated/extrapolatcd

effectively for ury specific site with no observed record (such sites arc commonly

refencd as ungauged site). Estimatcs using at-site frequency analysis may suffer from

sampling variability especially with thc shorter span of observed data whilc estimation

for longer rchrn periods (Cunnane, t9t8; Hosking and Wallis, 1993). In this scenario,

RFA is an optimum choicc, i.e., pooling data of different sircs based on similar site

characrcristics. Major advantages of using RFA include robust estimates of quantiles at

gauged sites and estimation or improvement of quantiles at ungauged or

partially/poorly gauged sircs within the homoge'neous region(s). Keeping in view the

advantages of RFA, this study is designed to apply a standard methodology of L-

moments based RFA available in Hosking and Wallis (1997) to a new and important
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study area of Pdcistan. The obseryed variable of analysis at diffcrent sites is annual

maximum peak flows bccause L-moments based RFA is most suited and utilized for

annual maximum series rather than Peaks-over a thrcshold or any other

montlrly/quartcrly/seasonal scries (Cooh 1985; Hosking and Wallis,lggTiPalutikof et

al., 1999 and Ferreira and de Haan, 2015).

fuiother important consideration in frequency analysis of exheme wents is the choice

of models or probability dismibutions for fitting the data series. Many probability

disEibutions with two, tluee, four and fivc parameters are available and used for thc

fitting of extreme values related to floods, rainfall and winds. Moreover, interesting

debate is available in literatur€ with respoct to modcling of orreme values and

generally therc is I cons€Nrsus that dishibutions with three to five parameters arp

appropriate to consider as candidatcs. The use of nno-parametcr probability

distributions resulted in biased estimates of tail quantiles when the shape of frequcncy

disuibution is not well estimatpd bythe fitted distribution (Hosking and Wallis 1997).

Secondly, with respect to the estimation methods, a wide variety is available including

method of momcnts, manimum likelihood, prcbability weightcd mom€nts, Lmoments,

trimmed L-moments, [-H moments, maximum product of spacing, etc. There att no

univercal criteria linked with the use of a single parameter estimation method. Howcver,

useful guideline suggcst that succcss depends on the span of daa and shape

characteristics especially sl<ewness and kurtosis of thc data series at diffenent sites. firis

study has used a set of five three-parameter dishibutions namely G€neralized Extneme

Values (GEU, Generalized Par€to (GPA), Generalized Normal (GNO), Generalized

Logistic (GLO) and Pearson Type-3 (PE3), with L-momenB as estimation method.

Estimation of quantiles at ungauged sitcs using the estimates of gauged sites is an

important part of RFA analysis. For ungauged T-year flood quantiles estimates using
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estimates of gauged sites, various malrods are in practice including regrcssion analysis

with linear as well as non-linear apprcaches, artificial neural networks (AIIN), etc.

None of these methods, howerrer, received universal oonsensus. Adequacy of the

mettrcd depends uponthe qualrty and availabilityofthe sirc characteristics andtheqpe

of relationship with the observed records at various sites of a homogeneous region.

Thercforc, keeping in view the available number of sites of analysis, span of data and

limited sirc characteristics, we have used rcgression models using ordinary lcas square

(OLS) and robust estimation metlrods. Additionally, two machine learning apprcaches

(back propagation neural netrrork (BPI{N) and radial basis function (RBF) have been

used for the estimation of quantiles at ungauged sircs within homogeneous reglon(s). A

comparative analysis has been provided to identiS most suitablc mettrod in given

scenarios. A comparison with historic values is also illustated to highlight the p,ractical

utility of the estimatcd quantiles.

Choice of model and estimation methods is also a debatable issue in at-site frequenoy

analysis especially when the region understudy is showing exheme heterogenetty and

not suitable to perform RFA (Soukissian and Tsalis, 2015). The analysis exploring

utility of at-site frequency analysis, especially in the prEsence of small sample size and

high skewness in the observed data series, is also part of this dissertation. PE3

distribution is selected as oandidate distibution because it is important prcbability

distibution which is used for the for modeling of exteme events. Comparison of three

estimation methods (trro common/popular mettrods L-moments and maximum

likelihood while one relatively rarely used method morimum p'roduct of spacing) has

been provided by varying size of sample and shape ctraracteristics ttsing simulation

orperiments and applied orample.
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1.1 Background of the study

Pddstan, with intcgrated river basins, has a long history of floods since 1947 (from the

ycar of its independence). Twenty-fourmajor floods have occured in the country fnom

1947 to 2016. Resultantly, the county has suffered direct economic loss of about

38.171 billion usD, approximatcly 12,502 lives lost, around 197,273 villages

destnoycd/damaged and over 616,598 Sq.km arpa affected. Floods are incrcasing in

freque'ncy and intensity in the country by the year 2000 and their trends arc alarming frrom

2010 onrvards. The flood that occurred in 2010 was the worct one in the region during

the last 80 years or so (Government of Pakistan,20l7). These floods mainly occur due

to heavy monsoon rainfall which rpsults into massive water inflows in the main rivers,

and main hill torrents nullahdsffieams having strarp slopes which significantly enhance

the flood intensity and destoy the banks severcly.

Indus River is a major river of Pakistan. Indus River System is known as the world's

biggest river system due to its very large basin area. This river systcm has two major

sections offiibutaries. One section (commonlyknown as easterntibutaries) consists of

rivers Jhelum, Chenab, Ravi, Beas and Sutlej and other section has Kabul, Swat,

Panjkora, Bara, Shah Alam and Jundi as north-western tibutaries. Eastern tributaries

originarc ftom Jamun and Iftshmir (A disputed territory betrreen India and Pakistan)

and flows ftrom north to south in the Punjab province. Western fibutaries oflndus River

mostly originarc from northern arcas of Pakistan except Ikbul River (its origin is in

Afghanistaq the neighboring country of Pakistan) and flows firom northwest to south

in the area of Khyber Pakhnrnkhwa (IGK). These riverc and streams of the region of

KPK has natural flow (ess effected fiom man made changes). Thereforc, arc suiable

to perform Lmoments bascd RFA metlrods using daa series of different gauging sircs.

,
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The geogaptry of KPK is mountainous ftom north side and sub-mountain in south.

Thereforc. area of KPK is vulnerable to flash flooding due to its steq geography and

unconudlcd flow ofrivcrs/streans. This rcgion is badly affcctcd duc to flash floods in

lWl nd 2010 (Pakistan Metcorological De,parbnent, 2ll2l. Thcrefore, thc need of

modeling extoeme flow behavior of the observed records of variou sites in this region

is immasc. Thc flood cstimaB of modcling proccdrc can bc uscd for cffactive

prcwntive measures against these natural disasters, generation of flood risk maps,

managennemt of stream watcr and feasibilities/desrgring of new hydrarlic sfiuctues.

Somc pfumrcs of20l0 flood are giycm in Iig (f.l).
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Ilg, Lf: SomE picuncs of thc 2010 flood disaster in KpK pakish.

Anothrr ftrryortmt aspect is that Pakism is a dweloping counky with agricglture sector

as a major contibubr to its grms domestic product (GDP). Agricultgre sector

conuihtcs about 24 pcrcctt in thc GDP of Pddstan (PakistEn Burcil of Statistics,

2018). fHore for sushinabte eoomic grroryth and to eixstrrt food secruity in the

county untyzing tte anailablc riffi s,atEr in thc area of KpK, using standard

methodologies is a primry need of time. The renrlht fufire estimates of floods
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quantiles thrcugh this study will be useful for agriculture watcr managemeirt and

optimum utilization of the available water rEsourpes.

1.2 Literaturc rcview

1.2.1Application of L-momenB belcd RFFA

RFA using L'moments is a welldocumented popular mahodology with application in

several case studies arcund the world. Highlights of few shrdies of RFFA are provided

bclow:

In Malaysia, Lim and Lye (2003) used RFFA to analpe annual maxima series of 23

gauging sites of Sarawak River bosin. For the division of group of 23 sitcs into

homogeneous gtlDups' 6 sirc characteristics namely basin area" specific dischargc,

retum'period storms with duration of 12 h (f5, Tl0, T20, T50), mean annual rainfall,

longitude and latitude werp uscd. The study arca was divided into two homogeneous

regions using Euclidean Distance. The results showed ttrat Gcneralized Extneme Value

(GEv) and GLo were best fitted distibutions forhomogeneous regions.

In Indiq Kumar and Chatterjee (2005) used annual murima series of 13 gauging sitcs

of Norttr Brahmaputa region. The considered region was homogeneous in natup as

showed by the results of L'moments based heterogeneity measure. GEV distribution

was identified as robust disfribution for the estimation of quantiles.

Alam a al' (2016) selected lE sitcs to perform L-moments based RFFA. Two sites

having large values of discordancy measup were dropped frrom the analysis and the

region consists of remaining 16 sites was homogeneous. The ZD6 goodness of fit
methods showed that GEv and Gumbel disfiibutions were identified as good fit
regional distributions.

In Turkey, saf' (2009) used K-mean clwtcr analysis with first five L-moments site

statistics to divide the47 gauglng sitcs into three homogeneous regions. Findings ofthe
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study showed that Pcarson t,?e-3 (PE3) is best fitted disnibution for Antalya and

Lower-lVest Mediteranean regions and GLO for Upper-West Mediterranean region.

Aydotan et al. (2016) divided frrc29 gaugrng sircs of Qoruh Basin of Turkey into four

homogeneous regions using geographical suitability method. Results of the snrdy

showed that PE3 is best fitted distibution for Region-l and Region-4, GPA for Region-

2urdGEV forRegion-3.

In China, Yang et al. (2010) utilizcd geographical and statistical atributes to divided

19 gauging sites ofPearl River into three homogeneous regions. Outcomes ofthe study

showed that GEV is best fitted distribution for first region, Walrcby disnibution for

second and GLO dishibution forthird region.

In han, Mosaffaie (2015) divided l5 gaugrng sircs of rivers locared in Qazrrin province

into two homogenous regions. Initially, based on the factor analysis basin area is

identified as an important site charactcristic that have significant affects on the

homogeneity of regions among otherc like basin slope, perimcter, main channel slope

and main channel length. Then basin area is used for sub division of gauging sircs into

homogeneous region using Wad Clustering with Euclidian Distance. Finding of this

study showed thot GLO distibution is robust distribution for first region while GPA

distribution for second region. Mesbalrzadeh et al., (2019) considered a region of 9 sites

of loot River basin to perform NA., as the rcsults show that entire region is

homogcneous and goodness of fttZw statistics show that the tog-Pearson tlpe-3 was

the best fittcd regional distibution.

In Korca, Lee and Kim (2019) used data of 20 gauging sites of Chungiu dam basin to

performed RFFA and three distibutions GLO, GEV and GNO have pass€d the criteria

of goodness of fit. A simulation analysis was performed and resultantly GNO was

identified as robust rcgional distribution. Similarly, many other applications of RFFA
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arp available in the literaturre advocating applicability, significancc and effcctiveness of

this metlrodolory. This methodolory has also been used for the quantile estimation of

other exhcme errents like rainfall, drroughts and winds. Two important studics providing

inter+omparison of various regional flood cstimation proccdures arc by GREHYS

(1996q b). A brief of the developmcnt in RFA has been illustrated in lrflalekinezhad

and Zare-Crari zi (201 4).

l2.l.l A brief of application of RFA uring l-momenE in pakistan

RFA has also bccn applicd in feu, published studies related to extr'reme valucs ofrainfall,

floods and winds in Pakistan. For instance, forrainfall (Ahmad et al. 2013; Shahzadi et

al. 2013; Ahmad et al. 2016; Ahmad ct al.20l?a;Hussain et al .2017:Khan et al. 2ol7),

for floods (llussain and Pashg 2009; Hwsain, 2lll;Ahmad etal.20l6;Ahmad et al.

2017b; Hussain, 2017;Batool, 2017), for wind (Fawad et al. 2018; Fawad et al. 2019).

Since this study has a focus on flood ftrequency analysis. Thcrefore, highlights of the

published literature rcgarding flood frequency analysis are provided in the following

section:

Hussain and Pasha (2009) identified Generalized Normal (GNO) Disfiibution as rcbust

probability distribution considering annual maxima's of riverdischarges for seven sites

ofttree majorrivers ofPunjab namelyJhelum, Ravi and Chenab. Hussain (2011) used

annual maxima's of river dischargcs of seven sites located on the Indus River to

perform RFA. The rpsults showed that Pearson Tlpe-I[ (PE3) is a robust distibution

for the upper half of the Indus River while Generalizcd Logistic (GLO) is a robust

distribution for the lower half. Ahmad et al. (2017b) performed RFA using l0 days

avemge of low flows of nine sircs locatcd on different rivers of Pakistan. The shrdy

arcq consisting of nine sites, was divided into two homogeneous rcgions. Region t

having sitcs Tunsa, Tarbela, Norvsherq and IGlabagh while Region-2 includes
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Chashma, Guddu, Mangla and Marala. GNO distribution for Region I and Generalized

Par€to (GPA) distribution for Region-2 werp identified as best fitted disfributions.

Hussain (20t7)performed RFA using annual maxima's of river dischargcs considering

gauging stations of major rivers of punjab, paldstan, namely Ravi, suflej, Jhelum and

Chenab. Trvo homogeneous regions werc defined for the study area. Rcgion-l contains

sitcs Manglg Rasul, Itdarala, Khanki, Qadirabad, Balloki, Sidhnai, Suleimanki and

Islam, whilc Region-2 have only sites Trimmu and Panjnad. Ihe resul1g showed that

PEI is most suitable for Region-l while GNo disribution is best choice for the sitcs of
Region-2.

These afolpmentioned details rcveal that the sites of major rivers of punjab and the

Indus River have been tlre focus of shrdies so far. Hence, there is a need to analpe

' exheme values of sites locarcd on the rivers and sheams of other parts of the country,

especially Khyber Paktrtunkhwa (the north-westem area of paldstan). fuiother

important rEason ofmodeling annual maximas of differcnt sircs ofthe study area is that

rivers and steam located in this arta art the sccond major sourpes of river water in

Pddstan.

1.2.2 Estimation of quantiles at ungeuged sites

Another intcrcsting dimension of analysis in this study is the development of models for

the estimation of quantiles at ungauged sitcs. In the existing literatiort a broader division

of estimation methods is development of linear models using ordinary least squares, non-

linear models using differrent estimation medrods and machine learning techniques

including artificial neural networls, nndom forest rcgressiorl etc. Brief details of few

studies are provided below:

;
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1.2.2.1Studiec using linear regrrcrrion models

Jingyi and Hall (2004) proposed a multiple linear regression model for ungauged flood

quantiles estimation. The sclection of explanatory variables was performed through

backwad elimination method. Resultantly, four site characteristics (catchment areg

weighted mean river slope, average annul rainfall, mean annual maximum catchment

lday rainfall) out of eight wq,e selected for the devclopment of model. Grifris and

Stedinger (2007) ptoposed a generalizcd least square (GLS) mettrod for the estimation

of rcgession model. The study showed that GLS method gives more efficient and

reliable estimatcs of hydrological regression model parameters as oompared to OLS

and weighted least square $[-S). Zanan et al., QOl2) used two variables design

rainfall intcnsity and catchmcnt area as rtgrcssom for the dwelopment of regional

forpcast model for ungaugcd sites. Smith et al., (2015) selected ayerage annual rainfall

and catchment arEa as explanatory variables for the estimation of mean annual flood

with in the homogeneous region. Komi d d., (2016) developed a regression model

using three sitc characteristics drainage ania, mGan annual rainfall and mean basin slopc

as rtgellsors for the ungurged flood quantiles estimation. Yang (2016) dwelopcd a

forecast equation for ungauged sitcs using drainage arca as indcpendent variable.

Hailegeorgis and Alfredsen (201 7) developed linear regression models using catchment

arEa as oplanatory variable.

The above-mentioned studies devcloped linear models betryeen mean of obseryed data

series at different sites (dependent variable) and their respective sirc characteristic(s)

(independent variable(s), but only few of them have illushated complete theoretical

and statistical justifications of the dwelo@ models.
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1.2.22 Studier using non-linear models

Scarce lit€raturc is available with respect to the development of nonlinear relationship

betrueen site charactcristics and obsenred data of gauged sircs for ungauged quantiles

estimation. Anilan ct al., (2018) used the sirc characrcristics drainage arpa, mainstneam

slope, mean annusl rainfall, strcam density, elevation, and rainfall intensity as

orplanatory variables for dwelopment of regional forpcast model for ungauged sitcs.

The results show that nonJinear model gives reliable estimatcs as compared to linear

models. Cassalho, et al., (2019) dweloped non-linear rcgrcssion model by using site

chararteristics aIEa, mean slope, stream gndient and flow length as independent

variables. The findings ofthe study showedthatnonlinearmodelsperformed bett€rthan

linear models. Khan et al., (2019) proposed a quadratic rcgression model based on

single explanatory variable "average rainfall in monsoon" and used robust estimation

mettrod for estimation of model paramctcrs. Durocher et al., (2019) innoduced

nonparamefric regrcssion mahods for ungauged flood quantiles estimation. Few other

studies have showed that nonlinear relationshlps may provide motc accurate estimates

of flood quantiles at ungauged sites as compared to linear relatiorships (Sivalcumar and

Singh, 2012; Ouali et a1.,2017).In an important study,

Anilan et al. (2016) illustrated details of commonly used site characteristics as independent

variables in different studies al,ound the world for development ofregression models. These

include drainage areq slope of stream, and mean annual rainfall. Adding to this point, we

emphasize that identification of the most influential site charaprcristics, among available,

having stnong corrclation with the dependent variable is an ongoing arca of rcsearch.

Development of an adequate model depends on plenty of featurps including availability of

data with respect to site characteristics and the natup of relationship of site characteristics

with observed dda series.
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1.2.23 Studiec using machine learning modets

Due to rcceNrt developme'nts in computational rpsourpes, another wolving choice in

estimation methods, especially for estimating flood quantiles at rmgauged sites, is

machine learning models including artificial neural netryorks (ANN). AIIN is a

nonparamefric approach that works like biological operative of a human brain

(Rumelhart et al., 1985). This method provides reliable rcsults over other estimation

tcchniques including rcgression analyscs (Liu et a1.,2009; landi et al., 2010). AI{N

mahods are used to handle various hydrological p,roblems such as river/stneam flood

forecasting and rainfall modelling (Govindaraju, 2000; Dawson and wilby, 2001;

Abrahart d al., 2004).In a study, Dawson et al., (2006)made a comparison bctrueen

Al.lN models and regression model to predict ungauged flood quantiles and the value

of indcx flood. The results show that the accuracy of ANN estimatcs was better than

regrcssion. Shu and Ouarda, Q0}7)proposed canonical conrelation based ANN model

forungauged quantiles and compered its efficiency wittr singte Al.lN models. The final

rccommendation is that ANN model based on canonical correlation provides better

estimates of quantiles. Azrzct al., (2013) compared the ANN model with flzzy-based

metlrods and gene expression prognmming for the prediction of ungauged flood

quantiles. In another study, Aziz ea al., (2014) performed an RFFA and made a

comparison betneen Al'{N model and quantile ncgression for rmgaugod flood estimates.

fuiilan et al., Q0l6) compared thc accutacy of ungauged flood quantiles obtained

thtough various regression models wiilr A}[N. Ouali a al., (2017) illustrated that thc

relationship betrueen sirc statistic and sirc characteristics is shongly nonlinear.

Thereforc, Al.lNmethods can give morereliable estimates ofungauged flood quantilcs.

All these studies citcd above may lead to a conclusion that ANN models can provide

better estimates of qtrantilcs for ungauged sites as compared to rrgrcssion models. One
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major advantage of Al.[N is its capacity to identify complex nonlincar rplationstrips and

before numerical analysis, there is no need to exprcss such a relationship in

mathcmatical form as the data itself rccognizes the model form through the use of

artificial inrclligencc ftIjelmfelt and lVang, 1996).

In hydrological analysis, among different methods of ANN, the radial basis function

(RBF) netrrork is a preferred choice because of its accuracy to estimate non-linear and

complex functions GIam and Kostanic, 2001). Allatrbaktrshian-Farsani QO}O)

suggested that support vector rcgrcssion model boscd on RBF provides morp reliable

estimates of flood quantiles rclative to other machine learning mettrods. In another

shtdy, Haddad and Ratrman Q020) showed that RBF method gives morc consistent

quantile estimates for ungauged sites. A brief of the predictive ability of RBF network

in exheme floods is available in Lin and Chen, 2fiM l,in et al.,z}Og and El-Shafie et

al., 2009. Therefore, therp is a clear margin of use of machine learning methods for

dwelopment of relationship for estimation of flood quantiles at ungauged sircs in

Pakistan. In this study, wc have used linear, non-linear and machine learning methods

fordevelopmentoffunctional relationship forprediction of flood quantiles at ungaugcd

sites. Comparison has been made using various aocumcy measurcs to obtain the most

suitable method.

12.2.4 At'cite frcquency analyrir in cese of heterogensou! rcgion(s): Choice of

estimation methodr

In RFA application, homogencity in charactcristics of observed record a part from a

sirc-specific scale factor for a group of sircs or a rcgion is a critical and esscntial

rcquircment. In situations, when it is difricult to form homogenous rcglon(s) of thc

study areg at-site frequency analysis becomes alternate choicc. This scenario generates

various other challeNrges including choice of model @robability distribution) and

I
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estimation mettrods. Success depends on various factors like size and span of the

observed record and shape of the distribution of obserrred data at a site. In this study,

we have analyzed the suitability of PE3 distribution for fiuing cxherne values with three

estimation mettrods namely Lmoments, murimum likelihood and maximum product

of spacing. PE3 is an important probability distibution for modeling of variay of

exheme events. In terms of estimation methods, L-moments and MLE more commonly

used for the distibution fiuing as compared to MPS. Rocently, in some case studies,

aocuracy of MPS metlrod has been compared with LM, MLE and few others. For

orample; Soukissian and Tsalis, (2015) illusfrated a comparison between different

mettrods of estimation like LM MLE, MPS and others using GEV distribution for

elffemc winds quantiles estimation. Tlreir rcsults showed ttrat ttre estimates based on

MPS were bett€rttun MLE, LM and others in terms of bias and rootmean squarE emor.

Asquith et d. Q0l7) performed a study to assess the uncertainties associated with

smaller return period flood quantiles. They reported that accuracy of the estimates based

on MPS and LM is comparable to each other. Due to these interesting facts, we have

also analyzed the effeas of MPS, MLE and LM in the case of fitting PE3 distribution

considering a variety of sarrple sizes and shapc oharacteristics using simulation

experiments and a case study. This portion of the study is a novel contibution in the

literatre of modeling of exfieme values. Further details are provided in chapter 6.

1.3 Gaps in the literature

firese aforpmentioned daails rweal that thcre exist few interesting arpas of rcsearph

which needs furttrer investigation with ncspect to the estimation of flood quantiles,

especially in Pddstan

a. L-moments bas€d RFA has neyer been us€d for the estimation of flood quantiles

for the sites of KPK and no suoh methods/approaches are available for the reliable

U
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estimation offloodquantiles atungurged orpoorly/partially gauged sitcs withinthe

study area.

b. Choice of model and estimation method for at-site analysis in case the region under

stndy is haerogeneous

1.4 Objectives of the study

The current study is designed to achieve the following goals.

AMPF at various sitcs of north-wcst€m areas of Pakistan using descriptivc statistics

in terms of L-momeirts.

RFFA forvarious rcturn periods.

using simulation operimcnts.

quantiles at ungauged sites using linear, non-linear and machine learning methods,

etc.

analysis using PE3 distribution, especially when thc region understudy is

heterogencous.

1.5 Organizetion of subsequent chrpterc

Rest of the thesis organized as follows. chapter 2 describes differcnt methods used for

analysis, chapter 3 provides results of data screening for fr,equency analysis, chaptcr 4

elaborates detailed application of RFA, chapter 5 illushates the development of forpcast

models for the estimation of quantiles at ungauged sircs and chapter 6 eoverc guidelines

forchoice of estimation methods among LM, MLE and MPS in case ofpE3 distribution

Y
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for at-site frequency analysis considering variations in size of sample and shape

g 
charapteristics. Last scction provides sunmary and conclusions of the sttrdy and some

recommeirdations for future rpsearch.

Y
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Chapter 2

Material and Methods

2.1 General

This chapter gives a detailed descripion of mettrodology used in this study.As perthe

scqu€noe of execution, general descripion of matrodVsteps include: l) Application of

non-pararn€tric rcsts for pre-processing of the data series at each sit€ 2) L-moments for

dcscriptive analysis and RFA including formation of homogeneous rcgion(s),

distribution fitting and quantiles estimation 3) Assessmeirt analysis of the estimates

using simulation experiments 4) Application of linear, non-linear and machine learning

methods for the estimation of quantiles at ungaugad sitcs 5) asscssment of different

estimation mcthods (Lmoments, maximum likclihood (MLE) and maximum pnoduct

of spacing (MPS)) in at-site frequency analysis using PE3 distribution in presence of

different sample sizes and shape parameterVcharacteristics.

Details of the each adoptcd malrod and technique for the analysis have been given in

the following scctions ofthis chapter.

2.2 Nonparametric tests

While dealing with data in any applied sdy, preprocessing of the available data is

crucial as it directly impacts the qualrty of estimates. In a statistical analysis

ptprocessing generally includes but not limited to cleaning of dat , checking and

estimation of missing values, detection of outliers, randomness of daa series, and

independently and identically distributed sample free from significant tends. This

study is based on seoondary data of annual maximum peak flows at different gauging

sircs forthe applicationofl-moments basedRFA. Thereforc, non-parameEic testshave

l8
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been used to deal with sensitivity of rmderlying assumptions of parametic mahods as

samples of cxheme values usually have small span and non-normal behavior.

Daails of each non-paramertric test have bocn provided below.

2.2.1 Gnrbbs md Beck Tert

Grubbs and Beck ( I 972) intnoduced a test for the detection of outliers within the sample

data. This t€st is successfully applied for detection of outliers within the annual maxima

and annual minima series of hydrological data (WRC, 19El).

For the application of this tcst, initially, the samplc data sets arp tansfomred by taking

the natural logarithm. Then the values of lower and upper bounds from the rankd data

samplc are calculatcd using:

xr.=EXP(?-Kndr)

xu-EXP(Y+Kr,Ar)

(2.r)

Q.2)
U

Where P is mean and S, is the standard dwiation of tansformed sample data, Kry,o is

the critical value of the GB andlVis the sample size of a random variable.

2.2.2 Runs teit

Rnn test of randomness given in (Bradley, 1968; Hirsch et al., l9fl2) has been used to

check the randomness of obsenred data set of each site. The test statistics of the Run

test for the large sample size is given below:

z = Y!*l es)S-e.(R) \-'-l 
t

Here,.R is the total number of runs, E(R) is the expected value of R, S.E.(R) is the

stmdsrd errorofR

22.3 Rank Sum test

Tovalidate the assumption ofthe identioal distribution ofthe data setofeach site, Rank-

Sum has been used. The daails of this test are available in (Ilirsch eJal.,1992):

L
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For small samples, i.e. if z1 andn2 arp less than 10, following test statistics is usedg 
W =mini(wr-W) e.4)

where, W1 is the sum of the rank of thc first group andW2is the sum of the rurk of the

second goup.

In the case of dealing wittr large sample, i.e. greater than 10, the rcst statistic is

zw-T
Here

p*=Y*do*=

(2.7)

(2.s)

2.2.4 W rrldl-Wolfowitz test

Forthe validation of an important assumption regarding the data series at each sitc thart

it is independent and free from significant t'rends, Wald-lVolfowitz test (Wald and

; Wo[owitz, l%3)has bcen used. For a sample size of less tlun 10, the test statistic is

given as:

K =E1llxtrl,li-x1xn e.6)

The orpected mean and variancc is

rr = ff, and ofi= "i-"' - E(nz+ ffi
with s3 = El+xl ,t -_ !,2,3,4

For a large sample, i.e. greater than 10, the test statistic is computed as;

Zrr*=+

2.3 Method of L-moments

Hosking (1990) infioduced amethod ofestimation known as Lmoments (MIJvt) based

on order statistics ofthe observed data serics. MLM gives reliable and robust estimates

ofparameters ofprobability distribution especially in case of small sample.
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Supposc .X" is a continuous random variable with known probability distibution

function. Its frst four population Lmomen6 can be derived as flonrs.

trt = E(Xtr)

l, =f,t7x*z- xtz)

l, =f,t(x*g - zxz3f xr=s)

4 = le 1x+,+ - lxs,+ + 3xz.+ - x.*)

The general form of the above equations can be unittcn as.

A, = r-'1Ei=6t-rY (; ') E(x,-r)

The anpression E(X",rr) is defined as

E(x,,n) = ffi I| x@1r'-1(1 - F)tt-t dF

h=bo

lz = Zbt- bo

ls = 6bz- 6\+ bo

l* = 20}a - 30bz + I,z}n- bo

Here

br = n-rg1,=r*rffi\* r = 0,1,2.,....n - L

Herc Fis the cumulative distibution function (CDF) of rurdom variableX.

For the qgantities defined in Eq. (2.8 and 2.9), h is the location parameter while 12 is

the scale parameter of probability distibution.

The first four sample L-moments analogues to Eq. Q.lz) can be obtained as follows.

(2.8)

Q.e)

(2.10)

(2.il)

Q.t2)

(2.t3)

Q.t4)

(2.1s)

Q.t6)

Q.t7)

(2.18)

Lmoment ratios are defined as.

L-cv, , =t thedistributionhavingpositivevaluesthan 0 < T < 1

Lskewness, T3 = f*"disfiibunion 
having positive values then 2T - 1 < Ts < 1

2t
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L-kurtosis, f* = *the distribution having positive values Uren | {Stlz - 1) < T+ ( 1

For higher-order L-moment ratios, the general orpression is,T, = & r 2 3

Sample estimates of location, scale, Lcv, L-skcwness and Llarrtosis are represcnted

through l1,l2,t,fuond, ta r€spectiyely. Numericd estimatcs of Lmoment ratios arp

obtained by replacing the sample estimates of lambdas (f) in the above expressions.

2.4 Steps and measures in RFA

This strdy has used L-moments basd RFA, prcposed by Hosking and Wallis (1997)

and applied in various casc surdies around the world. It is a stepwise approach including

celculation of discordancy mcasure, formation of homogenous region(s), identification

of best suited prcbability disribution and estimation of parameters and quantiles. A

sunmary of fewmeasurps ofthe procedure is given below:

1) To recognize the discordant srt{s) i in a group of N sites, we define a
Y

dissimilarity measurp:

2, =frvtzr-z)r5-r(ut-a), i--1,2,3,.....il

wherc s = Eilr(zr - u) (ur.-Or

(2.1e)

e lEplEsents a vector of sample L-mome,nts ratios of site l, n is their mean and iVis the

total number of sites.

2) An imporhnt st€p in RFA is the formation/identification of homogeneous

rcgion, i.e. grouping sites with similar site charactsristics. Heterogenetty measucs

based on sample L-moment ratios L-CV, L-skewness and L-Kurtosis are used to test

the regional heterogeneity. If the value of heterog€nelty test is less than one the region

is considered as homogenooulr, if it lies between one and two the region is possibly

t' 
homogeneous and the region is regarded as definircly heterogeneous if the value of the
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tcst is grcater than two. The values of haerogenerty tcsts bascd on the sample [-

skewness and L-kurtosis rarely exceed firom two for a complete heterogeneous region

and both tests have less powcr to differentiate betryeen homogeneous and

heterogeneous rcgions. Conscquently, the haerogeneity test based on LCV considered

to be more power full thm the tests bas€d on L-skewness and L-kurtosis (Hosking and

lVallis, 1997; Satyranarayana and Srinivas,2008). Thercforc, in ttris study, L-CV based

heterogenelty tcst is used to test thc regional heterogenerty. The statistic to computc

haerogeneity measure (H) is:

Hr=T Q.20)

Q.2t)

L

1

wherp ,= Fl#rrJ'*d tu urd ooane rcspectively the mean and standard

deviation of computcd inter-sirc variation obtained through simulations, '?' is the

sample L-CV and tn = EiLr n t(t) lll=rn .

3) Thc next srcp is identification of best-fiued disfiibution fiom a set of different

ttuce-parameter probability distributions for the defined homogsneous region(s). L-

moments ratio diagram and IZD*I statistic arp used as goodness of fit measups. The

formula for lZDidl statistic is:

lzob'l=ry
wherp rfbtis the Lkurtosis ofthe candidate probability distribution, tf is the ncgional

Lkurtosis, oa is standard deviation nd F+ is the bias of tf obtained through

simulations. Further details related to these measures can be found in Hosking and

Wallis (199?). A popular set of five three-parameter probability disEibutions GEV,

GPA, GNO, GLO and PE3 have bee,n used as candidates ofregional dis;nibution. Their

!
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prcbabilitydensity function (PDF) andcumulative densityfunction (CDF) areprovided

in AppendixA-1.

4) Estimation of parameters and quantiles of the best-frt distribution is thc next

obvious st€p. Thesc regional quantiles arp used to estimate at-site quantiles within the

homogcneous l€glon using the following relationship:

Qr(p) = {r)A(F) e.zz)

where Or(F) represents estimated quantile for site 4 I{l) denorcs first sample Lmoment

of a site , and 0(F) represcnts estimated regional quantiles for any r€turn period.

5) It is possible in RFA that two or morE probability distributions fulfil the criteria

of goodness-of'fit. In such sccnario an obvious requirement is to identify a robust

probability distribution among succcssful candidarcs. For this purposc, a simulations

based assessment can be pcrformed to obtain 95o/o error bounds and root mean squarr

error (RMSE) of the flood quantiles estimates.

RMSE can be calculated using:

Y

Rr(F) = [r-' 2;=rL,.,g1"tp:o,t,fJ% Q.23)

AI^l@) is thc estimatod quantile of sitc-i for non-exceedancc probability F d, mh

repetition. Averaging over the complctc region gives:

RMSE = IV-l EiLr Rr(F) Q.24)

Whereilrrprcsents the total numberof gauging stations in a study arca Forthe grondr

curve of rcgional quantiles ttre quantities 8rt-11r1 ana Q,1r; are replaced uv al-l(r)
and fl1(F) respectively . The 9So/oeror bounds for fl1(F) are.

ffi<q(F)=#

24
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Wherc Lo.ozs(F) and Us.s25(F) are the values betwe,en whioh approximately 95o/o of

the disfiibution of simulatcd values of the ratio of estimarcd to tnre values of regiond

quantile function (A'(') / nfn) 
lies.

2.5 Methods of estimation of quantiles at ungauged sites

For the estimation of flood quantiles at ungauged a functio,nal relationship beturcen tl

(mean of obserued AI\,IPF at given siEs) and their corresponding available site

charac6ristics has been dweloped within thc homogeneous rcgion. This firnctional

relmionship will providc the estimates of at-site mean (for ungauged sites) within the

homogeneous region forthe estimation of T-years flood quantiles.

Various mahods are in practice for the ungauged flood quantiles estimation. Thesc

mettrods include rcgression with linear/non-linear approaches (Griffrs and Stedinger,

2007; Sivakumar and Singh, 2012; Hailegeorgis and Alfredsen, 2017; Ouali et al.,

2Ol7), artificial neural netrvorks ( zh et al., 2014; Anilan et al., 2016), satellite

precipiation p,roducts (Gado et al., 2017), r€mot€ly sensed precipitation information

(Faridzad et a1.,2018), etc. The gven literature show that thc relationship betrreen t1

and the sitc characteristics is complex. The,refore, none of the adoped method(s) so far

received universal acceptability; however, success depends on the availability and

suitability of gauged site characteristics. In this study, regression and ANN methods

have been used to develop a prediotive model of each rcspcctive homogeneous region

to estimate ungauged flood quantiles. Regression analysis based on linear and

polynomial models with OLS and robust estimation methods. These regrcssion models

and OLS estimation method are well known in the literature. Their details have been

grven in Appeirdix A-2. The description ofthe ANN and robu* regression methods has

bcen given in the following subsections.=
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2.5.1 Robust regression methods

25.1.1 M-estimation method

Huber (1964) inmoduced the M-estimation mettrod for the estimation of regression

model parameters. It is based on maximum likelihood estimation and it gives efficient

results as OLS. Fox (2002) suggested that the M-estimation method is the most

commonly used metlrod of robust regression. The M+stimation mettrod gives robust

estimates of regression paramct€rs when exfieme observations or oufliers are present in

the data s€ts. In the M-estimation proccdure, parametric estimates arc obained by

minimizing the residuals fuirction. Tlre objective function for the M-estimate of the

ncgression parameter is given below.

B u = minl;f=1 p (Y, - ll =, xit n ) Q.26)

To solve this objective fuirction for the estimates of "8" tlampel et 81., 201I proposed

a system of normal equations. These normal equations arp obtained by taking partial

derivatives with respect to unknov,rn parameters and equating thenr with zero. The final

form of M-estimators for regression parameter is given below.

Bu = (x'wX)-t(x'wY) Q.27)

whei,c w is the matix having diagonal values of the weight matrix.

wherco=W

Because q = ffflrr^w is equals to the following

* ={ [r - (g']' ,tu,t 
= 

, ](o lui>c )

Thc procedure of weighted least squarc (WLS) is adoptcd to estimatc By using'1v" as

weight.
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2.5.1.2 S-estimation Meth od
L

Rousseeuw and Yohai (1984) inhoduced S-estimation mettrod for the estimation of

rcgression coefficient. S-estimators of regression coeflicients arp derived from thc

generalization of two methods Least Median of Squarcs (LMS) and Lea.* Trimmed

Squares (LTS). LMS and LTS also have similar asymptotic propcrties as the M-

estimation method and can tacklc half of the exteme (outliers) observations that cxist

in the data. Thc rcsidrul shndsd deviation is used by Susanti and pratiwi (2014) to

solve the shortcomings of the median uscd in the S-estimation process. The S-estimator

of regression coefficients is given as follows.

Bs = lrltinp 0s(e1,e2,e1,,....ea) p.Ze1

To determine the smallest robust scale, estimator

minl!=rr(ry)
where

0, -meatude,J5j*t 
m,.rt, 

when iteiation = I

ur= @,whenircration>r

zl=tvtto (#) = o, i = o,!,2,3 ......k

0 is a function drived frrom takin derivative of 6.

2.5.2 Machine learning methods

As mentioned earlierthat therc may exist a complex non-linear relationstrip between 11

and available sirc characteristics. firerefore, application of machine learning methods

can provide accurate estimatcs of the dependent variable (IJ to be used for the

estimation of quantiles at ungauged sircs. This study has applied different machine

learning methods namely back-propagation neural netrrork (BPNN) and radial basis

(2.2e)

(2.30)
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ftrnction (RBF) for estimation of quantiles at ungaugad sircs. Thc suitability of these

techniques for the prediction of river flows is discusscd in daails in Maier and Dandy,

2000 and Abratrart etal.,20/J/.. Fen, dertails of these methods arp as follows:

2.5.2.1 Back-propagrtion neural network (BpNfg

The AI.IN model bascd on back-propagation fiaining is called BPNN. Back-

propagation is the process ofproper tuning of weights of ANN based on the preceding

stags (i.e. ircration) etror ratc. Lowcr cnor rates are achiwed by fine-tuning the

weighB, which incrcases the model's generalization and hence its rcliability. lVorking

stnrcture of BPNN model is given below.

BPNN model comprises an input, hidden and output layers. Neurcns layers interact via

a networ* of fced-forward weighted conncction. For computations, wery input of the

neutons multiplied by weight which is knovm as the connection parameter and

combined output witlt some bias is produced. firis value is managed witl an activation

function. A logistic activation function is used because it provides accur:ate results for

river flow prediction (Shamseldin et al., 2OO2).A tpical logistic activation function is

given below.

f(x) =#
In this study, the relationship between the mean of the AMPF of each site (dependent

variable) and site charactpristics (independent variables) of regions is estimated using

the BPNN model. working configuration of BpNN is given in Fig. @.r).

Q.3t)
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Fig.2.1: Working configuration of BPNN.

For the application of machine learning methods, the complete data sct is usually

divided into taining validation and rcst datasets with the ratio of 60/o,2W/oand2W/q

respeotively. This division is useful for large data. In this study, leave one out cross-

validation (LOOCV) approach has bcen used for the training and validation of the

sample data set as it is usually considered morc useful for smaller data sets. In the

LOOCV approach, the data set divides into two pafts; if the data set contains n

observations, then one observation is used for the validation, i.e. (xyy1) and runaining

"n-1" obsetrvations l(xz,yz),(xs,!3),u(xn,!n )) are in the fiaining datasct to pr€dict

the average value of the dependcnt variable (which is l, in this case). This process is

repeated n times (equols to the total number of obserrrations in the sample) and generate

n times mean squarE enor. The estimate ofthe test mcans squarcd enor can be obtained

firom "n " tcst errcrs as:

N(n) =i>ir MsEt Q.32)

wherp MSE denotes mean squarcd enor. For more details of this method see James et

al. (2013) and Kuhn and Johnson (2013). The primary objective of taining AI'IN is to

reducc the enor arnong the targa output and AI.IN output through adjusting wcights

2.5.2.2 Rrdid basis function GBx")

RBF is a type of fecd-forward neural networks. It is a popular method to solve nonlinear

fuirctions because of its easy topological stnrcture and having the capacity to execute

Ie
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the learning proccss directly. Furthermor€, it has various advantages over the

conventional multilayer peroeptnon like quick convergenoe, fewer errors and morc

reliability (Girosi and Poggro, 1990).

The stucfire of the RBF network is based on three layers; inpuq hidden and output

layers. The input layer divides the input daa to the hidden layer without processing the

input data. Nzurons in a hidden layer of RBF are equal to the historic observation of

the predictorc. For the cstimatcs of any real-time event the ouQut of wery neuron is

the tue influence of historic observation. For the input data, Every neuron of the hidden

layer uses the radial basis function as a non-linear fiansfer function. fire Craussian

fiurction is a commonly used radial basis function. It has two featurps; oenter Q and

widttr Il1. Euclidean distance is used bctwcen the centcr C1 of RBF and input (I). In

the hidden layo, a non-linear tansformation is used with RBF as:

hv)=EXP(-,,,, -ard) Q$)

where fu is the output of a Jt unit of RBF netrrorh Cy is the c€nt€r and llyis the width

ofjth RBF. For the output layer, the following equation is uscd.

zp(Y) =Elawxll7(.Y) + s* (2.34)

For any input (I), Zxisthekth output unit. Weight connection between jth hidden layer

unit and kth output unit is represented by w*t, and Bp repres€nts the bias.

The taining of RBF involves the calculation of the weights, sprcads and centers.

Various mathematical algorithms such as the least square algorithm or genetic

dgorithm can bc used for the selection of centers. AftEr the seleotion of spread and

celrter of RBF, link weights between output and hidden layer is adjusted using the least

squar€ algorithm.

ti
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2.6 Method of maxlmum prcduct of spacing (MPS)

This study is an application of L-moments bas€d RFA but ttrerc exists scenarios in

which homogeneous regions cannot be identified. An altemarc solution then is at sitc

fireqtrency analysis. Qtulity of quantiles estimates using at-site frequency analysis

tlpically depends on size and span of the sample, disnibution characteristics, choicc of

model and estimation mahod. This study has also anallzed effectiveness of different

estimation methods for fiting Pcatron Type 3 distibution in case of at-sitc @uency

analysis through simulations experiments by varying size of sample and shapc

characrcristics. Findings of simulation experiments are validarcd using real life

examples. The estimation methods includc L-moments, MLE and maximum products

of spacing. Few details of MPS metlrod are provided below.

Cheng and Amin (1933) infioduced order statistics-based method of MPS for the

estimation of any continuous probability distribution. suppose y1 ,o 3 !z,n s ... s lnn

be the ordercd scquenoe of any continuous random variable..y" having cDF FOt,o)

and pdf /(y,0). The space betrreen two CDF of ttre consecutive points can be defined

as.

z{0) = F(!m,O) - F(Jrt,.,O) = ffi.*f tt,0)dy, i = 1,2,3 ...n t L (2.3s)

Wherc lorn = -o and ln+tzn = *o then the sxn of Z{0) is equals to one.

Z?=rz{e) = t e36)

and

Z{0)=!-F(!o,o,0) e37)

Metttod of MPS p,rovides optimum estimatcs for thc value of O by macimizing the

product of probabilities betrucen two adjacent sample points.

T\e Zis arE as near as possible to each other. We choose the value of the parameter O

as an estimat€ that maximizes the log of geomctric mean (GM) of z{0),

3l
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K@) = tos(Illll zt7o11'lo*r1= #Er# bs(z{q) (2.38)

The optimum MPS log estimator is given as.

Kopr(o) = tog#. e.3g)

The rclationship given in Eq. (2.23) shows that MPS has advantageous rpsults relative

to MLE because log-likelihood can rpach to 1o, whereas, MPS estimator is always I

bounded by log *nlt can easily be providcd that the maximum and opimum value of 
+

GM is only obtained when all Zls are equal to 21= il(n+ 1). For morp details, s€e

Ranneby (1984).

Y
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Chapter 3

Preprocessing of Data Series

3.1 General

The preprocessing of flood daa is very importurt for the successful application of

fiequcncy analysis. Because quality of the results frcquency analysis shongly depends

on the quallty of the available daa sedes. In this study, time series secondary data of

AMPF have been used. Time scries data usually suffer from missing obscrvations and

outliers. Before performing the final analysis filling the missing observations and

handling of outliers is necessary to obain rpliable estimates. Moreover, RFA strictly

based on the assumptions that thc sample data must be random, independent,

homogeneous and free from significant hends. Thercforc, in this chaptcr data of AIvIPF

of 36 gouging sircs of KPK has been analyzed througlr non-paramefiic tcsts to check

the suitability of the daa to perform RFA.

Rest of this chapter organized as: scction 3.2 describes study arca, section 3.3 deals

with the availability of the data and missing observations, section 3.4 bascd on graphical

time series analysis, in section 3.5 outlier analysis is performed and in scction 3.6 basic

assumpions of data series has been tcstcd.

3.2 Study arca

The KPK region, having various small rivers and sueam, is the second source of river

water in Pakistan. KPK has a l0l,74l km2 area with steep geography and a population

of about 35.53 million (as per the population oensus of 2017 by the Government of

Paldstan). The terrain of KPK consists of mountainous in the north, sub mountainous

and lands surrounded by hills to the south. Due to the stcep geography and mountain

Y
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land of KPK, the heavy rainfall usually turns into flash flooding affecting the wholc of

KPK (Pakistan Meteorologioal Oegartrnent, 2012). Southern KPK is the most

populated area of the province, and due to its downstream location, it has been affected

badly due to heavy floods in 1992 and 2010 (Hashmi etal.,20l2). Thereforc, preventive

measurEs against these natural disasters are a popular demand of the people of KPK

which requires quantification of the frequency assooiated with these floods. Moreoyer,

KPK has an identified potential of hydroelectricity is about 18698 Mega Watt, as

reported in a study on Hydel Potcntial in Pakistan by National Electic Power

Regulatory Authority (NEPRA), Paldshn (NEPRA, 2018) and search for morc sites is

still on going. None of the published shrdies so far has used L-moment based RFFA for

flood quantiles estimation at various sites of KPK. The cunpnt study has performed

RFFA using AIvIPF in cusecs of 36 gpuging sites situarcd in KPK and at-site analysis

of some selec'ted sircs having variation in sample size and shape characteristics using

PE3 distibution. Geographical locations of the 36 gauging sites of KPK have been

grven in X'ig. (3.1).

3.3 Availability of data and missing observations

This study has used "annual manimum peal$ flow'' (AI\{PF) of 36 gauging sites of

important rivers/stneams of KPK. The length ofrecorded data sets on all 36 sitcs varies

betrreen 15 to 55 years. The data sets have been gotten from the flood section of the

Irrigation Departnent of KPK. Few details of the sites along with their respective

characteristics namely longitude (Long), latitude (Lat), elwation (Ele) in metett,

average annual rainfall (AARF) in millimeter, ayerage rainfall in monsoon soason

(ARMS) in millimeter and average annual tempemature (AAT) in degrce Celsius has

been given in Table 3.1.
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I
Few missing observations has been found in the &a series of some gauglng sites. If

these shortfalls of daa series not filled propcrly can produced inaccurate flood

frequency estimatcs. Missingdatafilling tcchniques generally involvcs deleion ofgaps

or impuation of single valuc arithmetic mean or median (Peugh and Enders 20M).

Filling out missing obscrvations by using a single value (arithmetic mean or median)

neyer effectthe original size of daA sample @keu-wci d d.,20lE). Thercforc, in this

study, missing values arc estimated and filled with the arithmetic means of AMPF of

each respective sirc where the missing observations found. Similar neatment with

missing obsewation of AMPF was performed by Hussain (201l).

;
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Table 3.1: Site characteristics of 36 gaugng sites of the study area.

L

tt

S. No. Site name
Lat
(N)

Long
(E)

EIe
(m)

AART
(mm)

ARMS
(mm)

AAT
(c)

I Budni 34.t307 72.4il8 334 639 272 22.7

2 Shahi Bala 34.1858 71.7661 300 460 151 22.7

3 Dallus 34.165 71.5931 3r0 460 151 22.7

4 Badri 34.98ffi 72.352 1243 639 272 22.2

5 Naranji 34.2475 72.3432 356 639 2t2 22.2

6 Iklpani Raisalpur 34.3303 7r.9085 345 556 222 22.2

7 tcalpani Deheri $.9n8 7t.746 303 5s9 255 22.2

8 Bagiari 34.2254 72.1543 3r3 s59 227 22.2

9 Itutlongi 34.096 7t.t416 389 460 151 22.5

10 Chprial 34.1998 7t.75E/J 306 478 212 19.9

1l Jani Khwar 34.2653 72.t963 330 384 105 22.7

t2 Shahban 34.0918 72.0388 288 559 227 22.2

l3 Muqam 34.1078 72.0505 291 559 227 22.2

t4 Chinkar 34.014 71.7538 301 400 119 22.7

l5 Wazir Gattd 33.993 71.746 303 400 il9 22.7

l6 BaraKohatRoad 33.8637 71.5637 413 400 119 22.7

t7 BaraTarnab 34.0165 71.t035 305 400 il9 22.7

t8 LundKhwarEast 34.0064 7t.9777 285 559 255 22.2

l9 Kalpani Saidabad 34.05t2 71.528 314 559 255 22.2

20 Dagt 34.0t6s 7t.4749 328 3t4 105 22.7

2t Garandi 34.357t 72.08/.s 384 s32 212 22.4

22 Ilakim Gahri 34.1432 7t.7053 296 460 151 22.5

23 Khud€rzai 34.01l6 7t.t74t 300 532 2t2 22.4

24 IfubulNowshera 34.8337 72.4253 985 532 212 22.4

25 Chilatr 34.3918 71.9862 375 532 212 22.4

26 Ikbul Adezai 34.t22 7t.6078 305 532 212 22.4

27 ShahAIam 34.t6il 7t.3689 397 3U 105 22.7

28 Panjkora 34.1019 71.4672 328 460 l5r 22.5

29 Kabul Naguman 34.1t4 71.7523 292 384 105 22.7

30 Jundi Utmanzai 34.0099 71.8327 294 460 170 22.5

3t Jundi Tangi 33.8965 72.235 266 460 170 22.5

32 Jundi River 34.9422 72.4528 1099 460 t5t 22.5

33 SwatKhaili 34.3307 71.5706 365 460 r5l 22.5

34 SwatNingolai 33.9042 71.5583 379 743 221 19.9

35 Swat khawazakhela 34.7677 71.7924 66s 743 221 19.9

36 SwatMundaHead 34.7507 72.0?67 923 743 221 r9.9
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3.4 fime series plob of data sets

Climatc change affects thc freque,ncy and size of floods in different parts of the world

(Maghsood, Gt t1.,2019). Pddstan is also orperiencing the impact of climate change,

ranking l0th in the long-rcrm climate change index (Kr€ft, et 81., 2015). Flooding has

become morp common in Pakistan over the last decade, and the country has experienced

flooding almost every year since 2010 (Government of Pakistan 2018). As a result

graphical time series analysis has been uscd to sce if any significant tnend or patt€rn

qdsts in the AIvIPF data samplc of each gurgrng sirc undcr investigation. Thc results of

this graphicat time series analysis are also used in the RFFA's subsequent measurts.

Time series plots of AIVIPF of all 36 gauging stations are prcsent€d in X'ig. (3.2).

Fig. (32) shows that AI\{PF is randomly distibutcd along their averagc line of gauging

sites Shatri Bala, Dallus, Badri, Ifulpani Deheri, Bagiari, Katlongi, Chaprial, Jani

Khwar, Shahbaq and Muaqm Shatr Alam, wffi no disoernible upward or downward

hend. For the perid 1994 to 1998, only at sitc Itulpani Deheri AMPF values highly

scatte,red along the mean line. Some plots of gauging sites in X'ig. (3.2) indicate that

AMPF values have a largermagnitude anddeviate significantly fromtheir average line.

The details of the time series plots of some sites given in IIg. (32) are provided in

Tabte (32). Table (32) gves the names of the gauging sites as well as the occunpne,e

time of the value/s that deviate significantly from their average line. The AItdPF are

scattered along with the average line of each site listed in Table (3.2) at random.

Furthermore, an upward tnend was observed in the AMPF sample data of site Naranji

fr,om 1980 to 2010, and at sitc Ifulpani Raisalpur from 2003 to 2010.

Y

:
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v from their mean values.

After 2005, the AI\{PF data sample of sites Kalpani Saidsbad, Kabul Adezai, Jundi

Ufinanzai, Jundi Tangi, and Jundi River shows a rising pattern, as does the daa sample

of site Swat Ningolai aftcr 2010. Tlre reason for the upward and dovmward fiend in the

daa set is may be due to the irregular patt€rn of monsoon season rainfall in the rcglon.
v

Table 3.2: Names of gauging sites, as well as the years in which they dwiated

lluJfrau]t mcan

SiteName Time in year Site Name Time in year

Budni 2008 BaraTarnab 2013

Chinkar 2010 LundKhwarEast 1997

Wazir Ghari 1982, 1998 Dagi 2009

BaraKohatRoad 2010 Garandi 2003

Hakim Ghari 1983 Iftuderzai r984

KabulNowshera 2010 Chilatt 1979

Panjkora 2010 Ikbul Naguman 2010

SwatKhaili 2010 Swat Khawazakhela 2010

SwatMundaHead 2010
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v
3.5 Detection of outliers

Outlier detection is a @uent subject for hydrological data that has gsined much

attention in univariatc context (Chebana, et al., 2012). The identification of low and

high outliers within the data set is evident in orhemc hydrological modelling. fuid

when a flood frequency cuye is fitted to the annual maxima series, low outliers have a

substantial impact on the performance. If there is any low outlier in the data set of the

annual maxima series, this must bc fieat€d separat€ly before thc frequency analysis

(Cohn ct al., 2013; England et al, 2019). Outliers, in generrl, may have a negative

impact on the selection of an accurate probability model and the paramefiic estimates

associated with it. Therpforc, in this sfirdy, ouflier detection analysis has bcen

performed on samplc data of AIvIPF of 36 gauging sites to avoid thc shortooming of

outlier on the results.

The Gnrbbs and Beck (GB) test has becn us€d to identify outliers in the AI\{PF data set

of each gilging station. Every valuc ofthe dota set of each gauging site has been tcstcd

using the GB test The decision has been taken whettrer the checked finding is an ouflier

or not based on the GB rcst rezults. The GB tcst results for each gauglng station arc

gven in Fig. (3.3). Fig. (33) strows that although no low outliers have been identified

in the data scts of 36 gauging sites, high outliers have been found in the daa set of sircs

Budni, Naranji, Iklpani Raisalpur, Jani Khwar, Wazir Ghari, Chhl@r, Bara Klpat

Roa{ Bara Tarnab, IGlpani Saidaba{ Dagi, Garandi, Khuderzai, flakim Ghari, Iftbul

Nowshera, Chilah, Panjkora, IGbul Naguman, Jundi Tangi, Jundi Utnanzai, Jundi

River, SwatKhaili, SwatKharuazakhelq SwatNingolai and SwatMundaHead. Within

the flood data seg there are three main orplanations for oufliers: l) an ernoncous

calculation, 2) a change in the unit of measuremcnq and 3) a storm or other rmusual

hydro-meteorological occumence (Hosking and Wallis 1997; Chebana et d., 2012;

I

=
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Naghettinl 2014. After diligent visrnlization, no irregularities found in the data sets

ofeach site where outliers are obEEryEaL All ofttre shrdy arca's garying sites arc in an

iluttatisknffitr as tnorcvulmtablc toclimatc c,hange.Ihring thc monsoon scasoq

tlris ura cnperieirces erratic rainfalt (Jme to Aog,s0. Due to climate variability, such

events (floods) of low afi high magni$dc crn occur at any time and any plapc. High

oudius Floyids ermnrely vahablc infsnration for thc dcvelqprncnt of a flood risk

map. Furfu;rmore, where estimates of ftp exheine upper tail qumtilcs of thc ftequmcy

disuibution of flood are fte prirnary imercst high ouflier values must renrain within the

sa4plc datr (Nlg[Gfiini, 20l 7; Hussain 20lT; Khan et al., 2I]20). Bccarse ofthc reasons

mmtionod above, the values of Erosc hig[r outliers remain within the data scts to

pcrfonnRFTA.
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Fry 3J: Rcsuls of Grubbs urd Bcck test for a[ 36 gauging sitcs.

3.5 Assumptions of rendomness, homogeneity, independence and

3trrfura.iEr

RFFA bEscd on few assumptions rclaEd to datE series. Thesc assumptions have bcen

tcstod fon 6e data series of each gf,uging sitc andresults have been given in Trbte (3J).

Thc dctailed discussion related to each assumption has beeir giveir in thc following

points.

I ) Rafurncss of data series of cach sie is tcstcd using Rrm tcst (Bradley, l gdg). The

rcsulb of nrn tcst givcn in TtHe (33) show thrt 6c data scries of cach site is

random *.5% lwel of significanoe. This slrorys that salnple dda of each gauging

site is drmn at rendom from the pqpulation, with each sample point has the same

probability of being chosan-
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2) Rank-sum test is used to test the homogenerty (Hirsch ef al., l9y2) of the data series

at various sites. The rcsults of Table (33) show that data series of each site fulfill

the critsria of Rank-sum test at 5% lwel of significancc. This mean that all of the

sample points of each respootive site are drawn firom the same population.

3) Wald-WolfowiE test (Wald and Wolfowitz,lg43;Rai et al., 2013) has been used

to test independence and stationarity of data series of each site. The data series of

each respective gauging site pass lVald-WolfowiE test of independence and

stationarity at 5% level of significance as slrown in Table (33). Tfrcrefotp, wc

conclude that no single data point in the samplc of each respective gauging site

would have an impact on the non<)ocurrenoe or occurretroe of any other element in

the sample. Moreover, data s€t of each gauglng site is stationarity and fr,ee fr,om

significant tnends.

The rcsults of Table (33) strow thatAI\dPFs at 36 sites are random, indcpendent free

from significant fiends and identically distibuted. As a rcsult the daa series of 36

gauging site is ideal forperforming RFFA.

a

57

rtt



Teble 33: Calculated valucs oftest statistics and conesponding p-values of Run Test, Ranlc

Sum Test and Wald-Wolfowitz Test.v

U

s.
No.

Slte neme

Rank-Sum Run Test lYald-lYolfowiE
Tert
Strtlrffc

P-Vrlue
Tcct
Strtirfic

P-Yrlue
Teil
Statlsdc

P-Vrlue

I Budni 4.1u4 0.8ts2 0.883 0.3772 -1.79t3 0.0732

2 Shahi Bala 4.7675 0.u27 -0.40t 0.6833 1.9036 0.0s70

3 Dallw -1.059 0.2t92 {.69 0.490/2 t.2t07 0.2003

4 Badri {.40t 0.6833 4.W 0.5194 r.t99 0.0576

5 Naranji 4.46 0.6556 -1.656 0.0977 0.9353 0.3496

6 Kdpani Raisalpur {.3483 0.7276 1.467 0.1424 1.096 0.2729

7 Kalpani Deheri 0.739 0.4599 0.459 0.6/.59 {.9s5 0.3392

t Bagari 0.293 0.7695 1.34 0.1t02 1.63t5 0.1013

I Katlongi 0.4859 0.627 0.265 0.7910 -1.M7 0.295t

l0 Chprial -1.0E9 0.2762 1.60r 0.1094 t.512 0.1305

1t Jani Klryar 0.525 0.5996 -t.253 0.2r00 4.782 0.4337

t2 Shahban 0.0547 0.9564 0.81 0.4179 -0.1173 0.9066

l3 Muqm -1.5407 0.t234 0.676 0.4990 1.4452 0.1484

t4 Chinkar 1.t26 0.2602 -1.20t 0.2298 0.309 0.7573

l5 WazirGahri 4.132 0.895 0.574 0.5656 4.67t 0.4975

l6 BaraKohdRoad -t.t7l 0.u16 4.542 0.s87t {.0t3 0.9339

t7 BaraTarnab -1.659 0.097r -1.t58 0.0631 1.251 0.2r09

1t Luod Khwar East -t.u 0.1499 -1.r55 0.2479 0.109 0.9131

t9 Kdpani Saidabad -1.008 0.313s -1.7n 0.0723 0.765 0.4443

20 Dagi {.34t4 0.7275 -0.5v2 0.6017 0.1914 0.t482

2t Garandi 0.7ltE 0.4723 1.135 0.2564 -t.442 0.2973

22 Hakim Galri -1.913 0.0557 -1.027 0.3044 1.34 0.1802

23 Khuderzai 0.955 0.3396 -1.274 0.2026 0.26t 0.7887

?A KabulNowshera {.t68 0.3854 -t.tt2 0.26s8 4.788 0.4307

25 Chilah {.594 0.5525 -1.070 0.2846 1.304 0.t921

26 Kabul Adezai -1.716 0.0t62 -1.318 0.1875 1.59r 0.ll16

27 ShahAlam 0.37t6 0.7t02 -0.664 0.s067 -0.23 0.818r

28 Panjkora -1.797 0.0723 -0.991 0.32t7 4.621 0.s346

29 Kabul Naguman -r.4t64 0.1372 t.037 0.2997 1.204 0.2286

30 Jundi Utmanzai 0.57E 0.5633 -0.481 0.630s 1.851 0.0641

31 Jundi Tangi -1.49 0.t362 r.436 0.151 t.182 0.2372

32 Jundi River 4.79 0.2495 0.291 0.7711 -0.s63 0.s730

33 SwatKhaili -t.a 0.1010 4.937 0.3486 -1.08 0.280t

34 SwatNitgolai r.t64 0.0623 -0.37r 0.7106 1.758 0.0787

35 Swat kharryazakhela 1.t24 0.0t47 -1.741 0.0815 1.8r4 0.0695

36 Swat MundaHead 1.423 0.1547 -0.141 0.8875 -1.033 0.301s
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Summary

The data of AMPF must futfil the basic assumpions for valid and realistio estimatcs of

flood quantiles. The cun.ent adopted technique for frequency analysis is also focused

on thesc fundamental assumptions about data sets. As a result in this chapcr,

prelimirury data scrcening has been canied outto pr€parc data scts of 36 gauging sircs

under study. The kcy findings of this chaptcr given below.

I' In the dma of many gauging sites, missing observations have becn obscrved. The

avcragc AMPF valuc of their respective site has been used to filling thc missing

values. In a study (flussain, 2ll7),similar handling has been done with missing

values within the data of flood.

II' Craphical analysis (time series plot) has bcen performed to observe the n,end

within the data sets ofAMPF of 36 gauging sites. AMPFs of some sites show an

upward hend after 2010. Among the data sets of many sites, therc have been

occurred some high magnitude values. The Wald-lVolfowitr test has been uscd to

assess the significance ofupnd within each site's data seq and no noticcable hend

has been discovcrcd in the AMPF across all sites.

I[' The Gnrbbs and Beck test has bcen used to identifi outlierc, and as a result, high

outliers have bcen identified but no low outliers found within ttre data of 36 sihs.

These high outliers have not been discarded firom the sample data and RFFA

analysis has bcen performed with these high outlier varues.

ry' Few critical assumptions associatcd to the observed data series at various sites for

RFFA has been testcd and validated through various statistical tests. The rpsults

have levealed that the observed data at each sirc is random, independeng

homogeneous, stationarity and free of regular trends.

tt
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Chapter 4

Regional X'requency Analysis of Sites of I(hyber

Pakhtunkhwa, Pakistan

4.1 Intrcduction

Reliable estimation of extreme hydrological events is needed for designing and

building of hydrological stnrctures on sheam channels. These structurcs are important

to provide protection against'floods and to regulate the supply of available water.

Various approaches including at-site and regional are in practice for flood frequency

analysis in differcnt parts of the world. However, regional approach has advantageous

rpsults in terms of accuracy and effrciency relative to at-site analysis. Thcr,eforc, in this

chapter we pcrform application of Lmoments based RFFA of 36 gauging sites of KPK

Paldstan. Results, discussion and finding of this chapter given below.

4.2 Results and discussion

4.2.1 Discordancy measune

Descriptive Statistics in tenn of Lmoments and values of Q for each sirc by using Eq.

Q.24) are given in Table (4.1). The rpsults show that two sites, "BADR[' and

"CHILAII', are discordant i.e. their D1 values are greater than 3. Thereforc, possible

options may be; either to drop these two sites at this stage or investigate the rcasons for

their large Ds values. Tlrese sites may be retained ifthere are abrupt variations or outliers

in the data series at these sites (flussain, 201l). For data visualization, time series plots

ofthcsc two sites are illushated in Fig. @.1). For site Badri, the disribution ofthe data

arcund the average value is approximately symmetrical. Howcrrer, a downward U,rend
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odsts in the values ofthe last serren years or so. This disEibution ofhigh and low values

of AIr,IpF is obvious in ttre strape of the distribution of the data series being negatively

skewed (-0.02 I I as shown in Table (4.1)). The time series plot of site Chilah is showing

a flood of a very high magninrdc n lgTg.Grubbs and Beck test is also applied to d€tect

outliers in the data series at these two sites and the results arc prese,nEd in X'ig. (3.2).

For site Chilah, six obsewations can be considered as high outliers within the data

series. These hig[r outliers arc a major rcason for the incrpase in its discordancy value.

Such crrents of low and high magnitgde can occur at any site due to climate variability

and are random. Thercfore, these two sites are rctained in the group for ftrther analysis.

Y
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Table 4.1: Descriptive sAtistics of cach site interms of L-moments and values of discordancy

mea$re.
Y

v

s.
No.

Sitc! n 11 T ts t t6 Dt

1 Budni 47 14t10.39 0.467t 0.3093 0.2978 0.329D 0.48

2 Shahi Bala 25 27y2.4 0.5145 0.242 0.0675 0.0431 1.05

3 Dallts 25 8196.84 0.4744 0.25t7 0.0657 -0.029t 0.54

4 Badri 46 7t29 0.2701 4.0211 0.195 0.0686 4.18r

5 Naranji 47 4836.136 0.4104 0.25t7 0.167 0.0579 0.17

6 Kdpani Raisalpu 34 34773.34 0.3682 0.3357 0.1593 0.075s 0.n
7 Kalpani Deheri 2t 2856.61 0.6275 0.4218 0.0894 4.M75 1.03

8 Bagari 31 5767.035 0.4877 0.2rt 4.0367 0.0t29 t.l9
9 Katlo,ngi 18 2?96.sss 0.5t72 0.4206 0.1441 -0.0617 0.59

l0 Chprid 34 1M79.75 0.u2 0.2632 0.0652 0.0265 0.39

tl Jani Khwar 22 984.91E 0.392t 0.2438 0.4011 0.3221 1.90

t2 Shahban 2l r5t5.763 0.40s2 0.3454 0.2173 0.0561 0.32

l3 Muqam 29 1ffi9.1 0.4302 0.2711 0.0577 4.0/-17 0.45

t4 Chinkar 2E 922.269 0.7t41 0.609E 0.4t17 0.339 0.63

15 WazirGahri 32 426.46 0.@57 0.5t63 0.4113 0.3193 0.33

16 BaraKohd Road 34 t453 0.7242 0.595E 0.324t 0.1661 0.75

t7 BaraTrnab 30 ilE84.18 0.6/;79 0.72t3 0.il24 0.594 1.51

l8 LrmdKhwarEast 28 48/,.082 0.s902 0.4r83 0.r165 0.0081 0.66

t9 Kalpani Saidabad 33 9408.ilt 0.6698 0.57t 0.294t 0.0894 0.57

20 Dagi 33 390.t18 0.4852 0.335r 0.2931 0.2s35 0.30

2t Garandi 33 1004.636 0.494 0.3741 0.1716 0.107t 0.41

22 I{akimGahri 33 37t3.903 0.3123 0.203s 0.1995 0.r137 0.51

23 Khrderzai 33 17s8.374 0.6765 0.5319 0.3615 0.3326 0.57

24 KabulNowslrcra r5 r3t870.7 0.3059 0.4014 0.181t 0.1376 2.23

25 Chilalt 33 1029.687 0.8349 0.890t 0.t475 0.t089 3.20i

26 Kabul Adezai 30 30027.69 0.3877 0.228 0.0258 0.0t26 0.60

27 ShahAlam 30 7343.067 0.3997 0.2649 0.u8 -0.0109 0.61

28 Panjkora 33 2tt271.79 0.3897 0.2744 0.2225 0.2408 0.18

29 KabulNaguman 30 19227.27 0.4279 0.3195 0.2@5 0.1169 0.08

30 Jundi LJtmanzai 25 2052.571 0.t037 0.7232 0.5031 0.3s93 r.27

3l Jundi TaEi 42 r 104.653 0.E156 0.8131 0.6704 0.542t l.t4
32 Jundi River 43 r1060.14 0.3295 0.1764 0.2337 0.1906 0.83

33 SwatKhaili 43 59534.23 0.2852 0.3021 0.2516 0.2072 1.82

34 SwdNingplai 33 t933.677 0.6162 0.5349 0.3s14 0.2009 0.19

35 Swat khawazaklrela 34 50834.78 0.4r53 0.4363 0.2169 0.0572 1.55

36 Swat MundaHead 55 62730.52 0.2687 0.3371 0.3179 0.1755 2.07
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4.2.2 Eormation of homogeneous regions

Formation/identification of homogeneous rcgion(s) is an important and critical step in

RFA. There exist a variety of objective and subjective tcchniques in the litEratur€ to

delineate a study arpa into homogeneous regions if required. In this r€gar4 eleme'ntary

linkage analysis is used to define the homogsneous regions on the bases of ctoss

conelation matrix calculatcd using the observed data of gauging sites. Each site is

assigned to a region on the bases of highest index of correlation with other site. Ever,'

site in a region is highly cotrelated with the other sites in the region. Another cotrelation

based technique that is used to delineate homogeneous regions is spatial conclation

analysis. In this approach, correlation is considened as the function ofdistance betwe,en

sites and direction. The twodimensional correlogram is used to plot the conplation

function. Smooth appearanoe of correlogram show thc homogencity ofthe region while

irregularities indicate the heteirogeneity of the region. Similar subjective approach for

the defining of homogemeous rcgions is principal component analysis. Spatial

configurations of p,rominent pnncipal components arp examined to delineate cohercnt

homogeneous regions.

To minimize the subjectivity h the formation of homogeneous regions oluster analysis

approach is gained popularity in RFA. Hosking and Wallis (1997) suggested cluster

analysis based on site charac"teristics for the formation of homogeneous regions. Rao

and Srinivas (2008) also provided useful details of hierarchical cluster analysis for the

identification of homogeneous regions in RFA. Few other studies using hierarchical

cluster analysis for identification of homogenous rcgions are Arellano-Lara and

Escalantc-Sandoval (2014) and Rasheed et al, 2019. This study has used hierarchioal

clustering bas€d on site ctraractedstics with few subjective adjustments to partition the

v
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goup of thirty-six sites into four homogc,neous regions. Complcte details are providcd

in the following section.

For initial estimate of degree of homogeneity in the goup of 36 sites, heterogeneity

mcasurps based on [-CV, Lskewness and L-lnrtosis are estimated as t.58, 5.82 and

3.82, respectively, showing that the region is definitely heterogeneous and requires

subdivision.

There arp six available site characteristics which can be used for partitioning this

heterogeneous gtoup into homogen€ous regions. It is obvious that each site

charactcristic has a different degree of rel*ionstrip with observed data series. Therefore,

to identifi the most influential or significant site characteristic, at first step, the Pearson

Correlation Coefficie,nt is calculated betrree,lr the average value of the AI\{PF at

differcnt sites (Il) and the available sitc characteristics. This correlation mafix is

illustrated in Table (4.2), which shows that "latitud€" has stongpst positive significant

conrlation with h. Thercfore, it is used to perform clustcr analysis with Ward's linkage

m6trod and Euclidean distance measur€. The dendrogram of cluster analysis is

provided in Fig. (4.1), which shows subdivision into swen clusters at first step.

Hetenogeneity measures bosed on L-CV is calculated to check the degree of

homogeneity in each subdivided Soup.The daails arp: fi'om left to right, first Soup

with 8 sites (H is -0.48), second goup with 3 sites (H is 0.95), third group with 4 sitcs

(H is 4.91), forttr group with 9 sites (H is 0.51), fifth group with 7 sites QI is 0.1l), sixttr

goup with 2 sites (H is 0.33) and seventh Sroup with 3 sites 8I B 1.22).

il
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Table 42: Estimates of correlations betwee,lr 11 and sirc characteristics.

Notct Hcrc vatu6 without pmnthcsis arc the Gstimstcc of corrcldion cocfficicffi and valucs in

parcmhesis are the conesponding p-values frr rcsting thc significance of coneldion coefficicnt.

V

l1 Letltude longltude Elwrffon AART ARMS AAT

l1 I
0.5469

(0.0006)

0.1922

(0.2614)

0.4881

(0.002s)

0.2731

(0.107r)

0.1361

Q.42fi)

4.2490

(0.143r)

Lefltude 1

0.5298

(0.000e)

0.t930

(0.0001)

0.3778

(0.0231)

0.2449

(0.1500)

4.Ni96

(0.1 r lt)

longltude I
0.4901

(0.0024)

0.3447

(0.03e5)

0.4594

(0.0048)

0.0rE7

(0.e138)

Elevefion I
0.3539

(0.0342)

0.20t7

(0.238r)

-0.u90

(0.r431)

AARF I
0.82t6

(0.0001)

-0.6tt1

(0.0001)

ARMS I
{.390r

(0.0187)
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Keeping in view an inclusion of a reasonable number of sites in a group to perform

RFA; this division of seven groups/clusters is subjectively adjusted to form fewer

clusters with a largsr number of sites and values ofheteroge,neity measure (tI) less than

1. Neighboring clusters are combined to form fewer clusters as gurded in the

dendrogram for next step (tike combining first group with second, fourth and fiftlt

groups remains separate regions, and sixth goup combined with serrenth). The value of

heterogeneity test is very high for third group and its combination with other goups

also effects their homogenelty. The sites of third goup are relocated to other

homogeneous groups as suggested by (tlosking and Wallis, 1997; Satyanarayana and

Srinivas, 20OE). firis rclocation of sites is based on the variation (L-CV) ofthe observed

data of the site which is being tansferred to other rcgion and the sites dready in that

region. This is done that the sites have similar variation to each other remain in the same

goup and errentually the homogeneity ofthe region is not effected (Kltan elal.,202l).

Relocation of sites of third goup is given as: sites having similarvalues of L-CV; like

shifting site "Chillah" fiom third group to the combination of first and second group,

sites "Garandi'and *I(alpani Raisalput''from third gfoup to fifth grcup, and sirc "Swat

Khaili" ftom third grcup to the combination of sixth and scventh gpoup. Details of

delineation of study region into homogenous goups are illustrated in Table (4.3)

showing that thc suMivided regions ane homogeneous and ready to perform further

steps inRFA.
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Trble 43: Details of delineation of study arca into homogeneous regions.

v
Reglon

idenfficrtlon
Comblnrfionr

Number

of rlter
Site namer

Eeterngeneity

Measurct

Region I

First group +

second goup +

Site Chillah

t2

Kalpani E eh€ri,

Ghari, Chinkar, Bra

Tarnab, Khud€mai,

Jundi Utmanzai, Ltmd

I(hwrEast, Kalpaf

Saidabad, Jundi Tangi,

SwatNittgolai, Bra

Kohd Road, Chillatr

H =0.26

Rcgion2 Forth groq 9

Budni, Hddm Ghari,

Katlongi, Shaltbaq

Dagi, Muqar; Panjkora,

Adezai, Naguman

H = 0.54

Region3

Fifth group +

Site Garandi +

Sitc Kalpani

Raisalpur

9

Naranji, Bagiri, Dallw,

ShahAlam, Shahi Bala,

Chprid, Grandi,

Kdpani Raisalpur, Jani

Khwar

= 0.14

Region4

Sixth group +

Seventh group

+ sit€ swd

Khaili

6

Badri, ftmdi River, Swat

Khawazalchelg Swat

MundaHead, Kabul

Nowstrera, SwatKhaili

H = 0.91

f
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4.2.3 Fitting of regional probability distribution

Fortheregional distibutionfivethreeparametcrdistributions (GLO, GEV, GPA GNO

and PE3) have been used. The main rpason for the inclusion of only these five

distibutions is because this is a unique set of distributions that have location scale and

shape parameters among the class of ttuee paramet€r distibutions.

Lmoment ratio diagrams of the four regions are illustrated in trIg. (4.2). A probability

distibution is assumed to be fit if the rcgional average of L-skewness and Lkurtosis

lies closest to its theoretical lines so as the tendency of the individtul points. Based on

these principles, details of good fit distibution(s) for each region are: Region I has

GNO and GPA disributions; Region 2 has GNO, PE3 and GPA distibutions; Region

3 has GPA distibution; and Region 4 has GLO distribution.

The calculated values of lZDBtl statistic, for the four regions, arc illusfiated in Teble

(4.4). Details ofthe distributions passing the goodness of fit orircria arc: Region I has

GLO, GEV, GNO and GPA distibutions; Regon 2 has GLO, GEV, GNO, GPA and

PE3 distibutions; Regron 3 has PE3 and GPA distributions; while Region 4 has GLO

distribution.

The two goodness-of-fit mahods are in fair agrecment to each other with r€spost to the

identification of successful regional distibutions. However, the results of lZDBtl

statistic, being a quantitative mahod bas€d on simulatioftt, are taken for further

analysis.

Teble 4.4: Values of lZDbtl statistic for candidae distributions. * Indicates the calculated

values exceeding critical value, i.e. 1.64.

s.
No

Region identilication GLO GEV GNO PE:} GPA

I Region I 0.06 0.ll l.14 2.16+ 0.76

2 Region 2 1.38 0.62 0.01 1.06 1.47

3 Region 3 3.41t 2.49* 1.85* 0.7 0.il
4 Region 4 r.55 2.41* 2.8* 3.52* 4.51*

69



f,eglorl
.11il
t-T T
r.,^
ira,
llr

f,cgfott"2

I -"'
: a f r, -., 'Jr +a

I ffirt

ri [,

I

I

]J t, r I '.la n. Ci I'l l" .r? f r Il 1t |r

flg. {2: LmomcntRatio diagrams of fourhomogeneow regions. Rcd dot (+) shotrs
fte regimal avcrage of L-skeumess and Llnrtosis-

4.?-{ Id:rtificetion of r ruburt rcgioml dirtribution

Thc gwdncss-of-fitmcthods haw idsrtificd two or morc pobability disfiibutims as

strcusfrIl cildidatcs for tkee of tre forrregions. Therefore, an assessm€nt analyses

fctaoftS nctl*a

70



using simulations is requircd to identify the robust probability disfiibution for each

region. The details of the developme,nt of these simulations operiments are statcd in

Hosking and Wallis (1997). A bricf of setring up of a base/artificial region for

simulations is described as follows:

The first step is the development of an artificial region similar to the actuaUsttrdy region

conoerning the number of sites, observdions at each site and regional average estimates

of Lmoment ratios. In addition, Lmomemt ratios for each site should be chosen in such

a u/ay ttrat the value of hAerogenelty measurE If remains close to the value oalculated

using actuaUobserved data series. To check for the inter-site dependence betrnreen sites,

a conrelation matrix is calculated. The average values of inter-site cotlelation for Region

1, Region 2, Region 3 and Rcgon 4 are -0.014,0.122,0.259 and -0.055, respectively.

This indicates weak inter-sitc dependence betneen sites of all the regions. This may be

because these sites are locatcd on differ€nt sheams/rives. For the dwelopment of

artificial negions, the details of the linear variations in the values of L'CV with

incremental effect for each site, the chosen values of L-skcwness for each site and the

estimated values of haerogeneity measure for each region arc summarized in Table

(4.s).

The developcd artificial rcgions are showing a comparable degrce of homogeneity

rplative to their aotrral counterparts. Tlrcrpfore, they can be used for simulations to

calculate ttre accuracy measulEs for the identification of the robust regional distibution.

For instance, using the base region of Region l, 5000 realizations are performed, and

every time the successful distribution is fitted through a method of L-moments. This

proc€ss continues for GPA, GLO, GEV and GNO distributions. The relative rootmean

squarc error (RMSE) of regional quantiles is calculated from these simulations and the

rpsults anc shown in Table (4.Q. These rpsults indicate that, in general, the estimates
v
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of qgantiles for GNO distibution have minimum RMSE. Morcover, regional groutttt

curves with 95% error bounds for GLO, GEV, GNO and GPA distribution ar€ given in

X'ig (4.3). The graph shows that, in general, the growttr curve of GNO distribution has

the shortest 95o/o error bounds, especially for longer rcturn periods. Secondl} the

growttr curve of GNO disfibution remains within the limits of 95 percent enor bounds,

while growttr curyes of GLO, GPA and GEV distibutions are below the lower limits

of 9$%enor bounds for longer rctum periods. Therefore, GNO distribution is the most

stable and robust disribution for Region l.

Similar, the mcthodolory has been adopted forthe identification ofrobust distibutions

for Region 2, Region 3 and Regon 4. For Region 4, acctrmcy measu€s are caloulated

for GLO distribution as being the only good-fit distribution. The estimates of regional

quantiles using successful candidate's distributions and their RMSE for Region 2'

Reglon 3 and Region 4 are given in Table (4.7)' (4.t) and (4.9), respectively. Regional

growth curyes for Region 2, Region 3 and Region 4 with their respective 95% errcr

bounds are given in trig. (4.4), (4.5) and (4.5), rcspoctively. Tlrese rpsults showthatthe

most stable and robust disnibution for Region 2 is GPA (espooially for longer r€turn

periods), Region 3 is also GPA and Region 4 is GLO.

After the identification of robust disfibution for each regron, at-site flood quantiles

using the estimated regional quantiles (based on most stable regional disfiibution ) of

each rcspective rcgion, thcir RMSE utd9lo/oen'or bounds are given in Table (4.10) for

Region l, Table (4.11) for Region 2, Table (4.12) for Region 3 and Table (4.13) for

Region 4. The at-site flood quantiles arc grven in Table (4.10) for Region l, Table

(4.11) for Region 2, Table (4.12) for Region 3 and Table (4.13) for region 4 arc

estimated by multiplying average values of each site within the each homogeneous

f
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region with their regional quantiles. The accuracy measurcs RMSE and 95% error

bounds are estimated through simulation prccess.

fire rcsults of Table (4.10) show that in tsrms of magniMe of flood the sirc Wazir

Galtri is the smaller and the sirc Bara Tarnab is the larger sirc within Region l. The

results of site lVazir Gahri (smaller sirc of Region l) show that in ner(t 15 years the

flood with magnitude of 1320 Cusecs occurc at most one time has 0.93 probability of

nontxcedence. For next 30, 50, 100, 150 and 200 years ttre flood witlr magnitudcs of

2119,2951,4377,5290 and 62?9 Cu*cs occur at most onetime have probabilities of

non-cxcedences 0.96, 0.98, 0.99, 0.993 and 0.995 respoctively. At-site Bara Tarnab

(larger sirc of Region l) in next 15 ycars the flood with magnitude of 367E9 Cusec

oocunt at most one timc has 0.93 probability of non-excedence. For next 30, 50, 100,

150 and 200 years the flood with magnitudes of 50049,92229,1219g0, 147403 ud
174966 Cusec occur at most onetime have probabilities of non-excedences 0.96, 0.9g,

0.99, 0.993 and 0.995 respoctively. Estimated at-site flood quantiles of each site within

the Region I arc greater than the average value of thcir comesponding sitc. For each

site of Region l, cstimaed at-site flood quantiles for small to large rctunr periods lies

within frre 95o/o error bounds limits. Similar, finding are observed fiom the results of

Region 2, Region 3 and Region 4 which arc given in Tabte (4.11), Table (4.12) ud

Table (4.13).

These estimates are useful for the scientists, hydrologists and government offrcials

dealing with designing and developing proposed and existing hydrotogical stnrcturcs

as well as water rEsources managernent and flood protection planning of the region.

The accuracy measunes of these at-site quantiles would be helpful for future studies to

compare the quality of the estimatcs using alternative methods of modelling.
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Teble 4.5 Information of base regions used for the assessment analyscs.

s.
No

Region

name
Number
of siter

Linear
variation in
the valuer of

LCV

Incrrcment

at each

step

L.
skewngr

Ertimated
value oftrl

I Region I t2
0.5903 at site

I to 0.8433 at

site 12

0.0230 0.6194 0.22

2 Region 2 9

0.2806 at sitc
I to 0.5628 at

site 9

0.0227 0.2938 0.58

3 Region 3 9

0.3680 at site

I to 0.4936 at

site 9

0.0157 0.2807 0.19

4 Region 4 6

0.2686 at site

I to 0.4286 at
site 6

0.0320 0.2720 0.94

Trble 4.6: Estimated quantiles and their RMSE for Region l.

Return

Perlodr

IDlrfilbufionr

GPA GEV GLO GNO

q RMSE q RMSE q RMSE ? RMSE

l5 2.8425 0.2t52 2.il04 0.2795 2.6002 0.2572 3.09s6 0.2491

30 4.5067 0.4121 4.2t74 0.3t29 4.1399 0.3715 4.9687 0.4t30

50 6.314 0.67t 5.99t4 0.6411 5.8t32 0.6362 6.9191 0.tos2

100 9.6199 t.42tt 9.36s6 1.411I 9.2277 t.3t37 l0.2tt4 l.37tt

l5{t I r.t76l 2.M86 tt.745 2.0802 Lt.6044 2.0248 12.4032 1.9487

200 t4.u76 2.t429 l4.5lE 2.9456 14.3906 2.t528 14.7225 2.s008

74



RMSE forRegion2.

Trble 4.t: Estimded quantiles andtheir RMSE for Region 3.

Table

Teble 47: Estimatcd andtheir

Rcturn
perlodr

Dlrtrlbudonr
GPA GEV GT.O GNO PxI} I

a RMSE a RMSE q RMSE tl RMSE a RMSE

l5 2.42t1 0.3299 2.32t7 0.3034 2.2572 0.2t94 2.35t7 0.3145 2.4033 0.3205

30 2.9241 0.460t 2.9269 0.4s39 2.8859 0.4457 2.9399 0.4617 2.9306 0.4602

s0 3.29t1 0.s665 3.4508 0.5923 3.4635 0.s971 3.4224 0.5891 3.3395 0.574t

100 3.7444 0.7101 4.2133 0.8074 4.3s95 0.t4st 4.0933 0.7734 3.8701 0.t313

151) 3.9666 0.7866 4.ffi| 0.9363 4.t945 r.0017 4.4576 0.8768 4.14lt 0.t147

200 4.t697 0.8607 5.0769 l.07lt 5.4523 1.1699 4.il3t 0.9801 4.3975 0.8952

Retunr Periods

Dlstrlbutionr
GPA Prii

q RMSE q RMSE

15 2.4t38 0.1s96 2.4552 0.3274

30 2.9ttt 0.2427 2.W76 0.4707

50 3.3596 0.3189 3.4176 0.s882

100 3.8139 0.4322 3.962t 0.74E6

15t) 4.0351 0.4962 4.2407 0.t342

200 4.2363 0.5598 4.5029 0.9167

49: Estimatcd quantiles and their RMSE for 4.

Retum Periods
GLO Dlstribution

RMSE

15 1.9063 0.1457

30 2.3225 0.2093

5{t 2.694s 0.2692

100 3.256 0.407

151) 3.s836 0.5291

200 3.9201 0.6907
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Teble 410: Estimated d site flood quantiles with RMSE and95% error bounds of Region I

uingGNO disfiibution.

U

SitcNrng Mculttr 15 :n 50 100 r50 200

Kalpanil)chcti

a tt43 14194 19765 29320 3543r 42057

RMSE 5054 t0(D ll(B3 16419 l9t5l 23595

LB 4555 7514 rw23 16130 19541 234t3

I.JB 21432 36W2 52312 t0tt2 lr99t2 121932

WazirGahd

a BM 2tt9 2951 4377 52n 62T)

RMSE 59t 952 tlzl tvn 2391 2t5l
LB 731 t20t 1690 2563 3106 3708

I.'B NN 463{. 6% 10454 tztB4 15740

Ctinlrr

a 2t55 45t3 dtu 946r ll439 1357t

RMSE 14lt 2,2fi 3100 45tt 5549 659!)

LB 1545 253t 360s 545t 6668 7941

T'B 6256 10599 153E6 23!44 2n,9 35v23

BsrsTroab

a 367t9 59049 t2t29 t2l9t0 147403 174966,

RMSE 20w2 3201t 1/;0t7 54tt4 78265 v2u6
LB gn2 32l,55 45!R7 6953r t5156 t0itA56

TJB 7t095 1320t5 r9(}29r 2966,OE 36',R79 4/,6644

Khuderzai

a 54/.3 t737 12166 rt04t 2r810 2sttt
RMSIE 27t5 {450 6204 9262 ttu6 13419

LB 2W lW 692E 10476 12733 t5lt6
T'B ttt77 18t50 n3y2 42{{,9 52ffi1 ul4l

JundiUtmnzai

a 63s4 10199 14202 21068 25459 30219

RMSE 354t 5ffi2 7Eln I l7t3 r4309 lTwt
LB 3303 5421 77ll 11590 t4w7 16910

T.,B t42tt 2426,) 349t4 54354 67t39 t10t2

hmtlKhruEast

a r49!) 2405 3349 4969 6m4 7t27

RMSE t02 126[ 1755 25% 3l3t 3729

LB 79t t3ut 1t4t 2u0 34zJ 4093

T'B 3221 s46B 79tt 12312 t53rl 1t596

KdpuiSai&bod

a 29127 46750 65101 96573 u67m t3t5t2
RIIISE t3407 21348 29713 11D3 5376r 64138

I,B 15147 26324 37265 56639 6W29 t2375

IJB 58t37 99TIE 144389 224tfit nw63 3376t9

fundi Tangi

a 3420 54t9 7643 1133t 1370r t6i253

RMSE 1431 229t 3242 479D 5t4l 69t6

LB t970 32n 4553 6t57 t359 1000t

tJB 6510 lll35 t6126 25213 31317 3flt2

SuatNingolai

a n656 44,3t9 51814 91696 ll0t07 l3l57
RMSE t2525 19993 27W3 415t7 5tH99 ffi267

LB 15301 25167 35794 53t45 65473 78420

['B 57rr9 96tg, 140640 2,zu3t 27Dl 331770

BaroKohatRoad

a 4/,9t 72m r0054 14914 fim2 21392

RMSE 2V2t 3239 4523 6761 8216 98r0

LB 24v2 40tt 5763 E724 r0599 t26to
T'B 9071 15390 z2uto 34291 42v4 5t175

Chillah

a 3ltE 5l 15 7125 10569 nn2 15160

RMSE 1733 2t15 396t 59y2 7313 t765
LB 1772 2930 4153 6262 7ffi 9163

T'B 64 lt3t9 tul4 2560E 31657 3t2t2
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Teble 411: Estimated d sitc flood quamiles with RMSE urd95o/o error bounds of Region 2

usingGPA disfribution.

Y

SlteNrmg Memurcr 15 30 50 100 150 200

Budni

o 3s962 43307 48743 55456 5t748 6fi56
RMSE 6tt9 8014 9539 l 1599 12693 13748

LB 27752 32607 35958 399,79 41953 43619

IJB 48476 s9634 6t852 78/,6t 83634 tt54l

HakimGahri

901E 10860 12223 13906 14732 15486

RMSE t73t v226 ?stt 3l4l t4t6 3680

LB 6t08 8019 8905 98/67 tuil 1090t

I.'B 12866 15746 t7982 20756 2213t 2333t

Katlongi

a 5819 7008 7E87 Evt4 9506 9993

RMSE t357 t7t9 2004 237t 2573 2759

LB 4155 4y23 5453 6089 6390 6656

I..IB 9227 tt32t 12909 14t64 15t55 16E07

Shahban

a 3681 4432 49t9 s676 60r3 6320

RMSE 818 tw t2u 1461 1585 t7g4

LB 2il9 3131 3478 3873 4062 4232

I.JB 5597 6851 779t 9013 9633 t0224

Dag

o 949 tt43 1286 1463 1550 r630

RMSE 179 231 271 325 354 38r

LB 7t9 u7 939 1047 1099 tt44
I,JB t347 tu6 1880 2180 2332 2469

Muqam

a 4M76 4E743 54860 62416 6612t 69507

RMSE t210 10535 12371 14t07 16084 17305

LB 29941 3s335 39186 43659 45850 47750

I.'B 58853 7?499 82443 95240 l0rt39 108228

Panjkora

a 63793 76822 864il 9t373 tu2l2 109548

RMSE t2192 t5732 r8s48 22311 24293 26196

LB 48279 56E8r 6290/9 70180 73s38 76612

I.JB 90E84 r12080 r27535 147341 157502 167023

Kabul Adezai

o 72913 E7t05 9t825 ttu36 lt91l0 t25209

RMSE 14371 18s32 21830 262t7 2t5t9 30725

LB 54510 ffi03 712t0 79293 83368 86E87

I.JB 10407t 127630 145766 r68r03 179t56 t90529

KabulNaguman

o 466,87 56223 632t0 71995 76269 80174

RMSE 9291 tt924 14006 16772 18223 19613

LB 34E/'5 4ttE7 4s639 50819 s3363 s5700

I,JB 67966 83367 951 18 l 10033 117305 123867

'i
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Tebte 4.12: Estimafed t site flood quantiles with RMSE anrd95Yo error bounds of Rcgion 3

based wing GPA distibtttion.

SiteNemec Memurel 15 30 50 100 l5l) 200

Naru$i

a 13529 1628t 18300 20775 2t979 23075

RMSE 1673 2n96 2461 2992 3290 3587

LB t1224 13384 14859 t66t9 17424 lu30
I.JB 16829 2M77 23296 2689s 28671 30327

Bagari

a t4324 t7237 19375 21995 2327t ?M3t

RMSE 2239 2752 3172 3758 4078 4393

LB 11283 13541 15128 t6945 t7776 18524

I.'B t9t20 23239 26236 30070 32033 33853

Dallus

o 20359 24499 27539 31262 33075 34725

RMSE 3450 4220 4843 569E 6163 66fi
LB 15846 18960 21216 23t05 25014 26097

T.JB 27773 33532 37960 4370t 46513 49108

Shah Alam

a tt239 2t948 u670 2t006 29630 31108

RMSE 284o, 3491 4025 4771 5t79 5580

LB 14s00 17333 19381 21771 22t?8 23759

I.'B 2416.5 296/,2 33530 3t491 41040 43354

Shabi Bala

a 6936 8346 93E2 r0650 1t268 1r830

RMSE tt73 1434 t6M 1934 2090 2244

LB 5399 &60 7229 8l2t t551 8906

I.'B 9476 11472 12996 14955 1s937 16836

Chprial

a 2@30 31323 35209 39969 42287 44396

RMSE 3t73 4795 5560 6636 7227 7808

LB 20816 24940 27797 31 t8l 32722 34t70

IJB 34321 41661 47t95 s4306 s796t 613t5

Garandi

2495 3003 3375 3832 4054 4256

RMSE 376 4A s34 634 689 743

LB 1991 2381 265t 2990 3144 3277

I.JB 3274 3971 4503 5t77 s527 5843

Kalpani Raisalpur

a t6371 t03934 tt6t27 132623 140315 t47312

RMSE t3t l5 16231 18807 22415 2439t xi335

LB 68524 EIEIS 91166 1u2302 t07272 l l t6t3
[.IB t13623 138560 157t33 180703 t929tt 203724

JaniKhwr

a 2M 294/, 3309 3756 3974 4172

RMSE 444 543 622 730 787 843

LB 1860 2235 2502 2817 296/- 3090

T..IB 3414 4136 4697 5360 57t5 6039
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Teble 4.1i1: Estimatcd at site flood quantiles with RMSE arrd95o/o stor bounds of Region 4
GLO distibution.

Site Nrmcr Meerurol 15 30 50 100 1stt 200

Badri

a 13781 16790 19479 2353t 25907 2t339
RMSE tn2 26t3 3377 4517 5229 5993

LB llt05 132t7 15094 17725 ty257 20743

I.'B t7760 22356 26732 33386 3741t 41676

Jundi River

a 21085 256t8 29802 3@12 39636 43357

RMSE 3060 4t52 5216 6963 t053 v223

LB 16t98 20077 22902 26968 29303 31697

I.JB 27091 34079 40701 51t46 575t4 64252

Swat

Kharvazaktrela

a 969r0 118056 136979 rcs5m t82176 199279

RMSE 15439 2A79s 259t2 34435 396t5 45302

LB 76772 9124t t03912 t22470 t32943 t43843

I..IB t29020 t62222 193014 24t063 270290 3W767

Swat Mmda
Head

a I 19588 t45694 169033 204253 224807 2459t2
RMSE t6260 2Ut7 2t461 3t432 u68t 51403

LB 97305 1t5724 t31439 154804 t67828 Ifl087
UB t5t246 190871 22t053 283550 317760 353271

Kabul
Nowshera

a 264739 322533 374t99 452169 497670 544391

RMSE 573tt 73814 89509 u46tt 130150 146,578

LB 191030 229720 26290t 3t1784 3397t4 3678s0

t,B 3t73t5 486291 579t03 723338 t08678 900271

SwatKhaili

a 113494 t38271 t60420 193846 2t3353 2333t2
RMSE t662t 22590 2t399 37913 43E42 50198

LB 90580 r07638 t22819 1M595 156694 t69249

[.IB 146931 1t5429 220863 27627t 310299 346232

Summaly

This chaptcr of the study is bascd on the application of RIFA for estimating flood

quantiles considering AMPF of 36 sircs located on important streamVrivers of KPK,

Palcistrn. Systcmatic, detailed and comprehensive application of a standard procedure

to a new study area is an important contibution of this study. Some major findings are

summarized below:

i. Lmoments based descriptive statistics show that therc cxist variations in the

data series at 36 sites. The L-lartosis values, however, are rplatively lowerthan

EI
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the values of Lskewness. This slrows that the variation in thc dafa series at

different sites is following a specific pattern or therp is a frequent flooding at

differcnt sircs of the study area. A possible r€ason for these fluctuations may be

the erratic cycles ofmonsoon rainfall, because floods in Paldstan rcly mostly on

heavy monsoon rainfall. Hussain Q0l7) reported similar rpsults for major river

sites in Punjab, Pakistan.

Due to the existencc of heterogeneity in the study rcgron, it is divided into fogr

homogencous regions. lVards clustering method using Euclidean distance based

on the most significant site clraracteristic is used for the sub division of shrdy

area into homogenous rcgions.

Five commonly used probability disEibutions have bcen uscd as candidarcs for

regronal distribution. The goodness of fit crircrion of tZDhl statistic and L
moment ratio diagram show that two or more disfiibutions have pass€d

goodness-of-fit crircria for three of the four regions. Thercforc, an assessment

analyses using simulations is performed to identi& the robust disnibution. The

rpsults of different accuracy measuEs (95 percent error bounds and RMSE of

estimated quantiles) showthat GNO distibution forRegion l, GpA distribution

for Region 2 and Region 3, and GLo disfiibution for Region 4 are robust

distibutions. Identification of dissimilar rcgional disfiibutions hdicates

differcnces in the tends, tendencies and shapc of the distibution of the data

series in different arcas.

Using regional quantiles of each region at-site quantiles are estimatcd. These

estimated at sites quantiles are larger than average values of each sitc within

each region which shows the rising tend of flood in future.

lv.
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Chapter 5

Flood Quantiles Estimation at Ungauged Sites

5.1 Intrcduction

RFFA basically involves trro principal steps, (l) identification ofregions having similar

sirc characteristics and (2) development offorecast equations forthe estimation offlood

quantiles at gauged and ungauged sircs. In RFFA, several mdhods ane in practice

including regression techniques, r*ional methods, ANNs, etc. for the dwelopment of

forpcast eqtrations to estimate flood quantiles at ungauged sircs. In this chapter,

rcgression models with robust estimation methods and machine leaming mahods

(BPI.IN and RBF) have been uscd for the development of models for ungauged flood

quantiles estimation. The detaits are glvcn as follows.

5.2 Results and discussion

Major advantages of using RFA include rcbust estimates of quantiles at gauged sites

and estimation or improvement of quantiles at ungauged or partially/poorly gauged

sitcs within the homogeneous region(s). Forthis purpose, following st€ps arc followed:

a) formation of homogenous regon(s) of gauging sites b) identification of suitable

regional disfiibution for each homogeneous region c) estimation of dimensionless

regional quantiles of regional distribution, d) dwelopmcnt of forecasting model for

each homogeneous region using site statistics 11 (average data value of each sirc within

the homogeneous region) as dependent variable and characteristics of all sites located

within thc homogeneous region as independent variable(s). The dweloped regional

forpcast model is used for the estimation of sites statistic by putting site charactcristics

of that particular ungauged site in the regional forecast model. The estimated site
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statistic for ungpugsd sirc is multiplied with regional quantiles to estimatc the flood

qnantiles for tlut particular ungaud site (Hosking and Wallis, 1997; Hussan,20l7;

Khan et a1.,2019;Khan e'a1.,2020). We have discussed fust three steps in Chapter4

and the details of step d are given in the following sections.

5.2.1 Regression based models

Regression models are developed for the prediction of ungauged flood quantiles. For

such purposc, firom the available sitc ctraracteristics, selection of the most influential

onc that has a significant impact on floods within the region is very important. Such

site ctraracterist($ is/are used as a predictor variable(s) within the regrcssion model.

AnilarU et al. (201q gives the details of some commonly used sirc characteristics as

independent variables in rcgression models around the world for estimating ungauged

sites flood quantiles. These site characrcristics arc drainage area, the slope of stneam,

and mean annual rainfall. Availability and identification of the most inlluential site

characteristics that can be uscd for ttre prediction of flood at an ungEuged site within

the region is an ongoing arEa of rpsearph. The development of an adequate rcgression

model depends on the site characteristics that show a signifioant relationship with the

recorded data sets of gauged sircs. Themefore, fust, we i

dentify the most influential site characteristic that msy be used as a predictor variable

within the regession model of each homogsneous region for the prediction of ungurged

flood quantiles.

Floods in Pakistan are mostly occuned in the monsoon s€ason due to heavy monsoon

rainfall within the region (Government of Pakistaru 2017). Tlre frcquency in the

percentage of recorded AMPF of gauging sircs of Region l, Region 2, Region 3 and

Region 4 during a year (summer (monsoon), auturnn, winter and spring) have been

calculatpd to identify in which soason most of the AIvIPF values occurred. fire

Y
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percentages ofthe frequencies ofAMPF are illusmated in Table (5.1), (5.2), (53) and

(5.4). The values of Table (5.1), (5.2), (53) and (5.4) show the highest perccntago of

AI\{PF occurred in the monsoon season for all regions. Therefore, ARMS is the most

suitable sitc characteristic that will be used as the independent variable for the

dwelopment of regression models for Regionl, Region 2, Region 3 and Region 4.

Trble 5.1: Percenfiags (70) of frequency of AItdPF (fuinual Maximum Pealc Flows) in fou
seasons at each site ofRegion 1.

Teble 5.2: Percentage (70) of frequency of AMPF (Annual Maximum Pealc Flows) in fotr
seasons at each sirc ofRegion 2.

s.
No.

Site name ll1
Monroon

(v")
Autumn

(v")
lYinter

("/"1

Spring
("/")

I Iklpani Deheri 2t 85.7 4.7 0.0 9.5

2 Wazir Ghari 32 46.8 12.5 12.5 2t.8

3 Chinkar 28 il.2 7.1 10.7 10.7

4 BaraTarnab 30 s6.6 3.3 3.3 30.0

5 Iftuderzai 33 51.5 t2.t 9.1 24.2

6 Jrmdi Utmanzai 25 80.0 0.0 0.0 4.0

7 Lund Khwar East 2E il.2 17.8 0.0 3.5

8 Iklpani Saidabad 33 84.8 t2.t 3.0 0.0

9 Jundi Tangi 42 69.U 9.5 0.0 9.5

10 SwatNingolai 33 81.0 10.0 0.0 3.0

lt Bara KohatRoad 34 83.0 5.0 0.0 12.0

t2 Chillatt 32 60 6 l3 2l
Notc: fte time pcriod for Monsmn is trom lunc to August, autumn is fiom Scptombcr to

wintcr is tron lhccrnber to Fcbnrry and spring is fiom March to l[ay.

s.
No.

Site names til Monroon
(o/n)

Autumn
(v")

lYinter
("/")

Spring

ea
I Budni 47 73 rl 7 9

2 llakim Gahri 33 52 l9 l0 l9
3 Katlongi l8 94 6 0 0

4 Shahban 2t 59 0 6 35

5 Dagr 33 il 4 7 25

6 Muqam 29 88 3 3 6

? Panjkora 33 52 t2 0 36

E Kabul Adezai 30 93 0 0 7

9 IGbul Naguman 30 83 7 0 10

t7
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Teble 53: Percentagp (Yo) of @uency of AMPF (Annral lvlaximum Pealc Florvs) in four

seasons at each site of Rcgion 3.

Forthe identification ofthe fuirctional relationship between dependent and independent

variables for all four regions scattcr plotr arc given in Fig. (5.1). For Region 1, a scatter

plot betrreen t1 (at site mean of AIVIPF) and ARMS shows that a U-shaped relationship

orists between dependent and independent variables. Moreover, for Region 2, Rcgion

3 and Rcgion 4 no such pattern is observed betrreen 11 and ARMS.

Based on the aforpmentioned daails, for Region l, it is appropriate to use a quadratic

form of ARMS as an explanatory variable for the ncgression model. For Rcgion 2,

Region 3 and Rcgion 4 the linear form of ARMS has been used within the regression

modcls.

s.
No.

Sitc names nl Monsoon
(Yr)

Autumn
(Yr)

Winter
(Y")

Spnng
(n

I Naranji 52 84 t2 2 2

2 Bagiari 31 80 4 10 6

3 Dallus 25 60 8 E 24

4 Shah Alam 30 80 0 0 20

5 Shatri Bala 25 74 t2 0 t4
6 Chprial 34 59 0 3 38

7 Garandi 33 67 9 9 l5
8 Kalpani Raisalpur 34 82 3 6 9

9 Jani Khwar 22 5l t6 0 33

Table 5.4: Percentage (Yo) of Aequency of AMPF (Annual Maximum Pealc Flows) in four

seasoilr at each site of 4.

s.
No.

Site names nt
Monsoon

(Yt
Autumn

(v,,
Winter

vt
Spnng
(w

t Badri 46 88 7 5 0

2 Jundi River 43 93 4 0 3

3 Swat Khawazakhela 34 94 3 0 3

4 SwatMundaHead 55 76 6 2 l6
5 KabulNowshera t5 t7 0 0 l3
6 SwatKhaili 43 79 5 0 l6

Y
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Plots of Region I and Rcgion 2 show that Few obseryations in the data series do not

follow the usual patt€rn of the data and crcate high scatter within ttre data. In classical

regrcssion modelling such observations (outliers) crpate problems of estimation and in

such a situation it is very difficult to fulfil tlre critical assumpions of classical

rcgression (normality and constant varianee of the error tcrm). Thereforc, for Region I

and Region 2 robust estimation mctlrods are the obvious choice for the model

estimation. Due to the existencc of high soatter between the independart and dependent

variable, the M-estimation method (Huber, 1973) for Region I and the S-estimation

metlrod for Region 2 has bcen used.

Rrylon I Rcglon 2

gE

TE
ct

v
5fi
=

IE
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150 m
ARilIS

Rcglon 3 Rcglon4

200

ART'S
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EF
GSE
.sHiE
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at

IE
a

150 Am

ARJI'IS

x'ig. 5.1: Scatter plots for four homogeneous regions benueen At-site mean and
ARMS.
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Thus the fitted rcgrcssion models for Region I and Region 2 based on the

aforementioned details are.

Model for Region I

frnr = g22o.2t-L}4.2oARMSRL+0.3107 (ARMSR)z (5.1)

Model for Region 2

l*z = 40.5682 ARMSRI 6.2)

Values of the coefficients, standard errcns of estimatcs, t-calculatcd (to vdidarc thc

statistical significancc of the provided cocfficients) and their cotlesponding p-values

forthe model of Rcgion I and Region 2 arc given in Table (5.5) and (5.Q.

Table 5.5: Estimated values of the fittcd regression modcl for Region l, cocflicients
and their corresponding standard emorc (S.E.), t-values and P-values.

S. No Independent ver.iabler CoellicienE s.E. t-velue P-value

I ARMSRT -L04.20 32.01 -3.2554 0.001

2 (ARMSRlDZ 0.3107 0.0719 4.3186 0.000

Notc: ARMS (Average rainfall in monsoon)

Table 5.6: Estimarcd values of the fitted regression model for Region 2, coefficients
and their conesponding standard etrorc (S.E.), t-values and P-value.

S. No Independent variables Coeflicients s.E. t-value P-velue

I ARMSR2 40.s682 14.9308 2.7172 0.006

The results show that the cocfficients of the fittcd regression models in Eq. (5.1) and

Eq. (5.2) are highly significant d,5o/o lwel of significance. The quadratic term of the

model (F4. (5.1)) have a positivc impact on flood flows when rainfall during the

monsoon sGason is increased from its average value. The value of adjusted Rfl for

model given in Eq. (5.1) is 0.E9 and 0.47 forthe model grven in Eq. (5.2).
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For Region 3 and Regon 4, log-tansformed linear models with the OLS estimation

mettrod are developed. Both regrcssion models for Region 3 and Regon 2 are given

below:

Model forRegion 3

tz([6) -- L.6t oz tn(ARM s ns)

Model for Region 4

tr(L*n) = L.97 48 ln(ARM S ea) (5.4)

The intercept tcrm is not included in boft models of Region I and Region 2 as being

statistioally insignificant (* 5o/o lcvel of significance), high standard emor and

practically insignifican! i.e., therc is supposed to bc no flood in the region with the

value of ARMS as zero (the floods in Pddstan arc usually depcndent on the moruloon

rainfrll (Hussain and Pasha,2009). Forthe estimated model in Eq. (5.3) the value ofR2

(cocffrcientof d*ermination) is 0.9931 and adjusted-R2 is 0.992l.Forthe fittedmodel

given in Eq. (5.a) the value of R2 is 0.9E62 and adjusted- R2 is 0.9E01. This show that

the linear regrcssion lines arp given in Eq (5.3), (5.4) fits the data of Region 3 and

Regon 4 sites adequately. The estimatcd rcgression coefficient, standard error of the

estimate, t-calculatcd and its corespondingp-value ofmodels Eq. (5.3), (5.a) arc grven

in Table (5.7), (5.8). Results of Teble (5.7), (5.t) show that the estimated regression

coeffrcients of Eq. (5.3), (5.4) models are statistically significant with low standard

errcrl.

Table 5.7: Results of the fired regression model in Eq. (5.3).

(5.3)

v

Independent variable Coefficient s.E. t-vaIue P-value

ln(ARMSre,) t.6702 0.0525 31.81 0.0000
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Table 5.t: Rcsults of the fitted regression model in Eq. (5.a).

Independent variable Coeflicien6 s.E. t-value P-value

ln(IRtl[Sea) t.974t 0.0978 20.1756 0.0000

Thesc daails show that ttre fitrcd models in Eq. (5.3) and (5.a) are adequte, still,

assumptions related to the enor tenn (normality, zero mean and homoscedasticity) are

requisirc (for dctails, see Gujarati, 2003). To check thesc assumptions, Jarque-Bera tcst

withthe null hlpothesisthat"the residuals follownormal distribution"has been applied

for residuals of fittcd models in Eq. (5.3) and (5.a). The calculatcd value of the Jarque-

Beratest statistic forthe F4.(5.3) model's residuals is0.2725with its correspondingf

value as 0.E725 and for F,q. (5.4) value of the Jarque-Bera test statistic is 0.7480, and

P-value is 0.6879. As thc pvalue cxceeds 5% level of significance for Eq. (s.3), (5.4)

models residuals; therefore, we art unable to reject the null hypothesis for Eq. (5.3),

(5.4) models, hence, we can conclude that the etlor terms of Eq. (5.3), (5.4) models

follow the normal distribution. To check for thc homoscedasticrty of the enor term,

White's Test for hetcrosccdasticity has been applied under the null hypothesis that the

'lvariances for the errors arc equal". For a model of Eq. (5.3), ttre corresponding rcst

statistic for White's test is W = 0.0260 wittr thc conesponding p-valuc as 0.88 and for

E4. (5.4) ttte value for White's test is W = 1.3378, and its P-value is 0.2519. This shows

that wc are unablc to reject ttrat ttre residtuls of Eq. (5.3) and Eq. (5.a) are

homoscedastic. All these details show that the estimated regression models in Eq. (5.3),

(5.4) are an adequate fit. Therefore, the fiued models in Eq. (5.3), (5.4) can be used to

predict 11 for each ungauged sirc within the homogenoous Regron 3 and Region 4

respectively.

\t
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For Rcgion 1, Region 2, Region 3 and Region 4 estimated values of 11 through ditrerent

mcthods of regression have been given in Trble (5J). Comparison of predicted values

fumgfi F4. (5-3), (5.4) md thclr corcryonding origmal vahrcs of depcndcntuariable

have bccn given in FIg. (5.4), (5.O.
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IIg, 5,4: Comparison of fitted and original values of I estimated througfi linear
regrcssionmdthc OLS method for Region 3.
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ffg. 55: Conparison of fiucdrrduiginal Vrlues of I cstimrhdthrur$ linco
regression ad tre OIS method for Region 4.
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5.22 Back-propagation neural network (BPNN) model

The primary objective of taining ANN is to reducc the eror smong the target output

and Al'[N output through adjusting weights. The *cat€t" package of R-language has

beem used for the taining of BPNN. To select thc best BPNN model, different

combinations of hidden layers and neurons have been observed against the MSE of

observed and fittcd mean valucs 1l; of Urc Region l, Region 2, Rcgion 3 and Region

4. For each homogeneous region (Region l, Region 2, Region 3 and Rcgion 4) the

model with minimum MSE rplative to other models has been selected for the p,rediction

of at-site mean values (tJ. BPNN algorithm with trro hidden layers, five neurons in the

first layer and three in the sccond layer, have been used. Few of the published studies

have also developed such BPNNmodel with onlytwo inputvariables and three hidden

layers for the estimation of floods, for instance, Azhet al. (2014). To avoid over fitting

of the model to cnsutp the quality of the dweloped BPNN model, testing MSE and

taining MSE have bcen compared. Training of BPNN has been tsrminst€d for an

observed inorpase in the tcst MSE or eyen a decrpase in the training MSE.

Six input and one output variables have bcen used for the prediction of the dependent

variable (average value of the observed AMPF at various sitcs (11)). Site characteristics,

such as, "I-af',*Long", "Ele", "AAIfIi", "6RN[S' and *AAT'have been used as input

variables of the BPNN model. The variable 11 has been used as the dependent variable

of the model. The functional relationstrip of the dependent and independent variables is

given as

f(l) = g(Lat,Long,Ele,AARF,ARMS,MT) (5.5)

Predictcd values of llby using BPNN methods for Region l, Region 2, Region 3 and

Region 4 are provided in Table (5.10) and in Fig. (5.6) (5.4 (5.t) and (5.9). Tlre resulg

of Table (5.10) strow that in Region 1, the sites having a larger magnitude of AIVIPF

Y

tt
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(Bara Tarnab, Kalpani Saidabad and Swat Niqgolai) BPNN model closely predicted the

values of 11. Moreorrer, in Region I BPNN model under and ovcrestimate the values of

11 fr thc sites hving a smaller EqgEitrde of AMPF, lrger variation md skswoess

wi&in thc data *rics. Similar findiqgs obse,nred in the resulB of Rcgion 2 md Region

3. Tho rcsult of Rcgion 4 show that ftE BPNN model closely estimated the ralues of

Ir for dl BiEs in thc rcgron. Thc rcason is that the magnimde of AITIPF of all sites

incluffinRegion4is largcrmdvariationwittrin the datasetsis srrallas cunpacdto

Region l,Region 2 anilRcgion 3.
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Flg. 5.6: Qomparison betrreen fitted values estimated through BPNN and obserrred
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5.2.3 Radial base function (RBF)

RBF method gives accurate estimat€s in flood prcdiction modeling. This method has

been used in various studies for short tern strearn flow forecasting for orample,

Kagoda et al., 2010; Uysal, 2016 and Satroo ct 41.,2019. firereforc, in this sMy, RBF

m6hod is used for ungauged flood quantile estimation in Rcgion l, Region 2, Region

3 and Region 4. The details of the adopted p,roccdure are:

For the application of the RBF, the dependent and independent variables are rescaled

and their standadized form has been used for the taining of the model for the four

regions. A random partition of 70o/o urd30% have be€n uscd for the taining and testing

of the model. There arp six units (independent variables) in the input layer. The hidden

layer has the same number of units as in the input layer and the ouQut layer containing

only one unit. In this analysis Craussian function has been used as a link function

between hidden and input layers. Sum of squarts enor and rclative emor are used for

the model evaluation criteria's. Model summary of the taining and testing phases for

each region are provided in Table (5.11). A graphical comparison of the fitted values

against obsenred values of the dependent variable is illusmabd in Ftg. (5.10)' (5.11)'

(5.12), (5.13). Furthermor€, predioted values of dependent variable Il of each region

grven in Tabte (5.12). The results of Table (5.12) and Fig. (5.10), (5.11)' (5.12)' (5.13)

show that the RBF modcl mor€ accrrat€ly predicts the values of Il for Region I and

Region 4. Results of Region 2 strows large variation in the estimates for the sites "Dagi"

and "Kabul Naguman". The ncsults of Region 3 show that predioted values of Ir

significantly varies from their originol values for the first four sit€s 'Naranii",

"Bagiari', "Dallus" and *Shah Alam' and after that prediotcd valucs accurately follow

the pattern of original values. The,reforc, RBF estimates can be coupled with regional

ti
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qgantiles ofthe respec,tive region for the estimation of T-years quantiles at the ungauged

sitc.
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Y Trblc 5.11: Model summaries of RBF during ttre trainrng and testing ptrase of each rcgion.

Model Summary Region 1 Region 2 Region 3 Region 4

Training
Sum of Squares Etrcr 0.033 1.045 0.0s2 0.012

Relative Error 0.008 0.298 0.017 0.006

Testing
Sum of Squares Enor 0.03s 0.6u 0.079 0.015

Relative Enor 0.477 0.573 1.762 1.541
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5.3 Assessment analysis of RBF, BPNN and regression methods

The three estimation methods (RBF, BPNN and regression) have bee,n used for T'year

flood quantiles estimation at ungauged sitcs within Region l, Region 2, Region 3 and

Region 4. The developed models bas€d on the three methods (BPhIN, RBF and

regression) are theoretically justified for each rcgion, but still, an assessment analysis

is required to check the relative accuracy of estimated flood quantilcs. To do so, R2,

RMSE and tvIAPE have been caloulated using ttre information of Table (5.9)' (5.10)'

(5.12) and the results are given in Table (5.13). Their oorresponding formulas are:

R2 =!-#=fr

RMSE =

MAPE=(*f@o )x1oo

(s.6)

(s.T

(s.8)

Table (5.13) strows that the values oftn o waluation mefiics, R2 and MAPE, for Region

I confirrrs that RBF estimates arc morp reliable than BPNN and rcgression. In

comparison to RBF and regression analysis, the values of three assessmentpanmeters

in Table (5.13) indicate that the BPNN approach provides accurate and reliable

estimates for Region 2, Region 3, and Region 4. Thereforp, RBF can be the prcfened

choice to predict the flood quantiles for ungauged and poorly gauged sircs of Region I

and BPNN for Region 2, Region 3 and Region 4.

Y
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Table 5.13: Accuracy measurcs of three estimation methods for Region l, Region 2,
Region 3 and 4.

Estimation

Method

Region I Rcgion 2

pz RMSE IvIAPE pz RMSE MAPE

Rcgession 0.0841 4681.15 t7.34 0.2396 t6693.67 223.69

BPNN 0.98v2 3.t7 28.t7 0.9991 61.33 7.il

RBF 0.9990 il.66 6.67 0.8189 79.33 275.94

Region 3 Region 4

Regression 0.05r9 5016.33 t26.5t 0.3467 4t329.42 176.12

BPNN 0.9962 17.33 23.67 0.9993 523.37 5.01

RBF 0.9597 1493.67 23.74 0.9916 4009.81 2.93

5.4 Practical validation of estimated quantiles

The estimates of quantiles for various rcturn periods through RFFA for gauged and

ungauged sites are statistically sound but their practical validation is still required. A

comparison of qtrantiles estimatcs obtained using regression model, BpNN and RBF of

15, 50 and 100-year rpturn periods have been performed with highest values of

observed/historic AMPF (first and sccond as pcr their order of magniMe along wit6

their year of occurrence) for all sitcs results have bee,n illustnated in Tabte (5.14),

(5.1O, (5.1O, (5.17).

The rpsults of Region I given in Table (5.14) show that ttre highest values of observed

AMPFs have closely bcen estimatcd through RBF for the sircs Chinlor, Bara Tarnab,

Iftuderzai and Jundi Uunanzai at 100-year return period quantile. A similar comparison

is seen for the sites Wazir Ghari, IGlpani Saidabad and at Swat Ningolai on 50-year

quantile and at the sircs Lund Khwar East on l5-year neturn period quantiles. The RBF

v
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estimates for sites Kalpani Deheri and Chillatr at lS-year r€tum pcrid and site Jrmdi

Tangi at 50-year quantile estimate are comparable to the second'highest value of

observed AIUPF. Thercforp, bascd on the above discussion, for Rcgion 1, the RBF

model gives morc practical rcsults as eompar€d to BPNN and QR model.

Results of Region 2 given in Table (5.1O show that the RBF model closely predicts

the highest values of AIT,IPF of sites llakim Ghari and Ifutlongi at a 5O'year quantile.

fire second highest value is estimated through RBF at l5-year quantile for the sitcs

Budni and Kabul Adczai. BPNN model gives a close estimate to the highest values of

sites Shatrban at lS-year quantile, for site Muqanr at 5O-year quantile and site Kabul

Naguman at 100-year quantile. The second highest value of site Dagi is also estimated

at 100-year quantile through BPNN. Thereforc, for Region 2 BPNN and RBF models

give morc reliable estimates as compared to regression model for the ungauged sircs.

For Region 3, rcsults given in Teble (5.1O illustate that ttre BPNN model gives

comparable estimates of quantiles with the highest values of AMPF for all sitcs except

two sites Garandi and Jani Khwar. Moreover, the comparison ofthe estimated quantiles

using RBF for Region 3 show Orat ttrc estimat€s arp accurate and close to the highest

values of AMPF for all the sitcs. For Region 4, the results of RBF and BPNN provided

in Table (5.17) show similar behavior for thc estimation of quantiles for all sites. RBF

estimatcs for the 100-year rcturn period arp closer to the highest values of AMPF as

compared to BPNN. Thercforp, the RBF model is the better choice for the estimation

of the ungEuged quantile within Region 3 and Region 4.

Rcsults of Table (5.16) (5.14 show that thc predicted quantiles through OLS regression

for snraller rcturn period (15 and 50 years) are comparable with the highest values of

observed AMPF for sites Naranji, Bagiari, Shatr Alam, Shatri Bala, Chprial and Garandi

sitcs of Region 3. Similar results has been observed for the sircs Badri and Jundi River

Y
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of Region 4. A noable point is that the OLS regression uralysis provides reasonably

close estimates of flood quantiles within the span of the observed data. The estimated

quantiles using OLS regession for longer rcturn periods (100 years) or outside the

available span of the data, strow large deviations fiom the highest values of observed

AI\4PF for all the sites. This is a major disadvantage of using OLS regression for

estimating flood quantiles on longer rcturn periods or beyond the span of the ob,served

data series.
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V
Summary

In this chapcr, for ungauged flood quantiles estimation within four homogeireous

regions, machine learning (RBF and BPNN) and regression models with robust and

OLS estimation mettrods have been used to develop a fuirctional relationship befir'een

11 valles and their respective site characteristics. The key findings of this chaptcr are

glenbelow.

I. For Region I Region 2, Region 3 and Regron 4 results show that the estimates

obtained using machine learning (RBF and BPNN) mettrods are better as compared

to regression analysis. RBF is the preferred mettrod for ungauged flood estimation

in Region l. Moreover, BPNN is more suiable for flood quantiles forecasting at

ungauged and poorly/partially gauged sites in Region 2, Region 3 and Region 4.

II. A comparison has bcen demonstrated using the fint and second highest values of

the obs€rved AMPF at all the gauging sites located in Region 1, Region 2, Region

3, and Regron 4 to dctermine the fimctional validity of the grven estimates for

various r€turn pcriods, using RBF, BPNN, and regression mettrods. Most of the

sites in Region I have RBF estimates that are closerto the highest obscned values

of AIvIPF (though only for gauged sites). Thercforc, RBF is the reliable method for

ungauged flood estimation in Region l. The estimated quantiles from BPNN atthe

several sircs of Region2,Region 3, and Regon 4, for small to large retum period,

arp closerto the largest and second high value of AIvIPF. Therrcfore, BPNN would

be a preferred approach as compared to regression models and RBF for flood

quantiles estimation at ungauged sites (especially for longer r€turn periods) within

the homogeneous Region 2,3 and4.

The rcsults of this chapter will not only assist the officials dealing with flood risks

managernent but will also be useful for the managqnent of agricularal water and the

Y
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design capacity of oristing and proposed hydrologic stnrctures in the study region. For

instane,e, a proposed project of the provincial government of KPK is tlre site Bara Dam

(an ungauged sirc of the study area locatcd in Region l).The RBF model of Region I

can be uscd successfully for flood quantiles estimation at proposed Bara Dam site by

including the values of site characteristics in the model. These findings may also be

useful in improving the consistency of quantiles at the sfirdy area's poorly gauged sircs.

t,
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Chapter 6

Choice of Estimation Methods in at-Site X'requency Analysis

Using Peanson Type-3 distribution

6.1 Intnoduction

Univariate modeling using probability distribution(s) also known as at-site fcequency

analysis is a popular area of rpsearch. Fitting a probability distibution to a series of

values ge,nerated from a random prcoess can provide acourate and reliable estimatcs of

quantiles if modeled properly.Probabilistic modeling could be a challenge, especially

when dealing with qrfieme values because of their non-normal or skewed behavior and

the availability of a limitcd span of data series at a site. There exists a varicty of

probability disfibutiorrs for modeling a random variable with different metlrods of

estimation. Success depends on the t,?e, tends and tend€Nrcies, and shape of the

variable under study along with the available size ofthe sample including many others.

Details of dealing with elfteme values in the area of statistical hydrology, meteorrology

and wind arc available in Beirlant et al., (2004) and Naghettini Q0l7). A review of

different methods of estimation of parametcrs in extreme values analyses @VA) and

few rpcommendations for best practices have been discussed in Palutikof et al., 1999

and Arns et al., 2013. h EVA the choice of a method for parameters estimation is not

the only sour@ of variation for considering a distibution. Few stochastic uncertainties

that belong to a specific method/modcl for the estimation of quantiles of T-year rsturn

period are a selection of thrcshold in a peak over thrpshold mettro4 selection of block

size (daily, monthly, quarterly, yearly) for maxima and minima analysis (Coles et al.,

200r).

v
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In EVA, the dealing variable usually consists of minima's or manima's (hotrl5 weekly,

monthly, quarterly or yearly) or peaks over I threshold (POT). Each series of values

have ceftain advantages or disadvurtages associated with it. The series of annual

maxima's with a rccotd length of at least twenty years usually providc accurate

estimates of T-year quantiles as compared to POT (Cook 1985; Palutikof et al., 1999;

Ferreira and de Ilaan 2015). The variable in the focus of this shtdy will be annual

manima's as being a common variable in frequency analysis of erfiEme events. Major

limitations attachd with anntul morima's include the availability of a limited number

of observations (span of the data series) and skewed strape of the disnibution.

Pearson Tlpe Itr (PE3) distibution is an important distribution in EVA as illustratcd in

several case studies around ttre world including [ACWD, 1982; Chang and Moore 1983;

Hussain etal.,20l7; Asquith etal.,20l7; Li et a1.,2017;IEi st al.,2018.Its inclusion

ina setof five candidate distributions inthe famous methodologyofncgional frequemcy

analysis prcposed by Hosking and Wallis (1997) is also advocating its signiflrconce and

adequacy to models exfierne vahres.

For fitting PE3 distribution, differpnt methods of estimation have been proposed. For

orample, Song and Ding (198t) suggested using the probability weighted moments

method wtrile Hosking and Wallis (1997) provided L-momeirts (LM) estimators of its

parameters. A comparison of maximum likelihood estimation (I\fl,E) and the method

of moments is illustated in Bobee and Astrkar (1991). Koufrouvelis and Canavos

(1999) proposed mixed moment estimatorc for PE3 distribution using exponentially

transformed data. Jan and Shabri Q0l7)provided a comparison of Lmoments and TI-

moments estimators of PE3 disfribution for river flow predictions in Johor, Malaysia-

The results of these mentioned studies rpveal the following important facts that there

does not exist a universal mettrod of estimation of parameters of PE3 distibution and
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the choice of the estimation mettrod is a critical factor, which depends heavily on the

size and shapc chararteristics of the sample. Thereforc, this sfirdy is designed to

comparE the performance of three estimation methods (MLE, LM and lt[aximum

product of spacing (I\DS)) for fitting PE3 distribution using simulations and empirical

analyses by varying sizc and shapc characteristics ofthe sample. A concise discussion

on the use of these three methods is provided below:

In EVA, the effrciency of estimates using MLE (espccially quantiles of T-year rEturn

period) is linked to the size of the sample (KaE ef rl.2002). To overpome this issue,

LM derived by Hosking (1990) is a preferred choice. A large number of studies have

used LM in regional frequency analysis while modeling annual modma's, for instance

(tee andKim,20t9; Vivekanandan,20l5;f,hissia etsl.,20l9; Hussain,20l7;Khanct

al., 2019 ; Rutkowska, 20 I 8).

Another, relatively less common choice, especially with a small samplc size is MPS.

Few studies like Wong and Li, 2006; Singh et a1.,2014; Kumar Singh et a1.,2016;

Muragc ct al., 2019 and El-sherpieny et a1.,2020 showed that the mahod of MPS is a

bettcr choice of estimation than taditional metlrods. Asquith eral^ Q0lT) reported that

MPS and LM mahods providc nearly identical parameter estimates ofPE3 distribution.

The study of Soukissian and Tsalis, (2015) illusftated that estimarc using the MPS

mettrod are better in terms of bias, mean squar€ errcr and variance of the estimated

parametcrs for modeling orfieme wind speed. But none of the studies so far has

prcvided a comparison of LM MLE and MPS methods for estimation of PE3

distribution.

This study is designed to oheck the performance of LM, MLE and MPS estimation

methods for fifiing PE3 distibution. A two-step app,roach is adopted. In the first stcp,

simulation experiments have been performed by inhoducing linear variation in the
rY
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strapc parameter ofthe distribution (while selecting standard values ofthe location and

scale paramctcrs) for different sample sizes. Ihese variations will help in the

assessnrent of tlre estimation methods concerning different combinations of size and

shape charactcristics ofthe sample. The second step deals with empirical analysis, i.e.

estimating flood quantiles considering annuals morima's ofpeak flows (AItdPF) of four

sites of Khyber Paklrtunktrwa (KPK), Paldstan. These sites have been sclected keeping

in viewthe sample size, scale and shape ofthe distribution associated with the obscrved

data scries. Tlre findings of this study will provide useful information for the choice of

PEI distibution with an adequate estimation mahod in EVA.

6.2llfiaximum product of spacing estimatc of PE3 distribution

PE3 distibution also known as generalized gamma distibution is an importut

probability distibution in EVA. For a random variable f having PE3 disribution, ir

de,nsrty fuirction is

f(Y)=#(=Jo-"-(T) (6.1)

Where a, b and e are scale, shape and location parameters respectively. lf y > e and

o ) O,the shape of PE3 distibution is positively skewed. lf y < e and a < 0, its shape

is negatively skewed.

The key standardizations of a random variable "I" having PE3 distibution with (4,

D, e) are given as:

z=+, K=# (6.2)

Here the random variable Zhas Gamma distibution with one parameter which is equal

to the PHI (1, b, 0), and "K' is the frequency factor with mcan "?orc", variance "one"

and skewness"zblz" .
Y
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The relationship of Eq. (2.35) can be used to obtain the estimates ofparameters of PEI

distribution usrng the MPS method. By using the pdf given in Eq. (6.1), the following

equation is obtained.

K op,(a, b, e) =# Er# r" n VlL,[+ fe 
*' ;(Tl1 ar1 (6.3)

Estimates of parameters a, b and € oan be obtained by marimizing the MPS log

estimator is given in Eq. (6.3). A Closed-form solution of Eq. (6.3) is not available.

The,r,eforc, non-linear optimization is used to obtain the numerical solutions of MPS

estimatots.

6.3. Simulation experimentr

The analyses include two steps for evaluating the adequacy of three estimation metrods

for fitting PE3 distribution. The first step includes simulation e,rperiments while the

second step is basd on empirical analysis using AMPF of four sites of KPK. In ttre first

stcp, 1000 repetitions for differ€nt sample sizes, i.e. small, moderate and largc (20,40,

75 and 100) from PE3 disfibution have been generated in each case of the estimation

of parameters. The standardized form of PE3 distribution has been used as

rpcommended by lVang 1990; NIST/SEMATECH20121, Jan and Shabri 2017.Eot

standard form location and scale parameters anc set equals tn zpro and one respectively,

the values of shapc parameters varies arbitadly. If the value of shape parameter

increases than the skevmess of PE3 disnibution incrpases and its densrty cunre become

flatter with low kurtosis. Root mean square error (RMSE) and bias have been used as

accurat€ measunes of the estimat€s. A b,rief description of diffoent steps in simulation

orperiments is as follows:

l) Random samples of size 20,40,75 and 100 have been generate4 1000 times,

by settittg the values ofparameters of PE3 distribution arr I = 0,a=l and D. A

v
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2)

3)

linear variation in the shape parametcr "b" has been intoduced with a unit

difference for the range of 1.5 to 6.5. This variation will help in assessing the

performance of the thrpe estimation mettrods at different levels of skewness.

For each case of 1000 samples, parameters of PE3 distibutio,n have been

estimated through LM, MLE and MPS. In few cases, MLE and MPS fail to

p,roduce the estimatcs of parameters at some repetitions during simulations due

to the oonvergcnoe issue of thc opimization algorithm.

Vectors of estimated parameters thrcugh simulations have been obtained. These

1000 estimates have been used to calculate RMSE and bias associated with each

parameter using the following expressions:

bias=E(q-0

RMSE = f,var(O) 
+ (aics10y)'

(6.2)

(6.3)

Y
Where 0 is the achraUassumed value of the parameter and E(0) is the orpected value

of the estimated values of the pararneter calculated through simulations. The results of

these simulation experiments for sample size20 and 40 are illustated in Table (6.1)

while sample sae75 and 100 are prcsentcd in Table (6.2).

For a relatively small sample size, i.e. n = 20, the LM estimation mahod provides

estimates with low bias and RMSE rclative to MLE and MPS for location and scale

parameters. Howeyer, for the shape parameter, the estimates provided by the LM

method have morp bias and arp less effrcient. The method of MPS provides morc

accurate and efficient estimates as the value of the shape paramcter incrpases. Almost

similar fiends arp obvious for a moderatc sample size of n{0. In few cascs, while

dedrng with exueme values, especially on an annual scale, a sample size of 40 may be

considered as a large sample size.r1,
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For a sample size of n=75 and n=100, the LM method provides estimates with less bias

for location, soale and shape parameters in comparison to MLE and MPS'. However,

the estimates of shape parameter are less effrcient. The method of MPS is a prefened

choioe in terms of RMSE, especially when the data exhibits a large value of shape

parameter. fuiother notable point is that the matrod of MLE provides low values of

RMSE in comparison to the LM metlrod for the estimation of shape pararneter when

the sample size is quirc large, i.e.75 and 100.

In general, the LM mettrod provides estimates with a low bias for location, scale and

shape parameters for small, modenate and large sample sizes. Therefore, it can be

concluded that LM estimates are rplatively stable in terms of bias for estimating the

parameters ofPE3 distibution. The method ofMPS is apreferred choice forestimating

the scale parameter of PE3 distibution for all the sample sizes and values of the shape

parameters. The effrciency of the MPS metlrod, for estimating the shape parailreter,

increases with the incrpase in the value of the shape parameter. The method of MLE

provides comparable values ofbias and RMSE for relatively large sample sizcs, i.e. 75

and 100 and low values of the shape parameter, i.e. for b=1.5.

\'
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Teble 6.1: Values of bias and RMSE ofthe pramaers estimatcd through LM, MLE and MPS

for sample sizn 20 and 40.

Y

..ut

n40

L}I MLE MPS

Locrtion

(c)

Scelc

(r)
Shrpc

o)

Locetlon

(e)

Scrlc

(r)
Shrpc

o)

Locrdon

(e)

Scrlc

(e)

Shrpc

o)

1.5
RMSE 0.2267 0.u53 0.6()1 0.23t5 0.2759 0.5tv2 0.234t 0.2t35 0.5676

Bias -0.0044 0.0053 {.095r -0.0319 0.0,14t 0.2573 0.0519 0.1351 0.0791

2.5
RI\ISE 0.2151 0.3591 0.t334 0.2136 0.376/. 0.49t7 0.2457 0.3863 0.5016

Bias 0.0142 0.0253 4.04/,2 0.0449 0.0t6s 0.077t 0.1090 0.lttt 0.0916

3.5
RMSE 0.2033 0.4llt 0.593t 0.24% 0.4725 0.5055 0.269 0.s290 0.3036

Bias 0.01n .0.0363 4.27t7 0.0tt4 0.0634 4.2925 0.135t 0.191t {.200t

4.5
RTISIE 0.2065 0.5657 1.43t0 0.22t0 0.724s 1.359t 0.223t 0.6921 t.3tT)

Bias {r.0045 0.02t6 O.ITB 0.llt4 0.293t 4.0x2t 0.0431 0.1045 {.1640

5.5
RMSE 0.2398 0.9vt2 2.2015 0.2795 l.l36t t.7ttg 0.2612 t.t22t l.6lu

Bias 0.0175 0J1n 0.4095 0.ll5t 0.393t 0.0?j2t 0.0994 0.4(r3 0.3233

6.5
RMSE 0.2256 1.3475 4.21t0 0.270t 1.556t 3.32t4 0.22v) 1.005t 2.56?n

Bias 0.020t 0.261t 0.94u 0.1144 0.st99 0.42$) 0.0712 0.2s34 0.0310

n={0

1.5
RMSE 0.1493 0.1723 0.496t 0.1535 0.1904 0./t0lt 0.1550 0.rt29 0.3600

Bias -0.0096 0.01n 0.0115 {.0176 0.049t 0.1t77 0.0302 0.0t30 0.07m

2.5
RMSE 0.1623 0.2659 0.5269 0.1671 0.309t 0.3506 0.l9lt 0.3u6 0.2tn

Bias 0.0001 0.020t 0.0244 0.0489 0.0t3t 0.0()5 0.070t 0.1452 0.1191

3.5
RMSE 0.1u3 0.2993 0.6944 0.1t49 0.3ut 0.s432 0.1t74 0.3649 0.3550

Bias -0.0076 0.0052 0.0263 0.1067 0.1415 -0.1539 0.0444 0.0432 -0.1453

4.5
RMSE 0.1616 0.4659 1.0067 0.2190 0.6303 0.9439 0.lgzt 0.5771 0.970t

Bias 0.01/t0 0.074t 0.1513 0.1364 0.2931 4.t122 0.0t3t 0.zffi o.zat

5.5
RIVISIE 0.1635 0.5347 1.2858 0.2195 0.7056 t.t74t 0.20t0 0.66t4 l.l04t

Bias 0.0093 0.0755 0.2r3t 0.1029 0.2w 4.0s50 0.0t59 0.2516 0.0054

6.5
RIUSE 0.r64t 0.t5m 1.7u5 0.20t9 1.0445 1.5147 0.196s 0.9r00 r.405t

Bias 0.0042 0.0579 0.r274 0.07tt 0.3015 -0.1037 0.062f) 0.1939 4.2521
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Tabte 52: Values of bias md RMSE of tbe parameters estimated througn lU, MLE and MPS

forsample sirc7i and 100.

6.4 Empirical analysir

In the seoond stcp, the performance ofthree estimation mahods (LM, MLE and MPS)

for fitting PE3 dishibution has also been tested using a real-life data set AMPF in cubic

feet per second of forn sitcs in KPK, Paldstan have been used. Tlre secondary data is

..b,

n+75

LM MLE MPS

Locetion

(s)

Scrlc

(r)
Shrpc

o)
Locetion

(e)

Scde

(e)

Shrpc

(b)

Locetion

(c)

Scrlc

(r)
Shrpc

o)

1.5
RITISE 0.u39 0.t29t 0.3259 0.115t 0.1325 0.2074 0.u64 0.1296 0.2M2

Bias -0.0053 0.0067 4.001t {t.0059 0.0253 0.10t9 0.0191 0.0507 0.05/t0

2.5
RMSE 0.llll 0.1755 0.3ffi 0.t367 0.23t/. 0.24tt 0.r330 0.20t3 0.1903

Bias 0.0181 0.0359 0.025r 0.0753 0.1045 0.0146 0.0645 0.120t 0.0tt4

3.5
RIIIIIE 0.1170 0.2341 0.s0t9 0.1716 0.32:A 0.3743 0.x25t 0.4333 0.32U2

Bias -0.0031 0.0045 0.0r36 0.1324 0.1516 -0.23t0 0.09t2 0.1404 -0.1370

4.5
RIISE 0.1250 0.3137 0.6595 0.199t 0.4653 0.551I 0.1t92 0.4633 0.52t9

Bias 0.0026 0.0181 0.0520 0.1494 0.25t2 4.zvn 0.1131 0.2386 4.0667

5.5
RI\ISE 0.1138 0.35/t0 0.9w 0.1939 0.544i1 0.7il3 0.1594 0.4657 0.77n

Bias {.00t6 0.0004 0.1259 0.0959 0.226t -0.166t 0.0632 0.14/}9 {.14t6

6.5
RI\ISE 0.t2t2 0.4422 1.0621 0.17M 0.6020 0.9172 0.1559 0.5477 0.t432

Bias 0.0023 0.0131 0.00t4 0.0t7t 0.25n {t.194t 0.0567 0.14t3 .0.261t

n=l00

1.5
RMSIE 0.0920 0.100t 0.272t) 0.0920 0.t0u 0.|ffi 0.9932 0.1006 0.1613

Bias 0.0014 0.0067 0.0142 0.0015 0.01t4 0.0732 0.0209 0.03t4 0.02t6

2.5
RMSE 0.10s2 0.1648 0.30u 0Jxn 0.2154 0.21t9 0.1263 0.rttt 0.1580

Bias 0.0069 0.01t6 0.0170 0.0555 0.0867 0.0045 0.0425 0.0t29 0.06t0

3.5
RMSE 0.1010 0.1952 0.4160 0.1545 0.274 0.31t0 0.1823 0.301t 0.2457

Bias 0.00t4 0.0204 0.0155 0.1315 0.1595 4.19t9 0.1393 0.2324 {.0r70

4.5
RIVITIE 0.1 l3s 0.2t31 0.s569 0.17il 0.4107 0.5016 0.t7t2 0.4240 0.44n

Bias 0.0014 0.0273 0.ll2t 0.1344 0.2414 -0.2030 0.1149 0.24t0 -0.0657

5.5
RI\,ITIE 0.09t0 0.3139 0.74t9 0.1t52 0.5304 0.659 0.17t0 0.4980 0.654t

Bias {.0013 0.0053 0.0n0 0.1318 0.30?7 4.2ffi 0.085t 0.1t99 -0.2300

6.5
RMSE 0.10s0 0.4071 0.9570 0.17t3 0.6251 0.t27s 0.15y2 0.55t2 0.7654

Bias 0.0029 0.0451 0.rt07 0.09E0 0.3142 -0.0788 0.0703 0.2156 -0.1191
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provided by the hydrologr section ofthe lrrigation Departrnent of KPK. These sites are

selec"ted keeping in view the variations in the sample size, U,ends and tendencies of scale

and strape characteristics (skewness and hrtosis) of the obserrred data series. None of

the publishcd studies so far (to the best of authots' knowledge) performed an at-site

frequency analysis of AMPF using the PE3 dishibution of thesc four sites.

Geographical coodinates and record length of observed data series at cach site is

provided in Table (63). Fen, details of the fiuing prccedure arc:

Time series plots of AMPF at each site used in this chapter are illustated in Fig. (32).

firese gaphs slrow that there exists random variation in the observed data series at each

site. Moreover, the occasional occurltnoe of a large magnitude of a flood is also

obvious. To observe the genoal tnends and tendencies of AMPF at each site, few

descripive measurEs are calculated and presented in Table (6.4). The information

rpveals that for the four sites, the sample sizc varies from 2l to 34. Data exhibits

variation as shown by standard deviation as a scale statistic. The shape ofthe data series

at four sites is positively skewed with the values of skewness rangng from 1.45 to 3.19

and leptolcurtic behavior as kurtosis values are strowing more sprcad rangng from 1.48

to 10.67. Tlrese descriptive statistics show that the tends and tendencies of AMPF at

the four sites are different from each other, cspecially in terms of the shape of the

disffibution. Therefore, the data is suitable to waluate the effectiveness of different

estimation mettrods for fittingthe PE3 distibution.

The estimated parameters along with their RMSE and bias are given in Table (6.5).

The two aocuracy measurEs, i.e. RMSE and bias have been calculated using simulation

orperiments. For this purpose, estimated parameters of each site have been used to

generate 1000 random samples from PE3 with a sample size equal to its observed

cotrnterpart. Then for each site and generated sample, PE3 distribution is fitrcd using

V
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LM, MLE and MPS methods. These simulated values (of each paramercr) have been

used to calculate the RMSE and bias. The results of Table (6.5), for each site, are

discussed below:

i. Forthe site Wazir Ghad having rclatively moderate sample size and high skervness

and kurtosis values, the cstimates of location parameter have nearly comparable

RMSE for LM and MPS methods but the LM method is showing less bias.

However, for the estimates of scale and shapc parametcrs, the MPS method has

obvious fewcr values of RMSE while the LM method is showing less bias.

ii. For the sirc Jundi Utmanzai, having a relatively small sample size but high skcwness

and kurtosis values, estimates of the MPS method for all the three parametets art

showing less RMSE values. The estimates using the LM mahod arc strowing less

bias; but, interestingly, the estimatcs of the MPS mettrod are showing comparable

bias for the estimation of the shape parameter. Thercforp, the performance of the

MPS method in the case of small sample size with high skerpness and lcurtosis is

comparable wittr the LM mettrod while estimating scale and shape parametcrs in

tenns of bias.

iii. For the sirc Bara Kohat Road having a relatively large sample size with moderatc

skewness and high kurtosis, the LM mcttrod providcs estimates for location and

scale parameters with low bias; howeyer, the bias is comparable for LM and MPS

metlrods for the estimation of the shape porameter. Here MPS method provides

estimates with low RMSE for all the three parameters of PE3 distribution.

iv. For thc site Shatrban having a relativcly small sample size and the disfiibution of

observed data series is showing low skevmess and kurtosis yalues, the LM method

provides estimates with low bias and RMSE for location and scale pararnet€rs.

Y
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Howwer, for the estimatcs of the shape parameter, the MPS method provides the

lowest RMSE value in comparison to LM and MLE.

The above discussion rweals that the metlrod of LM generally provides estimates with

a low bias for all the parameters of PE3 disEibution but ttrc MPS method providcs

effrcient estimates, i.e. having low values of RMSE especially for the scale and shape

parameters. The effrciency ofthe LM mettrod increases for relatively small sample size

and small to moderate valucs of L-skevmess and l-kurtosis, for instance likc the sitc

Shahban. However, asthe swerityof skewness andhrtosis incrcases, the MPS method

is morp zuitable to estimate the scale and strape parameters of PE] distibution. The

results of this application also show ttrat tlre MLE mettrod is not a reasonable choice of

estimation in EVA for fitting PE3 disEibution with small to moderate size sample.

For a general numerical assessment of goodness-of-fit of the considered methods, two

measurps have been used namely standard enor of fit (SEF) and Cramer Von-Mises

t
V

Y

(CWf) rcst.

The SEF is defrned in Kite, l9EE as:

sEF= @.1, n-t1
(6.4)

Wher€ !1are the obscrved values of thc data series at eaph site, f1 are the fitted values

generated through fitted distribution, "ll" is the sample size and n, is the number of

estimat€d parameters.

CVM test is another goodness of fit test. In this test" Fo (a cumulative distibution

function (CDF)) is compared with a given Fn (empirical CDF). Suppose

Xr,Xz....Xn- F, their a null hlpothesis HstF -- Fs is t€stcd again* ttrc two-tailed

alternative hypothesis. The test safistics of the C\ { test uses squared difference

betrreen F, and Fs.

I
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r =nl(F,(r) - rolg)2aro61 (6.5)

Aftcr simplification of Eq. (6.5), the following orpession is used for the computations

ofT.

r = ,+n+E7=r(.r(rr) - ,4])' (6.6)

For a small value of T, the null hypothesis holds otherwise rejected. For morc dctails

of the CVI\d test see Cs0rg6 and Faraway (1996).

Thc values of thesc goodness-of-fit measurps are given in Table (6.Q. Comparable

performances have been observed for LM and MPS metlrods. For the sircs with

relatively large sample size, skevmess and lartosis values, i.e. Wazir Ghari and Bara

Kohat Roa4 the method of MPS is a prefered choice; however, the CVM mahod

favon of LM method for the site Wazir Ghad. For thc sirc Jundi Utnanai havrng a

relatively small sample size and high skcwness and kurtosis values, the MPS method is

the prefened choice. For the sirc Shahban having the smallcst sample size with low

skcwness and kurtosis values, the LM mettrod has thc least SEF value and highest

con'esponding p-value of CWI. Thesc rcsults again show that method of MPS can be

a prcferrcd choic,e of estimation of PE3 distribution for sites haviry modcrate to large

sample size and high values of skewness and kurtosis. Howcver, the LM mahod

provides better results for fifing PE3 dishibution for a small sample size with moderate

skevmess and kurtosis associated with the distribution of observed data serics.

Flood quantiles for rpturn periods of 20,50 and 100 ycars have been estimated using

the quantile function of PEI distribution. These estimated quantiles along with their

RMSE and bias are given in Table (6.7). Similar hends are obvious ft,om the values of

aocurucy measuEs of the estimatcd quantiles. In gencral, the estimates using the MPS

mahod have low RMSE values while with LM method have low bias. The performance

Y

Y
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of the LM mcthod is superior for the sirc having a small sample size and low values of

skewness and kurtosis (forthe site Shahban).

Another way of measuring the performance of estimation methods in the fitting of a

model is the calculation of 95o/o confidence intervals of the estimated quantiles. R-

package "lmomco" provided by Asquith Q020)has been used for the dwelopment of

95% confidence intervals forthe estimated quantiles. These intervals along with growttr

cunes of the estimated flood quantiles arc illustrd€d in x'ig. (6.1). This figure shows

tlrat the MPS estimation method provides the shortest 95o/o wnfidence interval,

especially a stable upper boud in the cxheme uppcr tail of the distribution.

Table 63: Geographical coordinates and recod length of four sites.

s.

No.
Site Name Latitude (North)

Longitude

(East)

Rocord length

in yearr

I Wazir Ghari 33.9E45 7t.7749 1979-2010

2 Jundi Utnanzai 34.0094 71.8328 1987-20tt

3 BaraKohatRoad 33.8638 71.5635 1982-2015

4 Shahban 34.0919 72.039t 1987-2007

Teble 6.4: Descripive statistics of AMRD of forn sites. Here n is the numbcr of observations,

Min and Mor are the minimum and maximum values in the dda scries, Slcewness and Kurtosis

arp moments measures of slcewness of kurtosis.

s.

No
SiteNeme N Min Iller Meen s. D. c.Y. Slrcwncs Kurtocis

I WazirGhari 32 5 30E0 427 697.73 163.61 3.16 10.03

2 Jmdi Utmanzai 25 35 19433 2053 4/'07.79 2t4.74 3.19 10.67

3 BaraKohat Road 34 24 l 1698 r453 2456 169.03 2.71 8.58

4 Shahban 2t 218 4309 1516 I171.86 77.3t r.45 1.48

tt
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Fig. 6.1: Crrowth curvcs ofpredictcd flood quantiles with 95 % confidcnccs intcrvals.

Summery

The aims ofthis chapter is to assess the pcrformance of three estimation methds MLE,

LM and MPS for fiting PE3 distrihtrion by varying size and shape charactcristics of

tre sample- Tvo of the ftee mcthods (MtE md LM) are quirc porpular while scarce

literature is arnilable with respect to fte application of MPS merhod. The assessment

is bascd on sinrulations and ernpirical analyscs. The fitting of PE3 distribution has bcen

tcsbd fuurgh two goodnees-of-fit measures sEF and cvM. RMSE, bias md 95%
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confideirce intcrvals of the estimated quantiles have been calculated for assessnrent

analyses of estimation mahods. It[ajor findings of the study are:

i. The resulrc of simulation experiments reveal that the estimates using LM method

have low bias. The method of MPS is a peferred choice for estimating scale

paramcter of PE3 distibution for all the considered sample sizes and values ofthe

shape parameters. The effrciency of MPS method, for estimating the shape

parameter, increases with increase in the value of shape parameter. The method of

MLE provides comparable values of bias and RMSE for relatively large sample

sizes, i.e. 75 and 100 and low values of shape parameter, i.e. for F1.5.

ii. Similar tcndencies of assessment measurEs have been obserrred through empirical

analyses. These include that IM method is a preferred choice in case of small

sample size and low or moderate skeumess and kurtosis values of the obserrred

data series. Alternatively, MPS method provides effrcient estimates for moderate

to large sample size and high values of skewness and kurtosis. The sability and

effrciency of MPS mettrod is obvious for the estimation of strape paramet€r of PE3

disribution. Moreover, MLE method is not a preferred mettrod of estimation for

fitting PE3 distribution for rclatively smdl to moderatc sample size.

Thercfore, the study conchrded tlut for fitting PE3 distribution, estimates using LM

metlrod have low bias in case of small sample and when dsta exhibits small to moderate

skewness and kurtosis. MPS is a reasonable alternative and provides efficielrt estimates,

especially when ttre data shows large skewness and lcurtosis. MLE is useful in case of

very large sample size with low values of shape characteristics of data. The results of

this shrdy provide useful guidelines for fitting PE3 distribution to er(fierre values. These

rpsults can be improved in futur€ by considering different probability distributions from

132



the family of extneme value distibutions, sample sizes and variations in terms of

Y location, soale and strape parameters ofthe distributions.
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Chapter 7

Summary and Conclusions

For a developing state with agro centered economy and facing problerns of water

shortage along with high variations in the sfieam flows, the importancc ofprecisc flood

estimates becomes vas! especially for the small st.eams and rivcrs which originarcs

with in the country. The results ofthis study contibute in teims of unique area of study

for the application of L-moments based RFA, emphases on the justification of basic

assumptions associated to RFA, application of machine learning methods and

rcgession analysis to estimate floods and so on. Morpover, the scenarios in wtrich

homogeneous regions cannot be identified an alternate solution then is at site frequency

analysis. Qualrty of quantiles cstimates using at-site frequency analysis tpically

depends on size and span of the sample, distribution characteristics, choice of model

and estimation method. This study has also analyzed effectiveness of different

estimation methods for fitting Pearson Type 3 disnibution in case of at-site frequency

analysis through simulations experimcnts by varying size of sample and shape

characteristics. Findings of simulation experiments are validated using real life

oramples.

The key finding of this study are given below.

o Flood frequcncy analysis based on the necessary assumption relarcd to data series.

Data set of 36 gauging sitcs has been rcsrcd through nonparametric tests and found

that data of all sircs random, independen! homogeneous and free from signifioant

tends. Thercfore, data set is suitable for RFFA and results are rcliable for policy

t34
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making rclahd to management and efficient utilization of flood water in the shrdy

arE8.

The estimates of L-moment ratios of all 36 sites showed that there exist dwiations

in the rcoorded data series at various sites. Howwer, the L-lurtosis values art

comparatively small then the l-skewness values. orre possible rpason for these

fluctrations is the erratic cycles of monsoon rainfall because floods in Pakistan

usually rely on the exheme spells of monsoon rainfall . Hussain (20 I 7) found similar

rpsults for the sites of river basins in Punjab, Pakistan. The overall shape of the

distribution of flood within the study area is flat tope cuve with high skewness

(heavy upper tail). Therefore, in firflue, the threats of bigger floods in the study area

are very high.

Larger heterogeneity exists within the group of 36 sites. Therefore, four

homogeneous regions have been defined using hierarchical wards clustering

method and Euclidean distance to achiwe regional homogeneity among the sites.

The most rplevant site characteristic has bee,n used for the division of gauging sites

in to homogeneous regions.

After idsrtifying the best fitted distributio,n(s) for Region l, Region 2, Region 3

and Region 4 a simulation bosed assessment analysis has becn performed to ide'ntify

robust rcgional disfibution for each regton. The results of different aocuacy

measures and95o/o error bounds show that GNO distibution for Region l, GPA

distibution for Region 2 and Region 3, and GLO distibution for Region 4 has been

identified robust distibutions. These identified diverge,nt regional distributions for

each region are indicating dissimilarities in Eends, tendencies and strape associated

with data series in different artas. Hence delineation of the sfirdy area into smaller

homogeneous region appears suitable.

t,
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. At-sit€s flood quantiles of each site within the study area arp greater than their

average flood values and show rising trend. This shows alarming situation rclated

to future flood events. Therefore, serious planning is needed to overcome the

damages of future flood disaster.

o Lincar/non-lincar rcgrcssion, BPNN and RBF methods have been used to prcdict

site statistic (the average ofAMPF) forungauged sites. This sirc statistic is used for

the estimation of flood quantiles at ungauged sitcs with in homogeneous rcgion(s).

Errcr evaluation and historical comparison of estimated quantiles with the highest

reoorded values of AMPF show that RBF model gives efficient cstimates for Region

I and BPNN for Region 2, Region 3 and Region 4.

o In at-sitc frequency analysis accuracy of estimarcs ffongly depcnds on the model

choice, sample size, shape characrcristics of sample dafa. In this rcgard, PE3 is

selected and ie parameters have been estimated using method of LM, MPS and

MLE. The accumcy of the estimates has been tested through simulation

expedments. The simulation rcsults show thatMPS matrod p'rovides more accurate

estimates for the shapc parameter of PE3 distribution as compared to LM and MLE.

Morcover, thc findinp show that LM method is a preferred choice in the case when

observed sample is small and data series has low or moderate values of shape

characteristics (Skevmess and Kutosis). MPS method provides effrcient estimates

for moderate to large sample size and high values of skewness and kurtosis.

The flood estimates of the study are beneficial for the authorities concerning flood risk

management, water rcsouroes manage,ment, irrigation, planning and dwelopment of

existing and potential hydraulic structurcs in the study area. The flood went obserued

in past and forecasted in this study show that frequency and magnitude of flood

inqeases in futur€ in the strdy arca. Thereforc, it is primary need of the time to built

Y
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dams and flood protection barriers for the efficient utilization of flood water and to

prot€ct the infrastnrcture and human's life in the study area.

7.1 f,'uture work Recommendetions

For futgre stgdies, the focus would be to adop different modelling approaches of

analping exheme cvents (like Bayesian approach) by varying estimation mettrods (likc

maximum product spacing's). We may also consider various novel techniques of

formation ofhomogeneous rcgions in RFA. Secondly, the inclusion ofthe data of more

rivers sites that are locatcd in the Potohar region and Koh-e-Suleman mountain rangp

to expand the current sfirdy for large data sets. All the rivers/sheams located in these

altas arE known as the part of Indus river basin. Morpoyer, inclusion of few other site

characteristics for the dwelopment of models to estimatc quantiles at ungauged sircs

can improve the quality of estimates. Another important anca is to perform RFA using

variables otherthan AI\,IPF like 3 days, 5 days or 7 days morima's to add more data for

the application of RFA. Supposedly, it will improve the quality and usefulness of the

estimates.
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Appendix

A-1

Generalized Iogirtic Ilistribution

Parameters: Location (e), Scale (c), Shape (k)

Range ofr is: -6 < x 3 e+ a/kifk > 0; -o < x, <o ifk = 0; e + a/k <x <

oifk<0.

Probability density function

r(r\ - -"-$-w-, ={-o-'ros 
(r - * (=J),if k + o

' \'' a(r+et)z ' 
t(=3J , ifk = 0

CDF

F(x) -- (t + e-t1-t

Genenrlizrd Ertrcme Values Distribution

Parameters: Iocation (e), Scale (c), Shape (k)

Rangeofr is: -o ( x 3 e+ a/kifk > 0; -o < x <o ifk = 0; e + q,lk <x 3

oifk(0.

f (x) =e-(r-htv-c-r , ={:-:ros(r - o (T)) ,if k + o

' [(=J, ifk=o

CDF

F(r) = e-"4

Genenalized Pereto Distribution

Parameters: Iocation (e), Scale (c), Shape (k)

Rangeofris: e3x S et a/kif k ) 0;e 3x 1o ifk < 0.

f(x)=+ ,={}-.,ros(r-o(T)) 'if k+o
' [(9' ifk=o
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CDF

V F(r)=L-e-Y

Generalized Normal Dirtribution

Parameters: location (e), Soale (c), Shape (k)

Rangeof r is: -o S x3e+a/k if k > 0; -o <x3o if lc = 0; e +a/k3x3

oifk<0.

f(x)=# ,={-:-:Loc(r-*(=J) 'if k*o
' [(=J, ifrr=o

0 is the standard normal pdf.

CDF

F(r) = O(y), wherc O is the standard normal CDF.

Pcanon lype-3 Distribution

Paramaers: Location (e), Scde (c), Shape (k)

Lrl., a = f,", O =f,ol*l,and rr = E - 2 alk

Ifk > 0 than rang ofr is p S a ( o and

f(4=W F(r)=W
If k = 0 than distribution is normal, the range ofx is -o ( I ( o and

f(x) = o(=,) F(r) = o(7)

If k < 0 than rang of.r is -o < x 3P and

f(4=W F(r)= r-'("#)

\
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A-2

Linear rcgrescion

In hydrological rcgression modelling quantity of interest Y1 of any i site can be writtsl

as the linear fuirction of their sirc characteristics rep,resented through Xr. The equation

form of the model is given below.

Y=XBt.e (A2.1)

whei,e X is a matix of gauging site characrcristics of order (nx k), B is the vector of

rcgression parameters and e is the vector of the random error teim. The order of B and

cis(nx1).

Polynomial rcgrccsion

In regression modelling, when dependent and independent variables are not linearly

related to each other than nonJinear functions (in terms of variables) are used to

dwelop and cstimates the model. A polynomial regression model is used when the

relationshipbetween indcpendentanddependentvariable is curvilinear. A general form

ofpolynomial regression model is given below.

Y=a+lf=1pfit+e (M.2)

Most of the time, in flood modelling ttre relationship between flood values and their

coresponding site characteristics are nonlinear. In this situation, the curvilinear

rrgression model is uscd for the estimation of flood values (Khan et al., 2019).

Therefore, in this study the fust-time quadratic rcgression is inhoduced for the

estimation of flood quantiles at ungauged sites.

OLS estimetion method

For the estimation of regression model parameters, OLS mcthods of estimation

commonly uscd. OLS estimators forthe rcgession parameters arc knovm as the 'test
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a

linear unbiased estimatos" (BLUE). OLS estimators for the rcgrcssion parameters of

F4. Q.26) are given below.

B = (r(r0-r$Y

and

(A2.3)

Vor(B) = 6z7Xr4-t (A2.4)

OLS estimatorr for ^B arc minimum variance unbiased estimators and does not

dependent on 62 stated and proven in Crauss-Markov-Aitken theorem see also (Rao and

Toutenburg, 1999; Koop, 2005).

fii}tli* ,o.oroif,,j
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