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ABSTRACT 

Speaker diarization system identifies the speaker using homogeneous regions in the given 

audio or audio-visual recordings. It answers the question ‘who spoke when?’. For this 

system, the data set comprises of multiple speaker recordings such as telephone 

conversation, broadcast news, meeting recordings etc. It is usually an unsupervised 

technique where no training data is available, and number of speakers is also unknown. 

This makes speaker diarization a real challenging problem. Several audio-based speaker 

diarization systems have been developed in the past which mostly comprises of 

agglomerative hierarchical clustering technique (AHC) which starts by assuming large 

number of clusters (speakers) and hierarchically merge them into the optimal number of 

speakers. In the past decade, researchers mostly have focused on the development of 

feature embedding techniques to make diarization more robust. So, the first work 

comprises of development of unsupervised feature embedding based on deep autoencoders. 

Due to limitations in audio-based diarization techniques, several multimodal diarization 

techniques have been proposed that have utilized the speaker’s visual information such as 

face, head, lips and body movements to identify the active speaker. These multimodal 

techniques are usually complex and comprise complex audio and visual pipelines. A novel 

multimodal diarization technique has been proposed here, which utilizes a pre-trained 

audio-visual synchronization model to find active speakers. Both audio-visual pipelines in 

the proposed model are relatively simple and matches the unsupervised nature of speaker 

diarization system. Finally, extending the work of multimodal diarization, speech 

enhancement model is proposed to further optimize the system’s performance.   
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Chapter 1.  

Introduction 

 

This chapter provides an overview of unimodal and multimodal speaker diarization 

systems. Initially, a background and motivation for this topic is provided. A brief 

description for the need of multimodal technique is also described. Finally, brief thesis 

contributions and overview of the thesis is provided. 

1.1 Background and Motivation 

Speaker diarization is the process of partitioning an audio recording into speakers’ 

homogeneous regions. It answers the question “who spoke when?” in a multi-speaker 

recording environment. It is usually an unsupervised problem where the number of 

speakers and speaker-turn regions are unknown. The diarization process automatically 

determines the speaker-specific segments and group similar ones to form a speaker-specific 

diary. Its application lies in multimedia information retrieval, speech and speaker 

recognition and audio processing. Used cases of diarization include analysis of the 

speakers, speech and their transcription in meeting recordings, TV/talk shows, movies, 

phone conversations, broadcast news, conferences etc.  

Significant effort in speaker diarization techniques started from International 

competitions by Rich evaluations which was sponsored by National Institute of Standards 

and Technology (NIST). Early work in speaker diarization started with the telephone data 
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and broadcast news. In late 1990’s and early 2000’s the main aim has been to automatically 

annotate the TV and radio broadcast transmissions. Later, interest in the meeting recordings 

has been started from 2002, with several research projects. Some of these projects includes 

Augmented Multi-party Interaction (AMI), Multimodal Meeting Manager (M4), Swiss 

Interactive Multimodal Information Management (IM2) etc. Series of diarization systems 

have been developed on NIST database after year 2002 that includes [1]–[6].  

Meeting recordings offer challenging scenarios which eventually affect the diarization 

process. These is environmental noise, reverberation, spontaneous speech and overlapping 

speech regions. Similarly, the setup of audio recording equipment, such as single distant 

microphone (SDM), multi-distant microphone (MDM), lapel and microphone array may 

also vary. In case of visual recordings, the camera setup may capture individual speaker or 

group of speakers. All these setups motivate one to develop optimal diarization approaches. 

For example, in case of microphone array one can use the speech source localization (SSL) 

technique to find the active speaker. Similarly, in the presence of individual camera setup 

which captures the face of individual speaker, users usually find motion features to 

determine the audio-visual synchronization to detect active speaker. Diarization is usually 

developed base on the give environmental and recording scenarios. Diarization is usually 

applied in audio domain but the presence of video modality helps to improve the 

performance of the system. This thesis mainly focuses on the use of multimodal (audio-

visual) information to apply the diarization. 
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1.2  Research Problem Statement 

Speaker diarization is usually an unsupervised technique where limited information is 

available about speakers, their count and the scenario. This becomes more challenging 

when only audio data is available because it is heavily affected by environmental noise, 

reverberation and short utterances. Due to advancement in the technology, audio-visual 

recordings of meetings, broadcast news, TV/ talk shows are available. This has leveraged 

one to use the visual modality to improve the speaker diarization system.  

Number of unsupervised audio-based speaker diarization systems have been developed 

in the past mostly based on the agglomerative hierarchical clustering technique. Such 

clustering techniques are usually modeled by HMM/GMM. Presence of video modality 

gives the advantage of finding the audio-visual relevance by detecting and tracking faces, 

lip movement etc. Some recent studies in multimodal speaker diarization have applied 

diarization on both modalities individually and finally fuse their outputs. Similarly, some 

semi-supervised audio-visual fusion techniques for diarization have also been proposed. 

This study investigates the use of multimodal data to find the synchronization between the 

audio and visual modalities to find the active speaker. Such technique helps to get pure 

clusters which only comprise of single speaker speech frames. Furthermore, the use of 

feature embedding techniques and speech enhancement have also been investigated to 

improve the diarization. 

1.3 Research Objectives 

Objectives of this research is to improve the available speaker diarization systems using 

multimodal (audio-visual) techniques. This technique would eventually improve its 
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application in areas such as speech recognition, information retrieval, multimodal analysis 

etc. The general objectives in this research are related to feature embedding, use of audio-

visual synchronization model and speech enhancement. 

1.4 Research Philosophy 

Unimodal diarization techniques are very challenging due to availability of audio only 

data and different environmental scenarios. While the presence of video modality provides 

complementary information. By using video modality along with the audio, one can 

improve the diarization techniques. Similarly, feature extraction and audio denoising also 

affect the diarization process. Improving any pipeline of the existing diarization system or 

adding complementary information would eventually improve the diarization process.  

1.5 Hypothesis 

Formulated research hypothesis of this study is detailed as follows: 

• The addition of feature embedding method in diarization pipeline may result in the 

improvement of the existing technique.  

• Use of multimodal technique comprising of audio and video modalities may 

increase the accuracy of the system. The video modality could help the audio 

diarization by providing active speaker information. 

• Certain environmental factors such as noise etc., degrades the performance of the 

diarization. So, the use of speech enhancement may eventually improve the 

performance of the system.   
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1.6 Research Contributions 

Following sections individually describe the research contributions in detail. These 

contributions comprise of feature embeddings based on deep autoencoders, multimodal 

speaker diarization system with a pre-trained audio-visual synchronization model and 

speech enhancement for multimodal speaker diarization.  

1.6.1 Feature Embedding  

First contribution in this thesis is the unsupervised deep feature embedding technique. 

This technique is based on deep autoencoders which is trained on the given input data 

recording. The proposed architecture is trained in a specific way to acquire the compressed 

domain embedding from the encoder’s output. Such technique doesn’t require any data 

other than the available meeting recording. Such embeddings are tested on the popular 

subset of AMI [7] meeting corpus.  

1.6.2 Multimodal speaker diarization 

Second contribution to this thesis is novel multimodal speaker diarization system which 

is based on a pre-trained audio-visual synchronization model. This available model was 

trained on the large audio and visual streams to find the synchronization between the visible 

speaker and its respective speech. We proposed a novel audio-visual processing pipeline 

which utilizes this pre-trained model to find the active speaker and train the speaker specific 

clusters. Such simple yet effective model performed better than the state-of-the-art audio 

and multimodal speaker diarization systems.  
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1.6.3 Speech enhancement for multimodal speaker diarization 

Final contribution in this thesis is the analysis of speech enhancement in the proposed 

multimodal diarization technique. Recently, speech enhancement (denoising) is studied for 

speech recognition and audio-based speaker diarization system which has provided 

significant results. Based on these studies we have incorporated the speech enhancement 

module in multimodal speaker diarization system. This speech enhancement module is 

based on the LSTM network which is trained on large noisy speech corpus comprising 

more than 100 noise types. In the proposed multimodal system, speech enhancement 

improves both audio and video pipelines, which effectively improves the diarization error 

rate of the system.  

1.7 Thesis outlines  

The rest of the chapters are organized as follows. Chapter 2 initially describes the 

general background of speaker diarization system then it provides the detailed literature 

review of each contribution. Chapter 3 initially describes the dataset, evaluation metrics 

and finally materials & methods for three main research contributions: feature embedding, 

multimodal diarization technique and speech enhancement for multimodal speaker 

diarization. Chapter 4 presents the detailed results and its discussion. Finally, conclusion 

and future work is presented in Chapter 5.  
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Chapter 2.  

Literature Review 

 

This chapter initially describes the general background of diarization that consists of 

unimodal and multimodal diarization techniques. Further, it describes the necessary 

background of the three main contributions for speaker diarization. These contributions 

consist of feature embedding, multimodal diarization based on an audio-visual 

synchronization model and speech enhancement. 

2.1 General Background of Speaker Diarization 

Speaker diarization is the task of segmenting the digital recording in speaker 

homogenous regions. The output of diarization is useful in automatic speech recognition 

(ASR), automatic transcription, information retrieval and multimodal analysis. Speaker 

diarization helps in providing the speaker-specific data. In automatic transcription task, the 

output of diarization is more easily readable to the humans and also useful to the machines 

for natural language processing tasks. 

There are mainly three lines of research approaches for speaker diarization. The first 

approach applies the speaker diarization only using audio stream. This is the most common 

and widely used in the research. The main reason is that the concept of diarization is 

applicable on the audio, so that each user’s speech could be separated. However, audio 

only diarization get very challenging with environmental factors and overlapping speech 

intervals. The second approach performs speaker diarization using synchrony detection. In 
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this approach synchronization between video and audio modalities are determined to apply 

diarization e.g. synchronization between lip movement and speech is determined. Third 

approach processes the video and audio modalities separately, fuse both modalities at 

feature level or the output level. Such technique also utilizes audio-visual tracking tasks 

for active speakers. Figure 2.1 shows the three lines of inputs for speaker diarization 

system. 

 

Figure 2. 1 Three lines of inputs: Audio (A), Video (V) and Synchrony (J) for speaker 

diarization. 

In the following sections, first audio based speaker diarization and its necessary 

components are presented then multimodal speaker diarization system is described. 

2.1.1 Audio based speaker diarization 

A typical audio based diarization system consists of three main steps. The first one is a 

preprocessing step that consists of feature extraction such as Mel-frequency cepstral 

coefficients (MFCCs). Second is speech activity detection (SAD), which removes the 

silence and nonspeech regions from the speech. Finally clustering and segmentation step, 

which works iteratively to segment the speaker-change regions and collect the 

homogeneous segments to make speaker-specific clusters. Audio based speaker diarization 

systems are usually developed on the basis of one of the two approaches: the bottom-up 

and the top-down clustering, depicted in Figure 2.2 [8]. The top-down approach usually 
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starts with a single cluster and iteratively increases it to converge into the optimal number 

of clusters. Similarly, bottom-up approaches start with a large number of clusters and 

iteratively merge them until they converge into the optimal number of clusters. In both  

 

Figure 2. 2 Bottom-up and top-down clustering approaches. 

techniques, each optimal cluster represents an individual speaker in the recording. Both 

techniques are generally based on the Hidden Markov Model (HMM) where each 

cluster/state is modeled by the Gaussian Mixture Model (GMM). Bottom-up approaches 

are usually most common and best choice among the researchers, also known as 

agglomerative hierarchical clustering (AHC). Typically, agglomerative hierarchical 

clustering (AHC) [9] technique is initialized with a large number of clusters and iteratively 

merge similar clusters on the basis of the threshold. This threshold is based on one of these 

metrics: Bayesian information criterion (BIC) [10], Kullback-Liebler (KL) [11] and 

Generalized Likelihood Ration (GLR) [12]. Among these metrics, Bayesian information 

criteria is most commonly used in speaker diarization techniques. A typical audio-based 
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speaker diarization system is presented in Figure 2.3. Beside AHC, some fully supervised 

techniques have also been proposed.  

Preprocessing

Feature Extraction e.g. MFCC, 

Spectrogram etc. 

Speech samples

Speech Activity Detection

Separates the silence and non-

speech audible sounds 

Segmentation & Clustering

Segments the speech frames and 

make clusters of similar segments. 

Segmentation and clustering works 

iteratively.

Speech only Features

Features

 

Figure 2. 3 Audio based Speaker diarization system. 

2.1.2 Feature extraction 

The first preprocessing step in any speech processing application is the feature 

extraction. Mel-frequency cepstral coefficients [13] (MFCC) have been most widely used 

features for speech processing applications, for example, speech recognition, speaker 

recognition and speaker diarization. They were introduced in 1980’s by Davis and 
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Mermelstein. It is known to be the best perception-based features which accurately 

represents the envelop of the signal. One of the properties of MFCC is that, acquired 

number of features are uncorrelated. Figure 2.4 shows the feature extraction steps. The 

process of MFCC extraction consists of following steps: 

• Take short frames of the signal spanning over 20ms-30ms with about 50% overlap.  

• Compute the power spectrogram of each frame using fast Fourier transform (FFT).  

• Apply the Mel-filterbanks on to the power spectrogram and sum their energies. 

• Take the logarithm of these energies. 

• Apply Discrete Cosine transform (DCT) on these log filterbank energies. 

• Select number of coefficients ranging between13-39. 

FFTWindowingSpeech
Mel frequency 

warping

DCTCoefficients Log

 

Figure 2. 4 MFCC feature extraction steps. 

2.1.3 Speech Activity Detection 

Speech activity detection (SAD) is the fundamental and essential part of any speech 

processing application. It classifies the input speech frames into speech and non-speech 

segments. The diarization process is significantly affect by the SAD performance. It 

contributes towards two main error metrics of diarization i.e. false alarm and missed 
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speech. Due to the presence of silence and environmental noise the best performing SAD 

should filter out both types of segments from the recording. Indeed, the inclusion of noise 

and silence eventually provides the less discriminant clusters, leading towards speaker 

confusion in diarization.  

SAD is usually applied as a preprocessing step in speaker diarization. Initial approaches 

for SAD were based on unsupervised technique. However, the presence of the various types 

of environmental noise factors and room conditions with varying signal-to-noise ratios 

(SNR) made it significantly challenging problem. A model is usually trained with large 

speech, silence and noise corpus to apply SAD. Alternatively, in such formal recordings 

where there is no environmental noise one can go for a simple classifier, which classifies 

high and low energy frames, representing speech and silence. For developing speech 

activity detector, MFCC is usually the best choice of features. 

2.1.4 Segmentation and Clustering 

In most of the speaker diarization systems, segmentation and clustering works together 

for hierarchical segmentation of speech signals and cluster the ones with. Segmentation 

usually finds the speaker change regions and clustering process creates and merge the 

similar clusters. In agglomerative hierarchical clustering, initially large numbers of clusters 

are initialized, and then speech is randomly divided into these clusters. In the next step, 

likelihood of each speech frame is computed and the whole speech is re-segmented. 

Clusters are then trained on the re-segmented speech. Similar clusters are then merged 

based on the Bayesian formation criteria (BIC) or Kulback-Liebler (KL) divergence. The 

re-segmentation and clustering process work iteratively until no two clusters remain 
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similar. The resulting clusters represent each individual speaker and their respective 

speech. 

2.1.5 Multimodal speaker diarization 

With the availability of audio-visual recordings such as multiparty interactions, 

meetings, movies, news broadcast, TV shows etc., research in speaker diarization tilted 

towards multimodal dataset. Diarization task is very challenging when unimodal data is 

available. Audio-based diarization has lot of complexities due to overlapping speech 

utterances from various speakers, environmental noise, short utterances and reverberations. 

To solve the shortcomings and limitations in audio-based diarization approaches, 

multimodal approaches comprising audio and visual modalities were proposed. 

Multimodal diarization comprises of using audio and video modalities, jointly solve the 

problem of active speaker detection and track the same speaker temporally. Such approach 

usually apply active speaker detection using motion features of lip and face movements 

[14]–[17]. Furthermore, some audio-visual fusion techniques [16], [18], [19] at the feature 

level or output level may also be applied. Some multimodal diarization techniques apply 

diarization on individual modalities and obtain the required outputs on the basis of decision 

algorithm or by weighted fusion.   

The audio and visual modalities provide complementary information having 

correlations [20] between them, so they are more likely to be robust as compared to audio 

specific or video specific diarization techniques. The scenario of available recordings 

varies depending on the recording mediums (cameras and microphones), participant speech 

turns, silence between speech utterances of different speakers, short speech utterances, 
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overlapping speech and environmental noise. Above discussed visual processing 

techniques for diarization are less affected by the environmental noise, reverberation etc. 

as compared to the audio-based approaches. 

2.1.6  Evaluation metric 

Diarization error rate is usually an evaluation metric for speaker diarization systems. It 

comprises of four types of errors; missed speech, false alarm, speaker error and overlapping 

speech error. Among these errors, two are directly addressed by a preprocessing speech 

activity detection block i.e. missed speech and false alarm. Missed speech is fraction of 

time when speech is assigned as non-speech and false alarm is the fraction of time when 

any environmental noise is assigned as a speech. Similarly, speaker error arises when 

wrong speaker is assigned and overlapping speech error arises when multiple speakers are 

not assigned correctly. 

2.2 Feature Embedding 

Feature embedding converts data into a type of feature representation with certain 

properties, such as it has discriminative features with data samples of different classes. 

Number of feature embeddings techniques have been proposed for speech recognition, 

speaker verification, identification and diarization. A noticeable improvement in the 

performance of diarization systems was achieved using i-vectors [21]–[26]. It models the 

overall variability of speakers’ voices and compress the information into low-dimensional 

subspace. With the increase in the use of neural networks and deep learning techniques, i-

vector based methods were outperformed by d-vector feature embeddings learned by neural 
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networks [8]. Similarly, our propose feature embedding technique is based on a deep neural 

network architecture. 

2.2.1 Related Work 

Recent developments in deep learning techniques have made it more convenient to 

develop models that extract new sets of features either directly from raw datasets [27] or 

from hand-crafted features [28]–[32]. Recent work in speaker diarization consists of 

developing methods for the extraction of special features that help in speaker 

discrimination more robustly. For that purpose, many researchers have evaluated the 

feature embeddings technique using deep learning models such as long short-term memory 

(LSTM), deep neural networks (DNNs), and recurrent convolutional neural networks. In 

[33], Wang et al. proposed the extraction of d-vectors [34] from the LSTM model for 

speaker diarization purposes. The model uses log-mel-filterbank frames as an input and 

uses the output frames of the LSTM architecture as a d-vector. Figure 2.5 shows the d-

vector extraction process. It then applies diarization based on a spectral clustering 

algorithm. However, they applied diarization on speech frames that do not contain 

overlapping speech regions, simplifying the diarization process. Moreover, LSTM was 

trained for the speaker verification task and the trained network was used to extract feature 

embeddings.  
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Figure 2. 5 d-vectors extraction using sliding window and LSTM. 

Recently a fully supervised speaker diarization system was proposed by Zhang et al. 

[35] that utilizes an unbounded interleaved-state recurrent neural network (UIS-RNN) for 

diarization. The proposed system extracts speaker embedding (d-vectors) from the LSTM 

model and each speaker is modeled by a parameter-sharing RNN. The RNN model is 

further integrated with a distance-dependent Chinese restaurant process (ddCRP) to find 

the number of speakers in an audio recording. UIS-RNN model is presented in Figure 2.6, 

which shows that the generative process either switches to the same speaker, existing 

speaker or a new speaker.  



17 
 

 
 

 

Figure 2. 6 UIS-RNN generative process. Each color indicates label for speaker 

segments. Each dotted box is next possible generated speaker segment. 

Cyrta [36] proposed a recurrent convolutional neural network (RCNN) to extract 

feature embedding from magnitude spectrograms rather than from MFCC features. The 

RCNN based architecture was also trained for speaker classification tasks. Similarly, 

Romero et al. [24] proposed a DNN based feature embedding technique. They replaced the 

conventional i-vector based features with newly learned embedding from the DNN 

architecture. The DNN architecture was specially designed based on network-in-network 

architecture (NIN) [37]. It was trained to jointly learn the discriminative embeddings and 

a scoring metric to measure the likelihood of segments generated from the same or different 

speakers. To train the architecture, data was prepared by making pairs of same and different 

speakers. Figure 2.7 shows the NIN based DNN architecture and scoring method. Rouvier 

et al. [38] also proposed feature embedding taken from the hidden layers of a DNN. DNN 

architecture was trained to recognize speakers among a sample of 1000 from training set. 
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This trained architecture was then used to extract the new features. The i-vector based 

features were replaced by newly learned features for diarization. Sell et al. [39] described 

some experiences and lessons learned from the DIHARD diarization challenge. They 

described several key aspects of state-of-the-art diarization methods, such as feature 

extraction, feature embeddings (i-vector vs. x-vector), speech activity detection, and 

training data. Furthermore, the authors described their effective diarization system with 

wideband data, variational-Bayesian refinement, and single x-vector.  

 

Figure 2. 7 DNN architecture based on Network-in-Network (NIN) and scoring method. 

The above discussion shows that neural network based feature embedding, known as 

d-vector embeddings, have improved speaker diarization performance as compared to i-

vector based features. However, d-vector based embedding were extracted from networks 

trained on speaker verification or classification tasks in supervised settings. Moreover, the 

network was trained on large datasets, which limits their use for relatively smaller datasets. 
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Our study proposes an unsupervised feature learning from a deep learning architecture, 

which closely resembles the original unsupervised speaker diarization pipeline. 

2.2.2 Proposed work 

Building upon the success of deep learning architectures, our work proposes feature 

embedding based on autoencoders which is then followed by hierarchical clustering for 

speaker diarization. In contrast to other deep learning-based approaches, this method is 

unsupervised and directly matches the unsupervised nature of the speaker diarization 

system. 

2.3 Multimodal Diarization 

Diarization tasks are very challenging when unimodal data is available. Audio-based 

diarization has a lot of complexities due to overlapping speech utterances from various 

speakers, environmental noise, short utterances and reverberations. Similarly, in video 

data, speakers may not face the camera, move in a multi-party interaction way or they can 

be occluded by other speakers. The use of the video modality facilitates one to using lip 

and face movement detection for diarization. For each available dataset, the configuration 

of the recording equipment also varies a lot. For example, audio data may be acquired from 

a far-field microphone array, individual lapel microphones/headsets or single 

omnidirectional microphones. Similarly, video recordings comprise of individual speaker 

closeup cameras, cameras covering some group of speakers or a wide camera covering all 

the available speakers in an event. 

To solve the shortcomings and limitations in audio-based diarization approaches, 

multimodal approaches comprised of audio and visual modalities were proposed. 
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Multimodal approaches either use active speaker detection using lip or face movements 

[14]–[17], [40]–[42] or some audio-visual fusion technique [16], [18], [19] at the feature 

or output stage after applying diarization on individual modalities. The audio and visual 

modalities provide complementary information, so they are more likely to be robust as 

compared to audio-only or video-only diarization techniques. In the last decade, several 

multimodal diarization techniques have been proposed, e.g., [15], [17], [19], [43]–[47]. 

The scenario of available recordings varies depending on participant speech turns, silence 

between speech utterances of different speakers, short speech utterances, overlapping 

speech and environmental noise. Moreover, the participants may be seated/static or move 

around. 

2.3.1 Related Work 

Use of the video modality in speaker diarization is motivated by the fact that audio and 

video have correlated factors. For example, the lip, face and head movement of an active 

speaker are highly correlated with his speech. Hence, features extracted from frontal views 

of speaker faces can be used to discriminate the active speaker. Such visual features are 

used in speech recognition [48], [49], speech source separation [50], [51] and speaker 

diarization [52]–[55].  

Friedland et al. [56] proposed the use of compressed domain video features for 

multimodal speaker diarization comprising frame-based visual activity features. These 

features were computed as a motion vector magnitude. Multimodal fusion was applied for 

MFCC and video features by a weighted likelihood of Gaussian mixture model. An 

agglomerative hierarchical clustering technique was used where each cluster was modelled 
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by joint audio and video GMM. In contrast to its simplicity and less computational 

complexity, this technique might not work in scenarios where speakers move from their 

position or silent speakers shake their heads while listening. In [57], Garau et al. provided 

a comparison of two audio-visual synchronization methods. These two methods consist of 

canonical correlation analysis (CCA) and mutual information (MI) which uses MFCC 

features along with motion features from face tracks. The MI performed slightly better than 

CCA. Moreover, it was concluded that lip and chin vertical-movement visual features 

correlate the most with speech. Similarly, mutual information, which combines acoustic 

energy and gray-scale pixel’s value variation, was also used by Noulas et al. [43]. A 

dynamic Bayesian network was used to jointly model the audio and visual features for 

speaker diarization. Experiments were conducted on meeting recordings consisting of four 

speakers who face the camera and broadcast news with five people, where only three of 

them speak. Later, El Khoury et al. [19] proposed audiovisual diarization of people, where 

individual audio and visual clustering is carried out and fused together using co-occurrence 

matrices. The audio pipeline consists of MFCC feature extraction followed by SAD and 

finally segmentation and clustering. Similarly, in the video domain initially shot detection 

is applied then face detection, people tracking, people clustering and finally face clustering. 

Audiovisual diarization finally combines both clusters using an association technique. 

Minotto et al. [15] solved speaker diarization problems through speech source localization 

(SSL) in the audio domain and face detection and tracking in the video domain. A final 

decision is made using a supervised support vector machine (SVM) classifier. SSL 

provides lot of advantage in the analysis because recordings of two or three speakers 

consist of lots of overlapping speech segments. In [17] Sarafianos et al. applied audio-
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visual diarization using Fisher linear semi-discriminant analysis. After individual audio 

and video diarization, audio-visual fusion is applied. Kapsouras et al. [44] proposed to 

cluster face features and audio features independently and then correlate them based on 

temporal alignment. The most recent works in diarization [45], [46] mainly focus on the 

use of the sound source localization (SSL) technique to find active speakers. This technique 

helps to robustly identify speech overlap regions. Cabañas-Molero et al. [45] proposed to 

use SSL in the audio domain and motion measurements along with lip movement in the 

video domain. Both domains are fused together via a decision algorithm. The localization 

algorithm is evaluated on space volume rather than a discrete point in the space. Figure 2.8 

shows block diagram of their multimodal diarization approach. 

 

Figure 2. 8 Multimodal speaker diarization approach with decision algorithm. 

Similarly, Gebru et al. [46] proposed multimodal speaker diarization based on 

spatiotemporal Bayesian fusion, where a supervised localization technique is used to map 
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audio features onto the image. This is achieved by sound source localization in the audio 

and multiple person visual tracking in the video which are fused via a supervised technique. 

In most of the techniques discussed above, either a source localization technique is 

applied in audio pipeline to locate the active speaker or audio clustering/diarization is 

applied separately. Similarly, in the video domain face tracking, mouth/lip movement, 

motion measuring techniques are applied to get diarization results. Finally, audiovisual 

fusion is applied on the feature level or output level. Both audio and video pipelines require 

excessive processing to acquire the individual and fusion results. Comparatively, our 

proposed technique is simple and relies more on a pre-trained SyncNet model to find active 

speakers. A simple preprocessing pipelines in the audio and video domain is required, 

which finally ends up in audio-based clustering to acquire diarization. This technique is 

well suited for formal meeting scenarios where people are static/seated and frontal faces 

are captured most of the time. 

2.3.2 Proposed work 

In recently published multimodal diarization approaches, e.g., [45], [46], the focus of 

the authors is to track active speakers based on speech source localization (SSL). In such 

approaches, SSL along with video domain processing makes the diarization process 

computationally intensive. Our proposed technique is comparatively simple and heavily 

inspired by the work of automatic lip syncing in the wild [58]. In this technique, the author 

trained an audio-visual convolutional neural network to learn speech and mouth 

synchronization. The trained model is applicable to determine lip synchronization errors, 

active speaker detection and lip reading. This study investigates the pre-trained model 
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referred to as SyncNet, to find active speakers in short video segments of closeup camera 

streams. The focus of this work is to robustly identify active speakers using the pre-trained 

SyncNet model. Introduced diarization approach comprises of acquiring features in the 

audio domain and applying GMM-based clustering on those audio frames which were 

robustly identified as corresponding to an active speaker. The simplicity of this approach 

is also reflected in the video domain, where face detection is applied, convert the results 

into short video segments and feed them to an audio-visual pre-trained model to apply 

inference. Compared to the audio-based diarization techniques consisting of conventional 

and fully supervised diarization, our results are very significant and proves the validity of 

such a novel approach. Compared to the complex multimodal technique, proposed 

approach provides nearly similar results. 

2.4 Speech Enhancement 

A real application of speaker diarization should address the environmental robustness 

problems i.e. environmental noise, overlapping speech and reverberations. These three 

factors significantly affect the performance of speaker diarization system. However, few 

studies have focused on these issues. Some traditional approaches for speaker diarization 

proposed to apply speech enhancement module based on Wiener filtering [8]. In recent 

diarization approaches, Weiner filtering is usually not considered as a suitable choice due 

to some of its limitations e.g. non-stationary noise tracking problem. Moreover, the 

resulting enhanced speech also suffers from some artifacts in speech i.e. musical noise [59].  

Such noise also degrades the performance of speaker diarization. The emergence of deep 

learning technique enabled researcher to put great effort in speech enhancement. Most 
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recently, LSTM based speech enhancement is applied as a preprocessing step in audio 

speaker diarization systems in [60], [61]. 

This study is an extension of our proposed multimodal speaker diarization system 

which uses a pre-trained audio-visual synchronization model to find the active speaker. In 

this study we propose to use LSTM based speech enhancement as a preprocessing step on 

highly noisy audio recordings. The noisy data set degrades the performance of the output 

of both audio and visual diarization pipelines. In video pipeline, noisy recordings affect the 

acquisition of high confidence active speaker segments and in audio pipeline it affects 

clustering. By applying LSTM based speech enhancement on noisy recordings, it is noticed 

that enhanced speech improves the performance of such multimodal speaker diarization 

system. 

2.4.1 Related work 

Audio based speaker diarization system is highly degraded with the presence of 

different environmental factors such as noise and reverberation. Recently, deep learning 

based speech enhancement models were proposed to remove the noise from speech signal. 

In [62] Narayanan et al. proposed to use ideal ration masks (IRMs) for time-frequency units 

classification. This mask was used to remove noise from Mel spectrogram before cepstral 

feature extraction for automatic speech recognition (ASR) system. A significant 

improvement is noticed for ASR system in term of word error rate. Similarly, in [63] 

Narayanan et al. used similar time-frequency masking based denoising for speech 

separation and automatic speech recognition. Their speech separation comprises of two 

stages. The first one removes additive noise and second one applies a non-linear function 
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to map spectral features to the clean speech. Lu et al. [64] proposed to use deep denoising 

autoencoder (DAE) for speech enhancement. DAE model was trained on noisy-clean 

training pairs. This model is further used for filtering out the noise given the noisy speech. 

In [65], authors formulated speech separation as a binary classification problem using 

support vector machines (SVM). Furthermore, for discriminative feature extraction pre-

trained deep neural network model is used. They presented good results for unseen 

speakers and background noise. Xu et al. [66] presented regression based speech 

enhancement. Their model is based on deep neural network (DNN). A large training set is 

used to learn non-linear mapping from noisy speech to clean speech. More than 100 hours 

of simulated speech data is used with multi-conditions for training purpose. Gao et al. [67] 

proposed to use deep neural network (DNN) based speech enhancement with progressive 

learning framework. Their progressive framework decomposes the problem of noisy to 

clean speech mapping into subproblems to reduce the system’s complexity and enhancing 

performance. Authors further proposed to use LSTM based model in place of DNN with 

densely connected progressive learning framework in [68]. Moreover, the new structure is 

trained with multiple learning targets.    

Based on the above mentioned studies, it is evaluated that speech enhancement plays a 

vital role in enhancing the performance of speech processing applications such as ASR and 

source separation. However, a few works have used speech enhancement for diarization. 

In [69], Zhu et al. used regression-based DNN to map noisy speech features to clean speech 

features. Clean speech features were then used for diarization. Furthermore, authors 

proposed to use perceptual linear prediction (PLP) features which significantly reduced the 

diarization error rate. Their experiments were conducted on Chinese talk show database 
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i.e. IFLY-DIAR-II. Most recently, Sun et al. [61] proposed to use LSTM-RNN based 

speech enhancement for audio diarization. This model was previously proposed in [70] 

which was trained to jointly learn multiple targets i.e. ideal ratio masks (IRM) and log 

power spectrum (LPS). The model was trained on WSJ0 reading-style speech with more 

than 100 noise types. Their experiments were conducted on unseen noises, which presents 

the validity of their technique. Similarly, same model was also used in first DIHARD 

diarization challenge [60] and it significantly improved the DER. 

2.4.2 Proposed work 

All the above relevant diarization approaches which utilizes speech enhancement are 

pure unimodal i.e. audio based. This research proposes to use speech enhancement module 

in multimodal diarization system where both audio and visual pipelines are get affected. In 

multimodal diarization system a pre-trained audio-visual synchronization model is 

employed which provides video segments where visible speaker matches with the speech. 

In the presence of noise this module is eventually get affected and limited high confidence 

segments are achieved due to corrupted speech. Similarly, while computing the likelihood 

of speech from trained clusters the process of assigning speech to each cluster is also 

affected due to noise. In our third contribution of this thesis, both of these issues have been 

taken care of using speech enhancement technique. 

2.5 Summary 

This chapter initially presented a general background of speaker diarization system. 

This background first described the audio only speaker diarization system and its basic 

components consisting of feature extraction, speech activity detection, segmentation and 
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clustering. It then described the evaluation metric for speaker diarization i.e. Diarization 

error rate. Finally, brief overview of multimodal speaker diarization system is presented. 

After that, introduction, related work, and proposed work of each contribution has been 

described in detail. Each of these contributions were described independently, consisting 

of feature embedding, multimodal speaker diarization and speech enhancement. These 

contributions become part of speaker diarization system.  

Chapter 3 is based on the methodological sections. It first describes the dataset and then 

methodology of each contribution. In the first contribution, methodology of feature 

embedding technique is described, that is based on deep autoencoder architecture. In the 

second contribution, a novel multimodal speaker diarization system based on a pre-trained 

audio-visual synchronization model is described. Finally, in the third contribution, speech 

enhancement technique based on an LSTM model is proposed. All these methodologies 

are described in detail, supported by diagrammatic description and mathematical modeling. 

Chapter 4 is based on the results and its detailed discussion. All the results and its 

discussions are also described independently. Chapter 5 finally provides the conclusions of 

each contribution and future recommendations in speaker diarization system. 
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Chapter 3.  

Methodology 

 

This chapter presents the methodological details of all the proposed research 

contributions in speaker diarization system. These contributions include feature 

embedding, multimodal diarization and speech enhancement. Initially, details of the 

dataset and evaluation metric is presented which is common to all the research 

contributions, then each methodological section is described separately in detail. 

3.1 Dataset 

A popular subset AMI meeting corpus [7] consisting of 5.4 h of audio recordings and 

5.8 h of audio-visual recordings are used. Former is used in feature embedding technique 

which is an audio-only diarization and later is used in multimodal diarization techniques. 

These meetings were recorded in English with mostly non-native speakers. This corpus is 

available with a range of varying audio recording equipment, e.g. close talk microphones, 

lapels, far-field and near-field microphone arrays. Similarly, the video recordings consist 

of individual speaker and room view camera setup. 

In the experiments, mix-headset audio recordings are used. This recording file is a 

beamformed version of headset mic of all the speakers. For multimodal diarization, 

individual speaker camera recordings are used which are also known as closeup cameras. 

Figure 3.1 shows closeup camera samples from meeting IS1008a. 
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The acoustic properties of the recordings also vary due to the different room scenarios. 

The selected subset of each audio recording contains four speakers. In this corpus, each 

meeting is recorded in four different sessions and independent recordings are provided. 

Each meeting has sessions of 15–35 min where each recording file has a meeting ID with 

small lettering representing the session of that recording. For example, meeting IS1000a 

shows meeting ID ‘IS1000’ with ‘a’ being the recording of the first session and so on. The 

manual annotations of each session are also provided to check the validity of the 

diarization. 

 

Figure 3. 1 AMI IS1008a closeup camera images of individual speakers. 

3.2 Evaluation metric 

Evaluation metric for speaker diarization is Diarization Error Rate (DER). It is 

combination of four errors: False alarm (𝐸𝐹𝐴), Missed speech (𝐸𝑀𝑆), Speaker error (𝐸𝑆𝐸) 

and Overlapping speech error (𝐸𝑂𝑆). 𝐸𝐹𝐴 is defined as a fraction of time where non-speech 

is labelled as speech in hypothesis. 𝐸𝑀𝑆 is the fraction of time when actual speech is labeled 

as a non-speech in the hypothesis. These two errors directly belong to the speech activity 

detector. The other two errors are 𝐸𝑆𝐸  when wrong speaker is assigned and 𝐸𝑂𝑆 when the 

reference has multiple speaker and it is not labelled as such in the hypothesis. Finally, DER 

is sum of all these errors, defined as follows: 
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𝐷𝐸𝑅 = 𝐸𝐹𝐴 + 𝐸𝑀𝑆 + 𝐸𝑆𝐸 + 𝐸𝑂𝑆                                       (3.1) 

3.3 Feature Embedding technique 

The following sections describes all the necessary steps required for feature embedding 

extraction and its utilization in unsupervised speaker diarization. 

3.3.1 Preprocessing 

In the preprocessing step the audio recording is converted into the 19-dimensional 

MFCC features and normalized by zero mean and unit variance. Window lengths of 30 ms 

and hop-lengths of 10 ms is used in feature extraction. From the available annotations, 

optimal SAD is applied by setting nonspeech audio samples to zero and then a classifier is 

trained. For this purpose, support vector machine (SVM) classifier is trained with the top 

10% energy frames as speech and lowest 10% energy frames as nonspeech. The trained 

SVM is then used to classify the rest of the speech frames. This process significantly 

deceases the SAD error. Furthermore, after excluding the nonspeech MFCC frames, these 

basic features are used for diarization in the baseline method and used for feature 

embeddings in the proposed method. 

3.3.2 Feature embedding 

In this study, proposed feature embedding method is based on deep autoencoder. It is 

an unsupervised method to learn the new set of features. The autoencoder architecture has 

two parts: a feature encoding part, which is known as the encoder, and a feature decoding 

part, which is known as the decoder. A typical single-hidden-layer autoencoder can be 

represented as follows: 
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𝒉 = 𝑎(𝑊𝒙 + 𝑏)                                                    (3.2) 

where 𝒙 is an input vector for the autoencoder, 𝑊 and 𝑏 respectively represent the weight 

matrix and the bias of the encoder, 𝑎 is a nonlinear activation function, and 𝒉 represents 

the output of the encoder. The encoder output 𝒉 is then fed into the decoder, which 

reconstructs the input to generate the output represented by 𝒙̂  as follows: 

𝒙̂ = 𝑊′𝒉 + 𝑏′                                                             (3.3) 

where 𝑊′ and 𝑏′ represents the weight matrix and bias of the decoder, respectively. These 

equations can be extended for any large number of encoder and decoder layers. The 

proposed architecture consists of symmetric layers at the encoder and decoder sides. 

Figure 3.2 shows the proposed architecture of the deep autoencoder. For such an 

unsupervised feature learning technique, this architecture is trained on the input data 𝑋 

with the same output labels 𝑋. The encoder part of the architecture provides the new set of 

features after the architecture has been trained. Shrinkage architecture [71] has been used 

to learn the low-dimensional features. To learn such low-dimensional features, five 

consecutive MFCC frames are grouped together to create the input dimension of 

19 ×  5 =  95, and then the architecture is trained. Motivation behind such feature 

grouping is that speaker change usually does not occur in five successive frames and each 

speaker segment contains many successive MFCC frames. 
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Figure 3. 2 Deep autoencoder architecture 

3.3.3 Autoencoder architecture 

Feature embedding technique trains deep autoencoders with 13 hidden layers. The 

architecture is designed such that it shrinks at each layer. The input layer with 95 

dimensions to the first hidden layer reduces the nodes by 20 and then each successive 

hidden layer has ten fewer nodes than the previous one, until it reaches the encoder output 

with 19 nodes. This architecture was proposed empirically by testing different set of node 

and layers. It was eventually evaluated that gradual reduction in the number of nodes 

through each layer provides the reconstruction more robustly. The architecture of encoder 

layers with number of nodes in each layer is represented as follows: 
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(𝑖𝑛𝑝𝑢𝑡)95 →  75 →  65 →  55 →  45 →  35 →  25 →  19 (𝑒𝑛𝑐𝑜𝑑𝑒𝑟 𝑜𝑢𝑡) 

Due to the symmetric architecture of the encoder and decoder, decoder layers have the 

same number of nodes at each layer as the encoder. The decoder architecture tries to 

reconstruct the encoded information from the encoder part. Nodes of the decoding layer 

are represented as follows:  

19 (𝑒𝑛𝑐𝑜𝑑𝑒𝑟 𝑜𝑢𝑡) →  25 →  35 →  45 →  55 →  65 →  75 →  95 (𝑜𝑢𝑡) 

After the architecture has been trained, the encoder part provides the low-dimensional 

and newly learned features. To train the architecture, 5 MFCC frames were grouped 

together, thus making an input vector of 95 dimensions. 

3.3.4 Proposed method 

The baseline method [72] applies the GMM based segmentation and clustering on 

MFCC features. An agglomerative hierarchical clustering technique based on GMM is 

used with initially 16 clusters and 5 Gaussian mixtures in each cluster. For majority vote 

segmentation, the segment length of 1.5 s is considered. In feature embedding autoencoder 

architecture input and output are of 95 dimensions. The deep autoencoder is trained with a 

small batch size of 32 frames, 100 epochs, and Adadelta optimization. As labels of the 

architecture are the same as the training data, normalized to zero mean and unit variance, 

mean squared error (MSE) objective function is used. It is represented as follows:  

𝑀𝑆𝐸 =
1

𝑁
 ∑ (𝑦𝑖 − 𝑦𝑖̂)

2 𝑖                                             (3.4) 

where 𝑦𝑖 represents the input speech frame and 𝑦𝑖̂ represents the reconstructed speech 

frame by the autoencoder model. 𝑁 represents the total number of speech frames. The 
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MFCC features were normalized to zero mean and unit variance before applying feature 

embeddings, and to learn the new features more robustly, hyperbolic tangent (tanh) 

activation function is used. After the model is trained, the encoder part is used to extract 

the 19-dimensional features as a representation of 95-dimensional input. The output of 

encoder is further normalized by zero mean and unit variance and then GMM based 

segmentation and clustering is applied as discussed for the baseline method. As 5 MFCC 

frames have already been grouped, segment length is adjusted in GMM training so that 

total segment length remains 1.5 s.  

3.4 Multimodal diarization technique 

3.4.1 Audio preprocessing 

The audio data set comprises of mix-headset audio recordings that consists of voices 

from all the speakers in a single wav file. Initially, Mel-Frequency Cepstral Coefficients 

(MFCC) [73] features are extracted and normalized by zero mean and unit variance. Then, 

energy-based speech activity detection (SAD) is applied to classify speech and non-speech 

frames. For that purpose, available annotations are used to make non-speech audio samples 

to zero. In the SAD block, MFCC features were concatenated with energy features. A 

support vector machine classifier is applied to classify speech and non-speech frames 

which is trained on the 10% highest and 10% lowest energy frames. The SAD block 

provides speech only in MFCC frames and discards non-speech frames. Figure 3.3 shows 

the audio preprocessing pipeline consisting of MFCC feature extraction and SAD. 
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3.4.2 Video preprocessing 

From the Augmented Multi-party Interaction (AMI) [7] corpus, the available video 

dataset consists of multiple recordings from cameras mounted in different room places. To 

capture the face of an individual speaker, closeup cameras mounted on the tabletop is used. 

This camera configuration is presented in Figure 3.4, where four tabletop cameras are 

mounted to capture the individual speakers. Face detection is applied on each closeup 

camera stream and the face-only region is extracted. Afterwards, video frames consisting 

of silent parts are removed using the output of audio SAD module. Shot detection technique 

is then applied to track continuous frames which contain faces and split the video frames 

into each shot where the face detector misses its detection. As in audio-based diarization 

techniques, segment length is usually defined based on the assumption that each speaker 

will speak for at least a particular segment time. In conventional audio speaker diarization 

technique based on HMM/GMM, each cluster is trained on speech frames consisting of at 

least one segment length duration. In the video part, 2-second segment length is selected 

to split the video shots into smaller video segments. This can help to identify active 

speakers in each short video. For each video segment, audio-visual synchronization is 

determined between the audio and mouth motion in a video. For that purpose, a pre-trained 

SyncNet model is utilized which find out how much audio speech belongs to the visible 

speaker.
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Figure 3. 3 Proposed multimodal speaker diarization system
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Figure 3. 4 AMI meeting room setup 

3.4.3 SyncNet architecture and Inference 

The SyncNet architecture [58] is a two-streamed model consisting of audio and visual 

convolutional neural networks with contrastive loss. This model was trained on several 

hundred hours of speech from BBC videos that include hundreds of speakers. Audio data 

with a sampling frequency of 16 KHz is converted into 13-MFCC features at the rate of 

100 Hz. The audio part of the network is provided with 0.2 s of speech consisting of 20 

MFCC frames, makes 13 × 20 dimensional input. Input to the visual part of the network is 

the face region which is extracted using a face detection technique. For a 25 Hz video frame 

rate, five consecutive video frames are grouped, which provides 0.2 s of video segment. 

For the video network, the input data is of  

120 × 120 × 5 dimensional. Figure 3.5 presents the two streamed audio-visual CNN 

architecture of SyncNet. This architecture takes the output of both the audio and visual last 
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fully connected layer and applies contrastive loss to minimize the distance between genuine 

audio and corresponding video pairs. This loss is described as follows: 

𝐸 =
1

2𝑁
∑ (𝑦𝑛)𝑑𝑛

2 + (1 − 𝑦𝑛) max(𝑚𝑎𝑟𝑔𝑖𝑛 − 𝑑𝑛, 0)2𝑁
𝑛=1                   (3.5) 

𝑑𝑛 = ‖𝑣𝑛 − 𝑎𝑛‖2                                                     (3.6) 

where 𝑎 and 𝑣 are the outputs of the last fully connected layers, 𝑦 ∈ [0,1] is the binary 

similarity metric between the input and video inputs. 

 

Figure 3. 5 SyncNet’s audio-visual synchronization architecture. 

In multimodal speaker diarization system a pre-trained SyncNet model is used to 

determine the active speaker in each closeup video segment. As discussed in video 
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preprocessing section, video is split into short segments of 2s length each and then 

SyncNet’s inference is applied. The SyncNet model computes two metric values at the 

output: offset and confidence, which are computed to determine the audio-visual 

relationship. Segments which have lowest offset and high confidence values determine that 

the visible speaker is the one who is speaking. In proposed approach, two threshold values 

are applied which are based on the analysis of those video segments where complete audio 

belongs to the visible speaker. The first one is the offset threshold, which is defined as 

𝑇ℎ𝑜𝑓 = [0, 𝑡1], which only select video segments whose audio-visual offset value is 

between 0 and 𝑡1 (both inclusive). After shortlisting the video segments by applying the 

first threshold the confidence threshold 𝑇ℎ𝑐𝑜𝑛𝑓 > 𝑡2 is applied. It only selects those video 

segments whose audio-visual matching confidence is greater than 𝑡2. These two types of 

thresholds hierarchically select only those video segments whose audio matches the visible 

speaker with high confidence. These segments are named as high confidence video 

segments. The video frame indices of high confidence video segments provided by 

SyncNet are used in the audio pipeline to train a GMM cluster on the corresponding MFCC 

frames. Finally, for each closeup video belonging to one speaker single GMM is trained. 

Such clusters are named as pure GMM, because they are only trained on high confidence 

frames. 

3.4.4 Complete multimodal diarization pipeline 

Audio preprocessing pipeline provides speech only MFCC frames after applying 

speech activity detection. Video preprocessing pipeline provides short video segments of 

length 2s each. Following the inference results from the SyncNet architecture, high 
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confidence segments are used to acquire respective MFCC frames. GMM model is trained 

using Expectation Maximization (EM) with those MFCC frames. So, for each closeup 

video a GMM model with 𝐾 mixtures is trained on the corresponding high confidence 

MFCC frames. Gaussian mixture model can be represented as follows: 

𝑝(𝒙|𝝁, Σ) = ∑ 𝜋𝑖𝑁(𝒙, 𝝁𝒊, Σ𝑖)
𝐾
𝑖=0                                       (3.7) 

where 𝝁𝒊 represents the means vector for each mixture, 𝜋𝑖 is the mixture coefficient and 𝛴𝑖 

is the covariance matrix. In expectation step responsibilities are calculated as follows: 

𝑟𝑗𝑐 =
𝜋𝑐𝑁(𝒙𝒋|𝝁𝒄, 𝛴𝑐)

∑ 𝜋𝑖𝑁(𝒙𝒊|𝝁𝒊,𝛴𝑖) 𝑲
𝒊=𝟎

                                               (3.8) 

While calculating 𝑟𝑗𝑐, 𝑗 represents the 𝑗𝑡ℎ datapoint and 𝑐 represents the mixture number. 

The maximization step consists of calculating mean vectors, covariance matrix and mixture 

components as follows: 

𝝁𝒄
𝒏𝒆𝒘 = (1\𝑁𝑐) ∑ 𝑟𝑗𝑐𝑗 𝒙𝒋                                          (3.9) 

𝑁𝑐 = ∑ 𝑟𝑗𝑐𝑗                                                    (3.10) 

Σ𝑐
𝑛𝑒𝑤 =

1

𝑁𝑐
∑ 𝑟𝑗𝑐(𝒙𝒋 − 𝝁𝑐

𝑛𝑒𝑤)(𝒙𝒋 − 𝝁𝑐
𝑛𝑒𝑤)

𝑇
𝑗                          (3.11) 

𝜋𝑐 =
𝑁𝑐

𝑛
                                                         (3.12) 

where 𝑛 is the total number of data points in the dataset. 

Such cluster is assumed to be pure and it is most likely to be trained on single speaker. 

After all the clusters have been trained, which are now speaker-dependent clusters, the 

likelihood of the rest of the MFCC frames from each cluster is computed. The most likely 
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frames are assigned to that specific cluster. Finally, all the frames are assigned to one of 

the clusters and the diarization error rate is computed. 

In speaker diarization problems the number of speakers are usually unknown, so this is 

assumed to be equals to the number of available closeup video recordings. In such scenarios 

where only one recording is available, one can assume the number of speakers equals the 

number of distinct faces in all the video frames. Proposed diarization technique is designed 

for such scenarios where all the speakers face the camera. 

3.4.5 Experimental setup 

Audio pipeline extract 19-dimensional MFCC features with window length of 30ms 

and hop length of 10ms. MFCC frames thus have sample rate of 100Hz. In SAD block, 

MFCC features along with energy features were used with same window and hop length. 

An SVM based classifier is used to train speech and non-speech frames. Further, when 

audio pipeline gets high confidence video segment information, a GMM with 20 

components and diagonal covariance matrix is trained using Expectation Maximization 

algorithm. For each closeup video, the number of high confidence video segments varies 

which leads to different number of MFCC frames for each speaker. The specification of 

the GMM model for each speaker is kept same i.e. 20 components, diagonal covariance. 

Given each closeup video with frame rate of 25fps, face detection is applied with 

subsequent SAD and shot detection. All the available shots are then further segmented into 

2 sec chunks to apply SyncNet. This segment length is decided based on the assumption 

that each speaker may speak for a minimum of 2 sec. Moreover, shots and segments smaller 

than 7 frames are also discarded because they are too small to provide some reliable audio-
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visual matching. Two metrics are computed on the output of SyncNet’s inference that is 

offset and confidence, two threshold values were further applied to filter out 

unsynchronized audio-visual segments. To select high confidence video segments, we 

choose offset threshold range between 0 and 𝑡1, where 𝑡1 = 3. Confidence threshold is 

applied with value 𝑡2 = 1.5. Segments with offsets less than 0 and greater than 3 are 

discarded. Similarly, if offset value is within the threshold then segments with confidence 

less than 1.5 are also discarded. After applying these two threshold values and discarding 

the video segments, it is more likely that in the remaining video segments complete audio 

only belongs to the visible speaker.  

3.5 Speech Enhancement 

3.5.1 Audio pipeline 

In the audio pipeline, noisy speech is first passed through speech enhancement module 

to get clean speech. Further, MFCC [73] features are extracted followed by Speech Activity 

Detection (SAD) block which discards non-speech frames. After acquiring speech only 

frames, a model is trained to classify speech according to available speakers. For that 

purpose, high confidence video frames indices which are later mapped to audio frames in 

audio pipeline are acquired from SyncNet’s inference. Finally, a GMM model is trained on 

those high confidence frames of each speaker. This complete pipeline is an enhanced 

version of multimodal diarization technique already presented in section 3.4. An updated 

multimodal diarization with speech enhancement module is presented in Figure 3.6.
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Figure 3. 6 Proposed multimodal speaker diarization system with speech enhancement module.
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3.5.2 Speech Enhancement 

The speech enhancement module is based on densely connected progressive learning 

LSTM network. The idea behind progressive learning is that each hidden layer of LSTM 

network is trained to learn an intermediate target. Figure 3.7 [68] presents the densely 

connected progressive learning LSTM network with multiple targets (3 targets). These 

targets are designed to explicitly learn high SNR speech at each layer. Figure 3.7 also 

presents the minimum mean square error (MMSE) loss function at each target layer as 

𝐸1, 𝐸2 and 𝐸3. The weighted loss function for 𝑀 target layers with multi-task learning 

(MTL) can be presented as follows: 

𝐸 =  ∑ 𝛼𝑘𝐸𝑘 + 𝐸𝐼𝑅𝑀
𝑀
𝑘=1                                              (3.13) 

𝐸𝑘 =
1

𝑁
∑ ‖ℱ(𝑥̂𝑛

0, 𝑥̂𝑛
1 , … , 𝑥̂𝑛

𝑘−1, Λ𝑘) − 𝑥𝑛
𝑘‖2

2  𝑁
𝑛=1                       (3.14) 

𝐸𝐼𝑅𝑀 =
1

𝑁
∑ ‖ℱ𝐼𝑅𝑀(𝑥̂𝑛

0, 𝑥̂𝑛
1, … , 𝑥̂𝑛

𝑘−1, Λ𝐼𝑅𝑀) − 𝑥𝑛
𝐼𝑅𝑀‖2

2  𝑁
𝑛=1                (3.15) 

where 𝐸𝑘 represents mean square error for 𝑘𝑡ℎ target layer. 𝐸𝐼𝑅𝑀 is mean square error with 

ideal ration masks at the final output layer. 𝑥𝑛
𝑘 and 𝑥̂𝑛

𝑘 are 𝑛𝑡ℎ 𝐷-dimensional reference and 

estimated log power spectra (LPS) feature vector for 𝑘𝑡ℎ layer. 𝑁 represents mini-batch 

size and Λ𝑘 is the set of weight matrix and bias before 𝑘𝑡ℎ layer. 𝑥𝑛
0 is the input noisy LPS 

feature vector with acoustic context and 𝛼𝑘 is the weight of 𝑘𝑡ℎ target layer. Similarly, 

ℱ𝐼𝑅𝑀(𝑥̂𝑛
0, 𝑥̂𝑛

1, … , 𝑥̂𝑛
𝑘−1, Λ𝐼𝑅𝑀) and Λ𝐼𝑅𝑀 are the corresponding versions of IRM target. The 

network is optimized with gradient descent and back propagation through time (BPTT) 

[74] algorithm. Network is trained on about 400 h of Mandarin and English speech having 

sample rate of 16KHz. Figure 3.8. [68] presents the example of noisy and enhanced speech 

utterance.  
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Figure 3. 7 Speech enhancement based on densely connected progressive learning LSTM 

network. 
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(a) Noisy speech 

 

(b) Enhanced speech 

Figure 3. 8 Spectrograms of speech utterance (a) Noisy and (b) Enhanced. 

3.5.3 Complete diarization pipeline with speech enhancement 

The video pipeline is similar to one used in multimodal diarization under section 3.4. 

Similar audio and video dataset is used comprising of mix-head set audio recording and 

closeup camera video streams of individual speaker. The technique first enhances the 

speech and then extracts MFCC features, applies SAD and then wait for the audio-visual 

SyncNet model to provide high confidence video segments information to train a model. 

Video pipeline processes individual closeup camera stream by applying face detection, 

SAD and splitting the face video in short video segments. Further, audio-visual SyncNet 

architecture takes the short video segments with its corresponding audio and finds out 

audio-visual synchronization. For each short video segment two metrics are computed i.e. 

offset and confidence.  Based on the two thresholds values for each of these metrics, high 
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confidence video segments for each speaker is identified. On the basis of high confidence 

video segments, their corresponding audio frames are grouped together for each speaker 

and a GMM model is trained.  

In meeting recordings all of the speakers don’t usually get equal opportunity to speak 

within the same time intervals. Hence, the number of audio samples for each speaker varies. 

To train a model 𝑆 number of Gaussian mixture models (GMM) are used with each 𝐾 

mixtures, where 𝑆 represents the number of speakers. Each GMM model is trained with 

individual speaker’s audio samples, whereas remaining audio frames that were not part of 

the high confidence frames are assigned to the one of the mixture models on the basis of 

maximum likelihood. For GMM training Expectation maximization (EM) algorithm is 

used similar to one used in section 3.4. 

3.5.4 Experimental setup 

Two set of experiments has been conducted, one with the AWGN noise and another 

with the environmental noise. In the first experiment, audio recordings are corrupted by 

Gaussian noise with 10dB SNR to create synthetic noisy data set. In the second experiment, 

environmental noise taken from PNL100 [75] database is used to corrupt the recordings 

with 10dB SNR. Noisy recordings of both experiments are passed through Wiener filtering 

[76] and LSTM based speech enhancement. These noisy recordings and their enhanced 

speech are used in multimodal speaker diarization system for comparison.  

In audio pipeline pretrained speech enhancement model is used to remove the noise. 

19-MFCC features are extracted with window length of 30ms and hop length of 10ms, 

having frame rate of 100𝐻𝑧. SAD block uses 19-MFCC features along with energy 
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features with same window and hop length. In the final stage of the audio pipeline, high 

confidence frames are used to train a GMM model for classifying rest of the audio frames. 

Each GMM model comprises of 20 components with diagonal covariance matrix. An 

expectation maximization algorithm is used to train this model.  

Video pipeline comprises of input at 25fps, applies face detection and then SAD. 

Further, each face video is converted into short segments of maximum of 2 sec each. On 

these 2 sec segments, SyncNet inference is applied to find the audio-visual synchronization 

in term of offset and confidence. All the face video segments are combination of continuous 

face tracks. So, in this pipeline, we discard any segment that is shorter than 7 frames. As 

discussed in SyncNet section, two threshold values are applied to select high confidence 

video segments. For offset value we applied its threshold as 𝑡1 = 2, so it selects only those 

video segments whose offset is between 0 and 2. For the confidence value, applied 

threshold 𝑡2 = 1.5, it selects video segments with confidence threshold greater than 1.5.  

3.6 Summary 

This chapter initially presented the detailed description of audio and video data set used 

in this research and then evaluation metric is presented. Furthermore, methodological detail 

of proposed work is described in three sections. These methodologies comprise of feature 

embedding technique using deep autoencoders for speaker diarization, multimodal speaker 

diarization using a pre-trained audio-visual synchronization model and speech 

enhancement for multimodal speaker diarization. All the mathematical description along 

with experimentation part is described in detail.  
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Chapter 4.  

Results and Discussion 

 

This chapter presents the results and their detailed discussion for the three experiments 

already discussed in chapter 3 i.e. feature embedding, multimodal technique and speech 

enhancement. These three sections are described individually as follows. 

4.1 Feature embedding 

Feature embedding technique proposed to use deep autoencoder architecture to extract 

new set of features from encoder output. This architecture was trained on MFCC features 

of given audio dataset. The feature embedding were used in GMM based agglomerative 

clustering technique for diarization. Chapter 3 already discussed detailed methodology and 

its experimentation part. Following sections describe the acquired results in detail. 

4.1.1 Results 

Table 4.1 shows the computed DER for the baseline method on mix-headset audio 

recordings. Due to random initialization in the GMM based method, which usually ends 

up at different local minima, the experiment is conducted on each audio recording 10 times 

and average DER is computed. The right-most column represents the average DER of each 

audio recording. Finally, overall average DER for all the audio recordings is computed, 

which is represented in the last row. It shows that on this subset of 12 audio recordings (5.4 

h) the average DER of the baseline method is 44.11%. 
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Similarly, Table 4.2 shows the DER of the proposed feature embeddings (FE) method. 

The proposed method’s overall average DER is 41.15%, which gives improvement of 

2.96% as compared to the baseline method. Table 4.3 provides a comparison of average 

DER for each audio recording and presents improvement in the DER for each audio 

recording. The maximum improvement among the individual recordings has been observed 

for IS1006b, which is 8.05%. Overall, it has been observed that there is reduction of DER 

for all the recordings except two, and overall improvement is very significant.
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Table 4.1 Diarization error rate (%) of baseline method. 

Meeting 

ID 

Run 

1 

Run 

2 

Run 

3 

Run 

4 

Run 

5 

Run 

6 

Run 

7 

Run 

8 

Run 

9 

Run 

10 

Average 

IS1000a 36.85 42.21 41.72 42.19 42.35 41.93 42.09 42.17 46.95 42.33 42.07 

IS1001a 41.62 41.48 41.9 42.61 42.07 41.76 42 42.74 42.52 42.74 42.14 

IS1001b 48.88 48.34 48.71 48.7 47.57 48.67 48.16 47.6 48.71 47.67 48.30 

IS1001c 52.3 53.08 53.68 52.08 52.99 53.89 53.11 52.4 52.27 53.09 52.88 

IS1003b 50.44 51.14 50.27 50.73 50.54 50.17 48.64 50.71 51.15 63.02 51.68 

IS1003d 68.38 68.81 68.61 67.5 69 67.87 69.04 68.83 68.57 67.82 68.44 

IS1006b 59.74 49.74 50.04 66.32 49.63 42.63 49.61 59.48 49.76 49.55 52.65 

IS1006d 66.02 66.95 66.89 67.07 66.9 66.67 66.96 67.13 67.03 66.87 66.84 

IS1008a 11.87 20.25 20.38 20.53 11.89 11.87 11.96 12.2 20.34 20.43 16.17 

IS1008b 12.08 12.02 12.73 11.85 11.91 11.74 12.54 11.79 11.87 12.22 12.07 

IS1008c 41.16 40.46 39.81 40.91 39.64 41.19 40.52 40.71 39.98 41.52 40.59 

IS1008d 38.23 37.61 26.21 38 37.55 38.1 37.85 37.63 26.23 37.62 35.50 

Average DER for all the audio recordings 44.11 
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Table 4.2 Diarization error rate (%) of feature embedding method. 

Meeting 

ID 

Run 

1 

Run 

2 

Run 

3 

Run 

4 

Run 

5 

Run 

6 

Run 

7 

Run 

8 

Run 

9 

Run 

10 

Average 

IS1000a 36.75 39.26 38.08 33.82 37.4 36.8 41.07 36.46 42.39 38.27 38.03 

IS1001a 41.33 42.62 40.29 40.32 43.16 41.35 42.8 44.2 40.71 43.72 42.05 

IS1001b 47.81 48.36 48.04 47.69 47.58 48.04 48.19 48.43 47.31 48.3 47.97 

IS1001c 55.22 52.44 53.46 52.92 55.02 53.71 54.07 52.97 55.05 54.65 53.95 

IS1003b 49.37 27.13 50.56 50.4 38.23 50.97 50.38 50.85 29.11 49.68 44.66 

IS1003d 58.99 59.54 60.71 59.06 60.58 69.06 69.5 69.52 60.2 59.79 62.69 

IS1006b 66.21 42.59 32.96 57.77 44.95 32.18 43.77 50.44 42.2 32.88 44.59 

IS1006d 66.95 66.89 65.25 65.41 66.84 66.8 65.78 65.79 66.77 66.57 66.30 

IS1008a 11.41 11.06 11.45 12.61 13.43 11.55 10.97 19.96 13.93 11.71 12.80 

IS1008b 17.46 12.43 13.19 16.41 13.74 16.27 16.45 13.87 13.03 13.03 14.58 

IS1008c 40.79 40.26 41.17 25.27 25.93 40.85 40.61 41.41 40.31 40.85 37.74 

IS1008d 37.91 25.91 27.05 26.42 25.83 25.93 38.04 25.33 26.45 25.57 28.44 

Average DER for all the audio recordings 41.15 
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Table 4.3 Comparison of average Diarization error rate (%) of baseline and proposed 

technique. 

Meeting ID 

Avg. results 

of  

Baseline 

Avg. results 

of  

FE Method 

Difference  

(improvement) 

IS1000a 42.07 38.03 4.04 

IS1001a 42.14 42.05 0.09 

IS1001b 48.30 47.97 0.32 

IS1001c 52.88 53.95 -1.06 

IS1003b 51.68 44.66 7.01 

IS1003d 68.44 62.69 5.74 

IS1006b 52.65 44.59 8.05 

IS1006d 66.84 66.30 0.54 

IS1008a 16.17 12.80 3.36 

IS1008b 12.07 14.58 -2.51 

IS1008c 40.59 37.74 2.84 

IS1008d 35.50 28.44 7.05 

Average of all 44.11 41.15 - 

Improvement (%) 2.96 

 

4.2 Multimodal diarization 

Multimodal speaker diarization technique comprised of using a pre-trained audio-

visual synchronization model to find the active speaker in any time interval. Active speaker 

segments are determined in audio-visual domain and used to train the speaker specific 

MFCC based GMM clusters. Following sections initially describe the comparison methods 

consisting of unimodal and multimodal diarization techniques. Finally, proposed method 

results with each of the comparison methods are presented in detail. 
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4.2.1 Comparison methods 

To compare proposed multimodal technique, first conventional speaker diarization 

(SD) method consisting of agglomerative hierarchical clustering [9] based on HMM/GMM 

is used. Such technique initializes with large number of clusters e.g. 16 and then 

hierarchically merges them based on Bayesian information criterion [10], which eventually 

ends up with optimal number of clusters (speakers). First method for comparison is 

conventional speaker diarization (SD) [72] based on GMM based hierarchical clustering 

which is completely an unsupervised technique.  

Second comparison method is fully supervised speaker diarization (SD) described in 

[77] which employs speech activity detection and speaker change detection [78] based on 

Bidirectional LSTM [79], neural speaker embedding [80] based on LSTM network and 

triple loss function. All these modules are combined in speaker diarization pipeline and are 

jointly optimized with affinity propagation [81] clustering. Each module of this method is 

fully supervised and trained on about 70% of AMI meeting corpus, while proposed method 

is completely unsupervised. The subset of AMI corpus used in this approach is either part 

of training or development set in this competing method, which makes this comparison 

very challenging for the proposed approach. Results section describes this in detail. 

Thirdly, for the completeness of this research comparison to the state-of-the art 

multimodal technique is presented. This multimodal technique is described in [45] where 

authors used sound source localization (SSL) technique in the audio domain and motion & 

lip movement measures in the video domain. The SSL technique is used to detect active 

speaker and overlapping speech detection in the audio domain. Finally, output from both 
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streams are combined through decision algorithm to acquire diarization results. Results 

presented comprises of particular scenarios where speakers are seated and do not stand up 

and move towards the whiteboard or screen. 

Comparison to other multimodal techniques are difficult since the scenario of the 

recordings and proposed technique varies significantly. Specifically, important factors that 

motivate to develop any diarization technique vary depending on overlapping speech 

intervals, recording equipment in terms of cameras and mic arrays, available speaker’s 

information and available training data. Some of the recent multimodal diarization 

techniques [15], [46], [82] employ sound source localization technique in audio pipeline 

along with motion detection, face detection or mouth/lip movement and finally audio-

visual fusion in video pipeline. Proposed techniques in these papers are heavily oriented 

towards sound source localization and data sets used such as AVDIAR [46], MVAD [15] 

and AVASM [83] contains large fraction of overlapping speech. However, proposed 

technique in this thesis doesn’t employ any localization technique in audio pipeline, rather 

it locates active speaker through audio-visual synchronization. Secondly, overlapping 

speech detection is not considered in this research. Although overlapping speech error is 

included in computing diarization error rate. 

4.2.2 Computational cost 

In the proposed system, majority of the cost comes from the video pipeline because 

audio pipeline consists of MFCC feature extraction, SAD’s inference and computing 

GMM’s likelihood. These processes are very quick and requires fewer computations. In 

video pipeline, face detection is based on dlib’s [84] Convolutional neural network (CNN). 
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The computation time of this face detection module with image size of 288 × 352 on 

Nvidia GPU GTX1060 is about 0.03 s. With such resolution this module can process 

approximately 33 frames per second which is quicker than the frame rate of available 

recordings i.e. 25 FPS. The processing time of face detector linearly increases with the size 

of the image. Given number of pixels 𝑃 =  101,376 = 288 × 352, frame rate is 𝐹 =  33. 

If number of pixels are scaled by an integer number 𝑠 that is 𝑃 ∗ 𝑠, then frame rate would 

be 𝐹/𝑠. The computation time of each frame for four camera streams would be: 

𝐶𝑡 = 4 ∗ 𝑠/𝐹                                                    (4.1) 

Next, computational complex block is SyncNet which is a two streamed (audio and 

visual) Convolutional neural network. The input to this block is five frames of size 

120 × 120 each. Each short video segment in our case comprises of maximum 2 sec length 

which is provided to SyncNet for inference. This module processes each short segment in 

approximately 0.6 sec. The total complexity of this module depends on the number of short 

video segments. This number varies for each camera recording. Computation time of this 

module for each camera is: 

𝐶𝑠𝑦𝑛𝑐 = 0.6 ∗ 𝑣𝑠                                               (4.2) 

where 𝑣𝑠 is the total number of short video segments. 

4.2.3 Results and Discussion 

Table 4.4 presents diarization error rate for the proposed and comparison method based 

on Agglomerative hierarchical clustering (AHC) discussed in [72]. Table shows DER for 

individual recordings, their difference in term of improvement, average DER of all the 

recordings and finally average improvement. Any negative value in improvement column 
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shows reduction in performance. Conventional method is completely unsupervised 

technique where actual number of speakers are unknown. Recording scenarios of meeting 

corpus used in the comparison varies significantly in term of overlapping speech duration, 

speaker movements to the whiteboard and short utterances. In all the recordings, significant 

improvement is noticed and maximum error reduction is by IS1003b of about 29.5%. 

Moreover, on the average results for the whole subset, 13.58 % error reduction is achieved. 

This is due to fact that the proposed technique creates pure audio clusters with the help of 

high confidence video frames acquired from audio-visual SyncNet model. Such technique 

significantly reduces the speaker error which assigns wrong speaker to the audio segments. 

Second comparison to proposed method is fully supervised speaker diarization 

technique [77] which is very challenging for the proposed methodology. One of the 

recording IS1003b is not included in the comparison because it was not part of any training, 

testing or development set. Table 4.5 shows DER for individual recording with their gain 

or reduction in improvement. Third column represents that the recording is either part of 

training (Train) or development (Dev) set. In this method recordings of the development 

set are used for hyperparameter optimization for speech activity detector, speaker change 

detector and speaker diarization pipelines. When compared to the proposed method we 

noticed DER improvement in most of the recordings. While, in the training subset we see 

both increase and decrease in DER. A noticeable improvement from the training set is 

gained for IS1000a recording while maximum impairment is by IS1006b. Overall, average 

improvement is 1.4 % for the proposed multimodal method. Maximum improvement gain 

is 17.2% for IS1000a. 
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Table 4.4 Comparison of Diarization error rate (%) score with conventional speaker 

diarization (SD). 

Meeting ID 
Conventional 

SD [72] 

Proposed 

Multimodal 

Difference 

(Improvement) 

IS1000a 42.079 29.313 12.766 

IS1001a 42.144 37.573 4.571 

IS1001b 48.301 35.709 12.592 

IS1001c 52.889 24.389 28.5 

IS1003b 51.681 22.169 29.512 

IS1003d 68.443 48.655 19.788 

IS1006b 52.65 42.861 9.789 

IS1006d 66.849 58.497 8.352 

IS1008a 16.172 10.946 5.226 

IS1008b 12.075 12.715 -0.64 

IS1008c 40.59 22.217 18.373 

IS1008d 35.503 21.376 14.127 

Average 44.11 30.535 - 

Average 

improvement 
13.58 

 

Finally, table 4.6 presents the result of multimodal technique where 5.8 h of particular 

subset of IS recordings are taken in which all the speakers are seated. The reason to choose 

the subset which comprises of static/seated speakers is that the proposed technique does 

not employ any localization technique. The results clearly show that the proposed 

technique performs nearly same to the state-of-the art multimodal approach with just 
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0.56 % impairment. It shows that such technique is as effective as any such complex 

diarization approach. 

Table 4.5 Comparison of Diarization error rate (%) score with fully supervised speaker 

diarization (SD) system. 

Meeting ID 

Fully 

supervised 

SD [77] 

Recording 

set 

Proposed 

Multimodal 

Difference 

(Improvement) 

IS1000a 46.55 Train 29.313 17.237 

IS1001a 43.31 Train 37.573 5.737 

IS1001b 26.77 Train 35.709 -8.939 

IS1001c 25.74 Train 24.389 1.351 

IS1003d 59.56 Train 48.655 10.905 

IS1006b 29.87 Train 42.861 -12.991 

IS1006d 51.06 Train 58.497 -7.437 

IS1008a 13.84 Dev 10.946 2.894 

IS1008b 14.97 Dev 12.715 2.255 

IS1008c 22.26 Dev 22.217 0.043 

IS1008d 26.25 Dev 21.376 4.874 

Average 32.74 - 31.29 - 

Average 

improvement 
1.44 
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Table 4.6 Comparison of Diarization error rate (%) score with Multimodal speaker 

diarization (MMSD) system. 

Meeting ID 

MMSD 

[45] 

Proposed 

Multimodal 

Difference 

(Improvement) 

IS 21.68 22.24 -0.56 

 

4.3 Speech Enhancement 

Speech enhancement technique is used to in proposed multimodal speaker diarization 

system which effectively increased the accuracy of the system. This enhancement 

technique is based on densely connected progressively learning LSTM network.  

4.3.1 Results 

Table 4.7 presents the results for multimodal speaker diarization system for AWGN 

based noisy speech and its enhancement via Wiener filtering and LSTM model. The results 

indicate that in the presence of AWGN noise, Wiener filtering performs better than the 

LSTM based model with average improvement of just 0.76%. This is due to the fact that 

Wiener filtering technique tracks stationary noise more robustly. However, both models 

significantly improved the DER of the system. On average, LSTM model improved the 

DER by 2.07% and Wiener filter by 2.83%. Any negative value in the improvement column 

indicates the degradation in the performance. 

Table 4.8 presents the results of the second experiment with realistic environmental 

noise. Both noisy and enhanced speech provided by the two models i.e. Wiener and LSTM 
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are presented in this table. The improvement column represents that the performance of 

LSTM based is very significant, while the performance of Wiener filtering is poor in case 

of realistic environmental noise. On average LSTM model provided 11.6% improvement 

and Wiener filtering degraded the performance by 1.23% in diarization error rate of the 

system. Maximum improvement provided by an LSTM system is in the case of IS1008b 

recording i.e. 28.22%. 

Finally, Table 4.8 presents the training MFCC frames for each speaker acquired 

from SyncNet inference. These are only high confidence frames acquired by applying the 

two thresholds. The results show that in the presence of the environmental noise the 

SyncNet inference does not correctly recognize the audio-visual synchronization. Hence, 

a smaller number of synchronized frames are acquired, which results in smaller training 

samples. When speech enhancement technique has been applied, a good number of high 

confidence frames are acquired for each speaker. This table only presents the samples of 

three recordings, other recordings follow the similar behavior.
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Table 4.7 Diarization error rate (%) for AWGN noisy speech and its enhancement. 

Meeting ID Noisy Speech 

LSTM 

Denoising 

Wiener 

Denoising 

Improvement 

(Noisy-LSTM) 

Improvement 

(Noisy-Wiener) 

IS1000a 42.65 38.65 34.05 4.00 8.6 

IS1001a 45.67 45.52 38.25 0.15 7.42 

IS1001b 42.89 42.24 39.99 0.65 2.90 

IS1001c 39.96 35.12 38.00 4.84 1.96 

IS1003b 25.82 25.46 26.83 0.36 -1.01 

IS1003d 53.80 52.06 52.11 1.74 1.69 

IS1006b 49.38 49.58 47.53 -0.20 1.85 

IS1006d 65.35 60.22 60.07 5.13 5.28 

IS1008a 17.07 13.22 14.18 3.85 2.89 

IS1008b 16.39 14.77 18.31 1.62 -1.92 

IS1008c 33.25 31.25 29.15 2.00 4.10 

IS1008d 24.09 23.44 23.93 0.65 0.16 

Average 38.03 35.96 35.20 - - 
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Table 4.8 Diarization error rate (%) for Environmental noisy speech and its enhancement. 

Meeting ID Noisy Speech LSTM 

Denoising 

Wiener 

Denoising 

Improvement 

(Noisy-LSTM) 

Improvement 

(Noisy-Wiener) 

IS1000a 54.15 33.61 57.8 20.54 -3.65 

IS1001a 41.11 40.66 42.04 0.45 -0.93 

IS1001b 52.71 43.51 49.14 9.2 3.57 

IS1001c 50.61 38.2 51.06 12.41 -0.45 

IS1003b 50.38 31.7 45.44 18.68 4.94 

IS1003d 61.74 52.82 63.82 8.92 -2.08 

IS1006b 61.22 54.41 67.92 6.81 -6.7 

IS1006d 69.26 65.44 68.94 3.82 0.32 

IS1008a 37.1 14.92 51.28 22.18 -14.18 

IS1008b 48.98 20.76 44.93 28.22 4.05 

IS1008c 32.64 25.63 30.22 7.01 2.42 

IS1008d 24.84 23.84 26.92 1 -2.08 

Average 48.72 37.12 49.95 - - 
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Table 4.9 Training samples (MFCC frames) for noisy and enhanced speech for each speaker acquired from SyncNet 

inference. 

 Noisy recordings (Environmental) LSTM Speech Enhancement 

Meeting ID Speaker 1 Speaker 2 Speaker 3 Speaker 4 Speaker 1 Speaker 2 Speaker 3 Speaker 4 

IS1000a 3384 4120 508 5864 4228 13700 2960 4920 

IS1003d 3296 2688 2160 1084 13296 12112 11984 2804 

IS1008a 200 5068 6156 4932 2064 7056 9952 6292 
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4.4 Summary 

This chapter described the results of each contribution in this thesis. The following 

paragraph describes the summary of the technique and results in detail. 

The first section presented the results for feature embedding technique which is based 

on deep autoencoders, followed by agglomerative hierarchical clustering (AHC) for 

diarization. Such embeddings are compared with conventional speech features i.e. MFCC.  

Moreover, feature embeddings are acquired by grouping five consecutive frames of MFCC. 

The experiments showed that those feature embeddings improved the DER of the speaker 

diarization system as compared to MFCC features. In particular, the acquired features 

significantly improved the accuracy by reducing the average DER. 

The second section presented results of multimodal diarization technique which 

utilized a pre-trained SyncNet model. The audio pipeline applies feature extraction, speech 

activity detection and finally clustering technique for speaker diarization. Only high 

confidence MFCC frames acquired through SyncNet inference are used to train GMM 

models and then rest of the audio frames are clustered on the basis of maximum likelihood. 

The video pipeline apply face detection to crop face only region, remove silence frames, 

apply shot detection and finally split the video into 2-sec short segments. These short video 

segments are then provided to pre-trained SyncNet model which runs the inference on 

them. On the output results of this inference we apply two thresholds to select those video 

segments which are confident enough on the active speaker in the video and its respective 

audio domain. When compared with the audio based diarization techniques effectiveness 

of such novel multimodal diarization technique is noticed. The main advantage of our 
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proposed method is in providing pure clusters which are trained on frames belonging to the 

single speaker. While in conventional diarization approach which uses agglomerative 

hierarchical clustering technique, there is greater chance of impurity in term of merging 

clusters that have voice of multiple speakers. Our technique robustly prevents any such 

impurity, that is based on the threshold selections for offset and confidence metrics in video 

domain. Beside this, our proposed technique is fully unsupervised and doesn’t even require 

any out of domain data for training purpose. Furthermore, proposed technique is applicable 

on meeting recordings, TV/ talk shows and movies where speakers face the camera most 

of the time. Finally, it is also concluded that such technique is similar in accuracy to one 

of the state-of-the-art multimodal approach. 

Finally, the third section presented the results for speech enhancement module which is 

based on LSTM model. This model is trained to jointly learn IRM and LPS to enhance the 

noisy speech. Previously proposed techniques focused to use speech enhancement in audio-

based speaker diarization system. Whereas the current study specifically focused on the 

use of speech enhancement module for multimodal speaker diarization system. This 

multimodal technique is based on the use of audio-visual synchronization model to find 

active speaker. So, enhancement speech eventually affects both audio and video pipelines 

of the multimodal system. Finally, it was evaluated that for high noisy audio recordings the 

speech enhancement significantly improves the diarization error rate of multimodal 

speaker diarization system.  
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Chapter 5.  

Conclusion and Future Work 

 

This chapter draws the conclusion of each study based on their materials, methods and 

results. These studies consist of feature embedding method, multimodal speaker diarization 

system and speech enhancement for multimodal speaker diarization. This chapter also 

describe future research recommendations, possibilities and gaps. 

5.1 Conclusion 

5.1.1 Feature embedding 

Following points concludes the feature embedding technique which is based on deep 

autoencoders. These embeddings were utilized in an audio based unsupervised speaker 

diarization system which is based on agglomerative hierarchical clustering.  

• Proposed feature embedding method is completely unsupervised and do not require 

data other than given recordings for diarization. Such technique matches with the 

unsupervised nature of speaker diarization system.  

• These embedding are extracted by training deep autoencoders in a way that five 

consecutive speech frames are grouped together to learn low dimensional features. 

The proposed architecture also acts as non-linear PCA and acquired features are in 

compressed domain. 
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• Compared with the benchmark MFCC features, feature embedding performed 

significantly better in term of DER. On the popular subset of AMI corpus, average 

diarization error rate of feature embedding technique is 2.96% better than the 

MFCC features, which validates the effectiveness of the proposed technique. 

However, maximum improvement of 8.05% is noticed in one of the recording. 

5.1.2 Multimodal speaker diarization 

A novel multimodal diarization technique is proposed, based on a pre-trained audio-

visual synchronization model. Both audio and video processing techniques have been 

proposed in this research to apply diarization. Following points concludes this research.  

• Using a pre-trained model to find the audio-visual synchronization for speaker 

diarization improves the accuracy as compared to audio-based speaker diarization.  

• Such technique which utilizes a pre-trained model has less computation complexity 

as compared to other state-of-the-art multimodal techniques.  

• By applying threshold on the acquired synchronized segments through SyncNet, 

high confidence frames were acquired. Clusters trained on these high confidence 

frames have more probability of being pure clusters because they contain speech 

frames of only single speaker.  

• This simple yet effective multimodal technique is completely unsupervised and 

matches the nature of unsupervised speaker diarization system. 

• The performance of the system has been tested with several benchmarks i.e. 

unsupervised audio speaker diarization, fully supervised audio speaker diarization 

and multimodal speaker diarization systems.  
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• Compared to the unsupervised audio speaker diarization, the performance of 

multimodal speaker diarization is very significant i.e. average DER improvement 

of 13.58%.  

• Fully supervised diarization provides a really challenging comparison because each 

pipeline of the benchmark is fully supervised with a subset of AMI corpus. 

Compared to this benchmark, proposed method even supersedes with average DER 

improvement of 1.44%.  

• Compared to the SOTA multimodal speaker diarization system proposed system 

has almost equivalent performance with just 0.56% average impairment on 

complete IS dataset.  

5.1.3 Speech Enhancement 

LSTM based speech enhancement model was proposed to use in multimodal speaker 

diarization system. 

• Speech enhancement model was trained to learn multiple targets through 

progressive learning approach with more than 100 noise types.  

• This model enhances the noisy speech input which was further used in audio and 

video pipelines.  

• The enhanced speech helps in better acquisition of audio-visual synchronized 

speech through SyncNet architecture. Moreover, enhanced speech provides better 

likelihood of speech frames from each cluster. Thus, it reduces the diarization error 

rate significantly when input speech contains the Gaussian and realistic 

environmental noises. 
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• Experiments were performed with two types of noises i.e. AWGN and 

environmental noise, taken from PL100 dataset and two types of denoising i.e. 

Wiener filtering and LSTM model. The results show that the speech enhancement 

technique using LSTM based model significantly improves the performance of 

multimodal speaker diarization system as compared to the Wiener filtering. 

Moreover, Wiener filtering may perform better than LSTM model in case of 

AWGN noise but not in the case of realistic environmental noise. On average 

LSTM model improved the DER of multimodal speaker diarization system by 

2.07% for AWGN and 11.6% for environmental noise. 

5.2 Future recommendations 

Following are some future recommendations and research directions for multimodal 

speaker diarization system which could help to further improve the system.  

• In proposed multimodal speaker diarization system, one can exploit speech source 

localization (SSL) technique to find active speaker along with the audio clustering. 

This would help to reduce the speaker assignment error. For this purpose, AMI 

corpus can be utilized which provides the audio recordings of microphone array 

consisting of eight channels. 

• Using speech source localization, one can also assign overlapping speech segments 

to multiple speakers. 

• One can also exploit the audio-video features fusion technique for multimodal 

speaker diarization systems to reduce the complexity of the system. For that 
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purpose, models similar to bimodal deep architectures [85] can be further 

exploited.   

• One possible direction is the development of end to end deep learning model for 

multimodal speaker diarization. 
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