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 Abstract 

Abstract 

Automatic video analysis (AVA) has been an active research area of computer vision and 

incessant efforts have been made by computer vision researchers to imitate the intellectual 

real-world video understanding capabilities of human brain onto autonomous vision systems. 

AVA is increasingly becoming vital in the context of public security, smart homes, facility 

protection, public transportation, human-computer interaction and automated inspections etc. 

Despite human activity recognition which relies on full observation of an activity; there are 

numerous situations like fighting, snatching and stealing in which activities must be 

anticipated before occurrence. It is nontrivial to achieve robust human behaviour recognition 

and anticipation in multiple camera views, having partial occlusions and illumination 

variations. The objective of this thesis is to propose solutions for resolving the 

aforementioned challenges for the recognition of single person actions, small unit interactions 

and anticipation of high-level interactions in multiple camera scenarios.  

First, a new feature descriptor called Histogram of Oriented Gradient-Median Compound 

Local Binary Pattern (HOG-MDCLBP) is proposed to recognize single person actions in 

multiple camera views. In particular, MDCLBP is the proposed descriptor wherein the texture 

feature extraction is performed using sign difference along with median value difference. 

MDCLBP eliminates the impacts of illumination variations and partial occlusions. The HOG 

is an appearance based descriptor that provides illumination invariant representation. Actions 

are represented by combining histograms of both descriptors. HOG-MDCLBP achieves 

96.58% average accuracy on multiple views and un-occluded dataset. On occluded 

sequences, it achieves 91.58% average accuracy. 

Second, to recognize small unit social behaviours/interactions from sequences having 

illumination variation and occlusions, this thesis proposes to incorporate single person actions 

detected in the first step and collective poses of persons along with trajectory features. 

Individual actions are considered as contextual knowledge for the recognition of person-to-

person interactions. The solution is based on the assumption that interactions can be correctly 

identified by analysing actions separately and poses collectively. The proposed method 

achieves 98.25% accuracy in multiple camera views. 

Third, to cope with cluttered background and illumination variations for complex human 

interaction anticipation, this thesis proposes to use Deep CNN features and temporal features 



 Abstract 

(CNN-TOFCs). Deep features are extracted from colour images which provide spatial 

information about ongoing interaction. A new technique is presented to extract temporal 

information which utilizes the optical flow components (magnitude and orientation). To 

reduce the cluttered background effects and to enhance motion flow vectors; this thesis 

proposes to apply a transformation on optical flow magnitude and orientation. Deep CNN 

features and optical flow features are combined to represent person-to-person interactions 

from a portion of the input video for anticipation.  

The effectiveness of the proposed approaches is validated on challenging multiple camera 

datasets having partially occluded persons, illumination variations and cluttered background. 
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Chapter 1 

 

1. Introduction 

AVA is an emerging trend in the field of computer vision over the past few years. It refers to 

the automatic monitoring of normal as well as abnormal behaviours and activities of 

individuals captured by the cameras to prevent a breach of security and criminal events. It has 

been an active area of research due to increased demand of automated monitoring in public 

places such as hospitals, airports, shopping malls, railway stations, sports arena, military 

monitoring, cinemas, parking lots, etc., and also in smart homes and elder care (see Figure 

1.1). With the growing demand for public security, the use of CCTV (closed circuit TV) 

cameras and IP (Internet Protocol) cameras have become vital to provide maximum 

surveillance in above mentioned areas. Clearly, video cameras have become an implicit part 

of our social lives. These cameras are not only used to detect unusual events but also used to 

prevent the occurrence of these events. A study conducted by Mazerolle et al. [1] shows that 

people’s behaviour has also changed when a public space is monitored by surveillance 

cameras which result in the reduction of crimes.   

Large space public areas required the use of multiple cameras to monitor the entire scene 

from different viewpoints to analyse activities. CCTV and IP cameras footage monitoring has 

become ubiquitous which requires a human agent to monitor the screens all the time. 

Recorded footages are also used later to investigate crimes. Manual analysis of recorded 

videos is very inconvenient and time consuming. Human resources to monitor the screens are 

very limited because it is a very tedious job for a human to look at multiple screens 

constantly, which results in poor monitoring. With the growing number of available 

technology and easy access to videos, the requirement for their automatic understanding has 

become vital. It is required to have an intelligent surveillance system that performs intelligent 

detection of ongoing activities within the area of interest.  
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Figure 1.1: Various areas with CCTV monitoring; top row (airport, shopping mall, sports arena), bottom row (military 
monitoring, parking lot and smart home)  

 

The key objective of AVA for activity recognition is to monitor and recognize the activities 

of people in a specific area to provide video surveillance. The application of video 

surveillance is not limited to the recognition of unusual activities [2]. These systems are now 

also implemented in other areas like in offices to monitor employees’ activities, traffic 

monitoring and in playgrounds etc.  

Only the complete activity after its occurrence is recognized by these systems.  However, 

researchers are now migrating towards the early recognition of on-going human activities or 

behaviours in a video.  

The goal of behaviour anticipation is to infer an activity in its early stages [3]. The 

anticipation of an activity before it is completely executed is essential in many applications, 

e.g. smart homes for elder care (falls detection of elderly people), human-robot interaction (to 

make the robot able to plan ahead to aid human) and many other surveillance applications 

designed to prevent abnormal events. In this thesis, we have analysed, recognized and 

anticipated person-to-person interactions under multiple camera environments.  

1.1 Human Action, Behaviour Recognition and Anticipation Taxonomy 

A moving human can perform different types of activities in a scene. Various taxonomies 

have been proposed in the literature to define these activities. Human activities can be 
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divided into four key categories: (1) gestures, (2) actions, (3) behaviours and (4)  interactions 

[4]. 

1.1.1 Gestures 

Gestures are the movements of body parts to express an action or to communicate a message. 

Main visible body parts include head, hands and legs. The common gestures are stretching 

arms or raising legs, moving head etc.(see Figure1.2) Previously, many researchers have 

focused on recognition of gestures [5] [6] [7]. Gesture recognition has been the major research 

topic for human-robot interaction systems. 

 

 
 
 
 
Figure1.2: Example of Gestures, DvsGesture dataset [8] 

1.1.2 Actions 

Gestures are the atomic elements and actions are composed of these elements. The actions 

can be described as distinct and periodic motion patterns. Single motion patterns include 

jumping; bending, pointing etc. and periodic motion patterns are sitting, running, walking, 

swimming, and jogging [4] (see Figure 1.3). One action can be further divided into sub 

actions i.e. three sub actions are observed in sitting: stand, bend, sit; stand up is subdivided 

into: sit, bend and stand. 

 

 

 

 
 
Figure 1.3: Example of Action, KTH [9] 

1.1.3 Behaviour 

Human behaviour is the way in which a person behaves in response to a particular situation or 

stimulus1. Behaviour is a combination of actions and activities. In a real-world scenario when a 

person interacts with another person or object, responses are generated due to those interactions. 

For example; in a street, a person may find his friend, approach him, and talk to him and finally 

either they walk separately or walk together. A person may carry an object and put that object 

                                                 
1 http://www.oxforddictionaries.com/definition/english/behaviour  
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into a vehicle (see Figure 1.4). In this study, the terms behaviour and interaction are used 

interchangeably because we are talking about social behaviours i.e. interaction between 

persons.  

 

 

 

 

Figure1.4 Examples of behaviour (a) sports (b) robbery (c) Catching a bus (d) interaction with another person [4] 

 

Interaction behaviour between two persons can be divided into two categories:  

1.1.3.1 Small Unit Interactions 

Small unit interactions are the “sub interactions” of an interaction sequence between two 

persons [10]. High-level actions and interactions are composed of these small unit 

interactions. These interactions include: talking, walk separately, walk together and stand 

together etc. Recognition of such interactions is mainly required in environments where 

people interact for a short period of time such as in office lobby and playgrounds.  

This research assumes that small unit interactions can be recognized accurately by 

considering the individual person’s actions and trajectory information.  

1.1.3.2 High-Level Interactions (Complex activities) 

High-level interactions or complex activities between two persons are the longer sequences 

which include: handshake, hug, kick, punch, push, and point etc. [11], [12]. Recognition of 

these high-level interactions is required for high-level surveillance and many other 

applications.  

This thesis aims to anticipate high-level interactions between two persons under multiple 

camera environments. 
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1.2 Individual Human Action Recognition 

Actions are single or periodic motion patterns performed by humans. Individual human 

action recognition is achieved by analysing actions of each person exclusively in a video 

frame. Human action recognition has been an active area of computer vision research due to 

its concern with numerous key applications like video surveillance, smart homes, digital 

entertainment or human-computer interaction. The objective of automatic human action 

recognition is to analyse the actions automatically from unknown videos. Generally, 

computer system observes an environment using a video camera and the task is to extract 

useful information and recognize actions on the basis of that information.  

Security cameras are installed and connected with a computer system for activity monitoring. 

Several actions can be observed in a scenario i.e. walk, jump, clap, sit, stand and bend etc. 

The main purpose of using security cameras is to monitor the activities in a public place for 

automatic monitoring. Surveillance applications require monitoring of large public spaces 

from different viewpoints. The use of multiple security cameras (either CCTV or IP cameras) 

has become requisite in public places to monitor the entire area.  

The task of human action recognition is done by extracting representative features (action 

representation), learning the classifier using extracted features and recognition of incoming 

actions on the basis of learned examples. 

1.3 Human Interaction Recognition 

The analysis and recognition of person-to-person interaction behaviours is a vital task in 

automatic video analysis. It has attracted an enormous body of research during the last few 

decades. Due to the increased demand of automatic monitoring in public areas, researchers 

are now moving from recognizing simple human actions [13]–[16] towards complex human 

behaviours/interactions [17]–[21].  

This thesis also focuses on the recognition of the small unit social interactions i.e. person-to-

person interactions in public areas under multiple camera views. Walk together, stand 

together, walk separately and talking are examples of small unit interactions. Interaction 

recognition requires joint observation of persons in a video to observe the relationship 

between them. Single person action recognition system alone cannot fulfil the requirements 

of a full surveillance system. In this context, recognizing interactions is a very important task 

because activities in any public environment are hardly ever performed distinctly [22]. Owing 
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to above observation, individual actions are considered for the analysis and recognition of 

person-to-person interactions.  

1.4 Human Behaviour/Interaction Anticipation 

Unlike traditional interaction recognition techniques, human interaction anticipation aims to 

recognize an interaction before it is fully executed. AVA for surveillance applications has 

attracted the considerable attraction of researchers towards the recognition and anticipation 

of human interactions.  

The field of human behaviour recognition has grown efficaciously in the last 10-15 years. 

However, many real-world scenarios demand the early recognition of human behaviours to 

prevent criminal activities such as physical violence, theft, robbery and snatch etc. 

Consequently, human behaviour anticipation has become an active research area in this 

decade. Specifically, in the past five years, the domain of automatic behaviour anticipation 

has developed rapidly. Although many researchers have focused on behaviour anticipation 

[3], [23]–[25], it is still rather a new area for computer vision researchers.  

The anticipation of ongoing human behaviours is crucial in many domains such as video 

surveillance (to detect violence activities), robotics (human-robot interaction), intelligent 

tracking systems (location prediction) and nursing homes (fall detection) etc. furthermore, the 

vehicle monitoring systems can predict the accidents by using prediction models and can help 

to prevent accidents. The behaviour anticipation applications can also be used to provide 

high-level surveillance in crowded areas by monitoring interactions and alerting abnormal 

movements by making early decisions. In public areas, the goal of the anticipation 

applications is to generate the alarm in advance of any unusual activity. This is a challenging 

problem since a human can easily guess the forthcoming event by looking at the event 

pattern. How can a machine solve this problem? It is tricky to teach a machine using vision 

algorithms to generate alarm before the event occurs.  

Advances in the field of AVA have made this imperative application become real: 

anticipation/prediction of activities or complex interactions from partially observed videos. 

Several factors can affect the performance of behaviour classification and anticipation 

applications: Partial occlusions,  illumination variations and viewpoint changes [26]. 

An example of full and half observations is presented in Figure 1.5 which shows the 

difference between recognition of complete activity and early recognition of ongoing activity. 
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This thesis focuses on anticipation of high-level interactions which includes: bend, faint, 

handshake, hug, kick, punch and push. 

 

 

 

 

 

 

 

 

Figure 1.5: Frames from UT-interaction [27] dataset showing full observations and half observations  

 

1.5 Objectives  

The primary objective of this research is twofold: a) to recognize small unit interactions 

between two persons and b) to anticipate high-level interactions between two persons; in 

multiple camera scenarios. Specifically, the research focuses on following objectives under 

multiple camera environments: 

1. Individual Human Action Recognition 

To develop a method for the recognition of individual human actions from videos captured 

with multiple cameras in public environments. 

2. Human Interaction Recognition  

To develop a method for recognition of small unit social (person-to-person) interactions in 

public environments covered with multiple cameras. 

3.  Human Interaction Anticipation 

To anticipate high-level person-to-person interactions (complex activities) in outdoor public 

environments monitored with multiple cameras 

Full Observation 

Half Observation 

Interaction 

Recognition 

Interaction 

Anticipation 
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Next section discusses the primary challenges to accomplish the above-mentioned objectives, 

which serve as the motivation of this research. 

1.6 Challenges and Motivation 

Single camera systems are inadequate to fully observe the scene from different views hence 

lacking information in all aspects. The motivation behind using multiple cameras is to 

monitor the scene from different views for accurate analysis of human behaviours. Multiple 

cameras can be installed with different degrees of overlapping (See Figure 1.6) [28]. In this 

thesis, the experiments are performed on multiple camera views using the layout as in Figure 

1.6 (b) (all cameras partially overlapping). 

 

 

 

 

 

 
Figure 1.6: Degrees of overlap between multiple cameras: (a) partially overlapping adjacent cameras, (b) Full overlapping, 
(c) non-overlapping (d) different types of overlapping between cameras.  [28] 

 

1.6.1 Analysis of individual actions and small unit interactions under multiple camera views 

Multiple camera systems are generally deployed in public places to provide large scale visual 

coverage for automatic monitoring. Despite large scale coverage, another goal of multiple 

camera scenarios is to cover the critical areas (entrance of a building, crowded areas, smart 

homes etc.) from different views. In multi-camera scenarios, all cameras share information to 

decide which activity is performed in the region of interest. Individual person action 

recognition and interaction recognition under multiple camera scenarios are mainly hindered 

by following two issues:  

Partial Occlusions  

Persons moving across camera views can be occluded by other persons or objects, resulting 

in difficulty to analyse individual actions and behaviours (Figure 1.7). Analysis of human 

actions comprises feature extraction and representation; occluded persons make the analysis 



Chapter 1  Introduction 

task very challenging. Feature representation should be strong enough to recognize the 

individual actions even if the part of the person is occluded [29].  

 

 

 

  Figure1.7: Example of partial occlusions due to objects and other persons [15], [30] 

 

Illumination variations 

In multi-camera scenarios, cameras are deployed in different positions and persons moving 

across cameras can experience illumination variations (Figure 1.8). This is the challenging 

issue that increases uncertainties in the behaviour analysis task. 

 

 

 

 

 
Figure 1.8: Example of illumination variations. Images are taken with 3 cameras installed in different locations [30].  

 

1.6.2 Anticipation of High-level Human Interactions under Multiple Camera views 

The anticipation of human interactions plays a vital role in automatic monitoring systems. 

The goal of behaviour anticipation systems is to predict the activity before its execution is 

completed. This research has focused on the anticipation of interactions between two persons 

in multiple camera views. A concentration of work on the problem of human interaction 

anticipation has been seen in recent years [3], [31], [32]. However, the area of human 

behaviour/interaction anticipation under multiple camera views is still unexplored. Apart 

from above mentioned challenges, following is the challenge to accomplish behaviour 

anticipation task: 
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Analysis of Partial Observations for Behaviour/Interaction Anticipation  

As compared to human interaction recognition, interaction anticipation requires to infer the 

interactions on the basis of partial observations. It is a challenging task to infer an activity at 

its early stages. The initial pattern of some interactions is much similar i.e handshake and 

hug, punch and push, faint and bend down. It requires visual observations to be strong 

enough to discriminate the aforementioned similar patterns.  

1.7 Problem Statement 

In this research, the issue of recognition and anticipation of person-to-person interactions in 

multiple camera view environments is addressed. There are various factors that make 

accurate interaction recognition and anticipation task challenging in outdoor environments. 

1. Partial occlusions and illumination variations in videos affect the accuracy of human 

action and interaction recognition [9-11]. 

a) Visual recognition systems rely on visual information of persons. Accuracy of 

these systems is decreased due to insufficient information if the person to be 

monitored is partially occluded by some other object or persons. 

b) Illumination variations change the image intensity values. 

2. Interaction anticipation is performed on partial observations. The task of anticipation 

becomes more challenging in the presence of cluttered background, partial occlusions and 

variations in illumination. 

a) Existing methods for interaction anticipation [3], [23], [33] are not handling the 

aforementioned problems in multiple camera view outdoor environments.  

1.8 Contributions 

The contributions of this thesis to individual human action recognition, small unit human 

interaction recognition and anticipation of high-level interactions under multiple camera 

scenarios are as follows: 

1. A novel texture based feature MDCLBP is proposed. MDCLBP is a novel approach 

that extracts texture by using median value and sign difference. MDCLBP is invariant 

to partial occlusions and small illumination variations. The hybrid approach HOG-

MDCLBP is introduced to describe individual actions. Both HOG and MDCLBP are 

appearance based features. HOG is independent of illumination variations. Occlusion 
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and illumination invariant description of actions is achieved by combining HOG with 

MDCLBP. 

2. Individual human actions and collective poses along with other trajectory features are 

used to represent small unit interactions between persons in a frame.  

3. Deep CNN features and hand-crafted (temporal) features: the Convolutional Neural 

Network-Transformed Optical Flow Components (CNN-TOFCs) are used to 

anticipate ongoing human interactions. Optical flow is used to extract temporal 

features. A transformation is applied on optical flow components (magnitude and 

orientation) to eliminate the effects of scene variations from input sequences.  

4. Compared to human interaction recognition and anticipation in a single camera view, 

no dataset is available for multi-camera high-level human interactions in outdoor 

environments. A new dataset has been created to assess the proposed approach on 

multiple views for the anticipation of high-level interactions. 

1.9 DataSets 

The efficacy of proposed method for the recognition of individual’s actions is validated on 

two datasets IXMAS (INRIA Xmas Motion Acquisition Sequences) and OIXMAS (Occluded 

INRIA Xmas Motion Acquisition Sequences) [15] [31]; these are the contemporary 

benchmark datasets for action recognition under multiple views and partial occlusions.  The 

proposed method for the recognition of small unit human interactions is tested on 

HALLWAY dataset [30] that is multi-view dataset. A new dataset (MU-Interaction) is also 

introduced for high-level human interaction anticipation in multiple camera scenarios.  

1.10 Classification Method 

In this research, SVM is used for the classification of human actions and interactions. SVMs 

have been the most prominent among other machine learning algorithms for data analysis and 

recognition tasks. SVMs belong to supervised learning models which use training examples 

to train and build a function that can classify the input examples and return the class labels as 

output. It uses kernel trick to perform non-linear classification. The baseline SVM is used for 

the recognition of individual human actions and interactions due to their successful repute in 

many computer vision applications [17], [35], [36].  
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1.11 Thesis Organization 

The remaining chapters in this thesis are structured as follows: 

 

 

 

 

 

 

 
 
 
Figure 1.9 Thesis Organization 

 

Chapter 2 provides a summary of previous research on human action recognition, human 

interaction recognition and human interaction anticipation. Previous work is divided into 

three categories including both single and multiple camera environments: (1) individual 

human action recognition, (2) human behaviour/interaction recognition and (3) human 

behaviour/interaction anticipation. This section provides extensive literature over the last 10 

years on representation and classification methods in all categories. Gaps in previous research 

are identified and the problem is formulated at the end of this chapter. 

Chapter 3 presents a new feature descriptor for individual human action recognition in 

multiple camera views to handle partial occlusions and illumination variations. Mathematical 

formulation of the proposed descriptor, histogram of oriented gradient- median compound 

local binary pattern (HOG-MDCLBP) is presented in detail. Robustness of the proposed 

method against partial occlusions and illumination variations is validated by performing 

experiments and comparing results with state-of-the-art approaches. The proposed method is 

also tested on cross camera views for action recognition. 

Chapter 4 presents a method for person-to-person small unit interaction recognition in 

multiple camera environments. In this chapter, the individual action labels detected in 

Chapter 3 are concatenated with the set of features extracted from trajectories of both 

persons.  Experiments are performed on videos captured with multiple cameras. The efficacy 

Chapter 2 
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of proposed interaction recognition method is assessed by performing experiments on multi-

view dataset. 

Chapter 5 presents a method for anticipation of high-level interactions between two persons 

in multiple camera scenarios. A new descriptor convolutional neural network- transformed 

optical flow components (CNN-TOFCs) for human interaction anticipation is proposed in 

this chapter. A new dataset is also presented in this chapter for the evaluation of proposed 

anticipation method. 

Chapter 6 concludes the thesis with a discussion of contributions that are made for 

individual human action recognition, human behaviour/interaction recognition and human 

behaviour/interaction anticipation in public environments under multiple camera views. 

Further enhancements are also discussed in this chapter.     
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Chapter 2 

2. Literature Review 

In this chapter, the detailed study of previous approaches to human behaviour recognition and 

anticipation is provided. Since a large amount of literature about behaviour recognition and 

anticipation is available, this chapter will focus on the research that is closely linked to the 

work presented in this thesis.  This chapter provides a review of the existing methods for 

human behaviour analysis focusing on vision based approaches. Section 2.1 covers individual 

human action recognition techniques. Human behaviour/interaction recognition techniques 

are reviewed in section 2.2 and finally, behaviour anticipation techniques are explored in 

section 2.3. After an extensive review, research gaps are presented in Section 2.4 and 

problem is formulated in Section 2.5. 

Literature review is divided into three categories; (1) Individual Human Action Recognition 

(2) Human Behaviour Recognition (3) Human Behaviour Anticipation; under single camera 

and multiple camera environments. 

2.1 Individual Human Action Recognition 

This section depicts various human action recognition techniques in the literature. Common 

individual human action recognition methods have been discussed in detail.  

2.1.1 Motion and appearance based features 

Motion and appearance based action representation approaches are commonly used in vision 

based human action recognition methods. Action representation as feature vector is a vital 

step for the recognition of actions. ood features are likely to be robust against different 

variations i.e. clothing, illumination, scene etc. Silhouette-based, motion-based, body part-

based, frame-based and interest points based feature representation approaches are very 

common in literature.  

In earlier works, the motion information was extracted from input video frames for action 

representation.  Silhouette-based motion description approaches are very common, where the 

human silhouette is evaluated to extract activity features. These approaches are generally 

based on the process of background subtraction. Motion energy image (MEI), Motion history 

image (MHI), Localized motion energy image (LMEI) and Non-parametric weighted feature 
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extraction (NWFE) are some key silhouette-based feature representations methods. In [7] an 

appearance based approach for human action recognition is presented to decrease the view 

point dependency. Actions are represented as temporal templates i.e. MEI and MHI. 7 Hu 

moments are computed given MEI and MHI of an image.  Each of the testing images is 

recognized by finding the Mahalaonobis distance between the mean and variance of saved 

image moments and input moment. Power of recognition method is increased by using two 

cameras and incidental motions are handled by using only background subtracted images 

instead of using temporal templates. Experiments are performed on aerobic data with single 

and multiple views. This approach is applicable to a single person and fails when there is 

another person in the field of view. 

The spatial distribution of motion energy is captured along with MEI and named as LMEI 

[37]. A score based fusion method is presented to handle the random orientation of the person 

with reference to cameras. Classification is performed on extracted LMEI features by using 

linear discriminant analysis (LDA) classifier. 90% accuracy is achieved when fusion is 

performed on LMEI based classifiers. The problem with this technique is that by increasing 

the number of classes, the LMEI tends to be similar for different actions. Moreover, they 

have ignored the camera network effects which play a vital role in real time processing. 

Wo and Shao [38] extended MHI by adding two holistic descriptors: gait energy image (GEI) 

and inversed recording (INV) to recompense for the loss of information in MHI. They 

represented human actions using silhouettes and constructing correlogram matrix from a 

sequence of poses and named as bag of correlated poses (BoCP) that is an extension of the 

bag of visual words (BoVW) model. The extended MHI is presented by adding INV and GEI 

information. BoCP is fused with extended MHI to further improve the results. Classification 

is performed with SVM using Gaussian kernel. Experiments are performed on Weizmann and 

IXMAS datasets and used only the single view for training and testing. Maximum accuracy 

of 90.3% with IXMAS dataset in camera 2 and 97% accuracy is achieved for Weizmann 

dataset.  

Hu et al.[39] recognized indoor human actions captured from depth sensors. 3D MHIs is 

extracted from depth data and combined with color information and scene semantics for the 

classification of actions. The 3D depth MHIs contain both forward and backward depth MHIs 

which help to encode increase and decrease in depth information. Experiments are performed 

on self extracted depth data in an office environment containing six different actions. 93.33% 
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accuracy is achieved on actions by considering scene semantics and 85% accuracy is 

achieved exclusive of scene semantics. 

Han et al. [40] propsed a localized temporal representation for the recognition of human 

actions. MHI and MEI templates are extracted form input video sequences. Binarized 

statistical image features (BSIF) are used to obtain local information from MHI and MEI 

templates. A linear SVM classifier is used to classify localized temporal representation. 

Experiments are performed on KTH dataset with 90% accuracy. 

Singh et al. [41] computed directional vectors (DVs)  by representing human silhouette 

boundary with chain codes. An adaptive algorithm for the separation of background from 

foreground is applied and an edge detector is applied to extract silhouettes from foreground 

image. To reduce the size of feature vector, silhouettes are represented with chain codes 

which are named as DVs. Normalization is applied on DVs to achieve the scale invariance.  

The angular distance among two DVs is computed to analyse the extracted vectors. The 

image frames having similar activities are clustered on the basis of angular distance between 

DVs. UoS-HID and CMU-Mobo datasets are used for experiments. 85% to 95% accuracy is 

achieved without temporal smoothing and accuracy is increased to 100% when temporal 

smoothing is applied. Though this technique can handle the changes in scale, background, 

clothing and view angle, it is not compatible with persons having different body shapes. 

Lin et al. [42] presented a nonparametric weighted feature extraction technique for human 

activity recognition. The distance signal feature and the width feature are extracted from 

human’s silhouette to build NWFE features. Both features are combined and principle 

component analysis (PCA) is used for dimensionality reduction. A codebook is then 

generated from extracted features using k-means clustering algorithm. Extracted features are 

mapped to symbols and represented with histogram vectors. Experiments are performed on 

Weizmann dataset with 100% accuracy. The proposed feature extraction technique becomes 

challenging if the person is occluded.   

Vishwakarma and Kapoor [43] first extracted key frames of human silhouettes and extracted 

features from these frames. To produce the descriptor, the key poses of silhouettes are 

represented by cells and grids. Parameters of cells and grids (count of white pixels) are 

computed to model the feature vectors. A hybrid classifier “SVM-NN” is constructed to 

improve the recognition accuracy. The main drawback of the silhouette-based approaches is 
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that that the extracted silhouettes are not robust to occlusions. These methods perform well in 

controlled environments.  

Besides the silhouette-based approaches, many motion-based techniques compute motion 

descriptors directly from consecutive images. The Popular ones include Motion Binary 

Pattern (MBP), Volume Local Binary Pattern (VLBP), Optical Flow and Histogram of 

weighted Optical flow.  

Histogram of oriented optical flow (HOOF) feature is proposed by Chaudhary et.al. [44] to 

make the action representation independent of a person’s scale and moving direction. HOOF 

features are modelled with a non-linear dynamical system (NLDSs). The similarity between 

two NLDSs is measured by using Binet Cauchy Kernels. Experiments are performed on 

Weizmann gait dataset with 94.4% accuracy. The problem with this method is that it cannot 

handle multiple disconnected motions in a scene. 

Histogram of weighted optical flow (HOWOF) is presented by Mukherjee et al. [45] to derive 

the motion and pose information from sequence of frames. The vocabulary of poses is built 

and key poses are selected by applying centrality measure algorithm. The discriminatory 

codebook is built with finally selected best poses and classification is performed with SVM 

model.   

MBP is a motion descriptor presented by Baumann et al. [46] for multi-view action 

representation. The MBP is inspired by the VLBP [47] to describe motion information in 

spatio-temporal space. MBPs are computed from three consecutive images to describe grey-

level changes in an image. Motion pattern in an image is represented with histogram and 

classification is performed with Random Forest classifier. Experiments are performed on 

KTH, Weizmann and IXMAX datasets. MBPs are evaluated on multi-view dataset but not 

tested for occluded scenarios. 

Kihl et al. [48]  presented a motion descriptor by performing a coding step on optical flow 

field. They performed half-wave rectification on the vector field of optical flow and the 

proposed descriptor is named as series of polynomial approximation of flow (SoPAF). Vector 

of locally aggregated tensors (VLAT) indexing method is used to obtain signatures from the 

descriptors and linear SVM is used for classification. Experiments are executed on UCF11 

and HOLLYWOOD datasets which contain realistic videos of action classes taken from 

YouTube and video clips. These are single view dataset and accuracy on both datasets is 

improved when compared with previous methods. 
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Cai et al. [49] proposed a two stream architecture for improvement in the accuracy of hockey 

actions recognition. Part affinity fields model is used to derive significant hints from the 

palyer. Temporal features extracted using optical flow and fused with pose information. The 

fused information is then passed to fully connected layers for the recognition of hockey 

actions. Experiments are performed on HARPET dataset with 85% accuracy. 

Optical flow based features are very sensitive to background noise and movement change. 

The variations of optical flow can be used to overcome these limitations.  

2.1.2 Part-based approaches 

Part-based approaches consider human body parts motion instead of analysing the motion of 

whole body for action classification. After pose estimation from the human body, features are 

extracted by using different feature representation techniques [50] [51].  

Ben Arie et al. [52] represented the activity with human poses along with velocity vectors of 

major parts of the body, such as  hands, legs and torso. A database is constructed and poses 

and velocity vectors of each body part are stored in multidimensional hash tables. Voting for 

each body part is performed and combined the votes of all body parts in a frame. Final 

activity class is decided on the basis of the highest score from all body parts. This method 

performs well with smooth motion and un-occluded scenarios. 

To overcome the challenges of low resolution videos, Danafar and Gheissari [53] captured 

local and global motion by extracting histograms of optical flow. The global motion 

descriptor is described by the histograms of horizontal and vertical motion. Local motion is 

extracted by dividing the human body into three parts and histogram of optical flow is 

computed from each body part.  A SVM model is trained on horizontal and vertical optical 

flow field for action recognition. Experiments are carried out on KTH dataset with 85% 

accuracy on un-occluded scenarios. 

Another part-based motion descriptor for human activity recognition is presented by Tran et 

al. [51]. They represented motion of each body part using polar space. Both local and global 

representations are combined by transforming the global coordinate space into local 

coordinate space with centre of torso being the origin. The motion of each body part is 

represented by a 2D histogram and combination of body parts histograms are used to 

represent each action. Each histogram bin represented number of time the individual body 

part is observed at a location. They proposed a recognition algorithm which utilized sparse 
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representation for classification. Experiments are performed on KTH and UCF sports datasets 

with 97.83% and 91.62% accuracy respectively. This technique is not tested on occluded and 

multi-view scenarios. 

Ke et al. [50] extracted human silhouette and reconstructed 3D human poses from 2D body 

parts blobs. Hands (right and left), head and feet (right and left) are tracked in each frame on 

the basis of colour, shape and texture information. After constructing 3D projections 15 

features are computed by applying geometric relational features (GRF) conversion.  The GRF 

included nine distance related features and six angle related features. Continuous actions are 

recognized by concatenating different trained cyclic HMMs. They trained different Cyclic 

HMMs for different types of actions and proposed a graphical model for concatenation of all 

Cyclic HMMs. Experiments are performed on self-recorded dataset and IXMAS dataset.  

The part-based feature representation techniques perform well if the respective body parts are 

not occluded. 

2.1.3 Frame-based approaches 

Another common approach is the frame-based feature representation, where temporal 

relationship between frames is not considered.  HOGs and space-time interest points (STIPs) 

are most widely used frame-based feature descriptors. Frame-based feature extraction is a 

straightforward task and it is useful for the images which do not contain rapid local changes. 

Since these features do not include motion information, researchers have used a combination 

of frame-based and temporal features to encode motion information.  

The HOG was originally proposed by Dalal and Triggs [54] for human detection. Further, 

HOG along with other descriptors is used for human action recognition. Weinland et al. [34] 

proposed the extension of the HOG descriptor and represented a sequence of images with 

3DHOG to achieve robustness to occlusions and multiple viewpoints. They computed 

3DHOG at densely distributed locations within the selected region. Local classification is 

performed on densely computed descriptors and followed by global classification to provide 

robustness to viewpoints and occlusions. Global classification is performed by combining the 

results of local classifiers. Experiments are performed on Weizmann, KTH, UCF, IXMAS 

and OIXMAS datasets. This technique is tested on both multi-view and occluded scenarios 

and improved the performance on occluded scenarios.  
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Cao et al. [55] combined HOG and HOWOF for action representation. They proposed a 

codebook reduction method by selecting key poses from visual words. Feature descriptors are 

created by concatenating histogram of HOG and HOWOF which are extracted from each 

video frame. HOG provides local structure information and HOWOF provides local motion 

information. Dimensionality reduction is performed using locally linear embedding (LLE) 

algorithm and PageRank algorithm is applied to select the key poses. Experiments are 

performed on UT-Tower and KTH datasets. Since the descriptors are extracted from the 

whole image, computation becomes complex in high quality videos.  

Mosabbeb et al. [56] extracted histogram of gradient (HoG) and histogram of optical flow 

(HoF) features for human action recognition in multiple distributed camera network. They 

proposed consensus based multi-view distributed network classification framework that 

depends upon matrix completion method. They have extracted dense features under each 

camera view by computing HoG and HoF on three different scales. Each camera contributes 

to the final decision by locally processing the input video sequence and deciding the activity 

label. Experiments are performed on IXMAS and MuHAVi datasets.  

A low dimensional representation of multi-view data is proposed by Murtaza et al. [57]. They 

represented actions with HOG of MHI images. They presented a silhouette-based approach 

for action recognition from multi-camera videos by first extracting MHIs and then computing 

HOGs of all MHI images. Classification is performed by using a NN classifier and 

experiments are performed on MuHAVi dataset. 

Saho et al. [58] proposed to fuse optical flow and HOG based features for action recognition. 

To distinguish the acitivies that vary in speed, bag of histogram of optical flow (BoHOF) is 

proposed. HOG features are extracted from color images and PCA along with pearson 

correlation is applied to reduce HOG features. Befor computing BoHOF, humans are 

segmented from background and BoHOF are obtained at segmented regions boundaries. Both 

features are normalized and then fused together to attain the advantages of both features. 

Experiments are performed on KTH dataset with 96% accuracy. 

2.1.4 Space-time interest points 

Spatio-temporal local features are extracted by detecting the STIPs using any corner detection 

algorithm i.e. [59]. These STIPs either can be directly used as BoW representation [14] or can 

be described by extracting other features around those STIPs.  
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Mattivi and Shao [60] represented local information by extracting cuboids from STIPs. They 

described each cuboid by applying Local Binary Pattern (LBP) on three orthogonal planes 

which is called LBP-TOP descriptor. K-means clustering is applied to build a visual 

vocabulary. Classification is done using SVM on KTH dataset and achieved 88.19% 

accuracy. 

A multi-camera view action recognition method is proposed by Lin et al. [59]. They first 

extracted STIPs by using Harris 3D detector and then HOG/HOF descriptors are extracted 

from detected interest points. Bag of words (BoW) model is constructed with extracted space 

time (local) features and under each view. Secondly, global motion context feature is 

extracted which includes histogram of silhouettes and optical flow inside human bounding 

box. Global features are also used to create BoW model. Both local and global features are 

then concatenated to form a hybrid BoW model. A pair of dictionaries is learnt and from two 

action videos taken from two different views. Features between two pairs are linked using the 

learnt dictionaries to provide view invariant space. This representation improves the 

performance of cross view recognition because the model learnt in source view can be used 

to recognize the action in target view. Experiments are carried out on IXMAS dataset with 

average accuracy of 98.6%. 

Multiple kernel learning based fusion framework is proposed by Gu et al. [61] for real time 

action recognition. They used Gaussian mixture model to extract the moving person and 

detected space time interest points, HoG and HoF from detected person. A BoW model is 

built from extracted features. Multiple kernels are considered that correspond to data sources 

from multiple views and combined using convex function.  Experiments are performed on 

IXMAS dataset with 95% accuracy. 

Table 2.1: Characteristics of various Human Action Recognition techniques  

 

Ref. Features Classification Comments 

[7] MEI, MHI Mahalanobis 

distance 

 Real time and multi-view. 

 Cluttered background can affect the system accuracy. 

 Cannot handle self-obstructed movements. 

[41] DVs extracted 

from chain codes 

Angular 

distance 

 CRRs range from 85% to 99%. 

 Not compatible with the dataset having persons with 

significantly different body shapes. 
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 Not tested for occluded persons  

[37]  LMEI LDA  Combined information from multiple views 

 As the number of action classes increases, the localized 

motion history image turns out to be more similar. 

[39] 3D MHIs and 

scene semantics 

SVM  Videos captured with multiple depth cameras in indoor 

environments. 

 Uses scene sematics as context 

 Use of semantic information increased recognition 

accuracy 

[40] MHI and MEI SVM  Single view 

 Experiments are performed on scenarios where only one 

person is performing actions. 

 The proposed advantages of MHI and MEI are not tested 

on challenging datasets. 

[42] Width and 

distance signal of 

body contour 

NWFE  Feature extraction is challenging if the silhouettes are 

not properly extracted due to occlusions. 

[38] Extended MHI Gaussian 

kernel SVM 

 Multi-view 

 Applicable to single person and non-cluttered 

background 

[43] Number of White 

pixels in key 

frames  

Hybrid 

classification 

SVM-NN 

 Significantly improved results as compared to other  

silhouette-based approaches [62]–[65]. 

 It is vitally important that only one person is in the input 

video. 

 Less effective if the person is occluded. 

[46] MBP, VLBP Random Forest  Multi-view 

 Not tested on public datasets with moving background. 

 The method to choose optimal cell size is not defined. 

[48] SoPAF SVM  More realistic dataset is used as compared to previous 

action recognition approaches. 

 Maximum achieved accuracy is 86.0% that can be 

further improved. 

 

[44] HOOF Extension of 

Binet-Cauchy 

 Background subtraction and human detection is not 

needed for feature extraction. 
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kernel to 

NLDS 

 Unable to handle multiple disconnected motions in a 

scene. 

[45] HOWOF SVM  Key poses are used for classification 

 Need to limit optical flow vectors for noisy observations  

[49] Pose and optical 

flow 

Fully 

connected 

layers 

 Part-based method 

 Tested on un-occluded single person dataset. 

[50] GRF descriptor: 

distance features 

and angle 

features 

Cyclic HMMs  Tested on single actions and continuous actions. 

  Mainly depends upon the accurate extraction of body 

parts 

[51] Polar histogram 

of human body 

part motion 

Sparse MDI  Both local and global information is incorporated for 

robust representation. 

 Not tested on multi-view dataset. 

 There is a need to encode temporal information to 

discriminate certain actions. 

[53] Histogram and 

vertical Optical 

flow 

SVM  Action recognition from low quality videos. 

 Tested on different scale and illumination conditions. 

 Periodic actions are recognized efficiently. 

 Not tested for occluded scenarios. 

 

[52] Pose and velocity 

vectors from 

major body parts 

Maximum 

Likelihood 

Estimation 

 Performs well with smooth motion. 

 Difficult to track occluded body parts. 

[66] Informative gaits 

extracted with 

LSTM 

Softmax 

Classifier 

 Global context memory cell is introduced in LSTM to 

improve the attention ability of LSTM. 

[34] 3D HOG SVM  Tested on multi-view and occluded dataset. 

 Temporal information is also embedded along with 

HOG features. 

 Maximum accuracy with occluded scenarios is 76.7% . 

 Need to improve accuracy. 

[55] HOG, HOWF SVM  Slow computation in high quality videos 

[57] HOG over MHIs NN  Multi-view 

 The actions can be described in a more distinctive way 
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by selecting key MHIs. 

[56] HoG, HoF Matrix 

Completion 

 Multi-view 

 Not tested for occluded scenarios 

[58] HOG, BoHOF SVM  Single view 

 Tested on single view non-noisy sequences. 

[59] Local STIPs, 

Global Optical 

flow 

Hybrid BoW  Multi-view 

 View-independent dictionary is provided 

 

[67] HoG, HoF and 

MBH 

BoW model  Multi-view action recognition 

 Multiple kernel learning method outperform other fusion 

techniques. 

 Tested in controlled multi-view environment without 

occlusions 

[60] LBP-TOP BoW , SVM  Maximum accuracy is 90.72%. 

 The accuracy can be improved by incorporating 

alternative texture feature extraction methods. 

[68] Motion context 

descriptor 

RLS-TWSVM  TLS-TWSVM resolved the outliers and heteroscedastic 

noise problems  

 Applicable to only one person and un-occluded data 

[69] Shape and 

motion features 

from silhouette 

and joints 

MKL based 

SVM 

 Single view 

 Accurate joint positions cannot be extracted if the 

person is occluded. 

[70] Shape, Optical 

flow 

HMM  Multi-view 

 Applicable to single person scenario 

 Experiments are performed in controlled environment. 

[71] Depth key points 

of human body 

joints 

HMM  Single view 

 Feature extraction is performed in controlled 

environment. 

[72] Dense 

Trajectories 

R-NKTM  Multi-view 

 R-NKTM is scaled to incorporate new actions 

 Only the fixed canonical frontal view is used as target 

view 
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Table 2.2  Description of datasets used for individual human action recognition 

Dataset Description 

Aerobic [7] Set of 18 aerobic exercises performed by a 

single person recorded from seven views. 

Ballet Movement   

CMU-mobo [73] This data set contains only walking action 

performed by 25 persons on a treadmill in a 

3D room. 

Hollywood2 [74] 

 

 

  

Set of 12 human actions in 69 clips. 150 

samples of each action are available in this 

dataset. The data set is extracted from video 

clips, recorded with different zoom settings, 

spatial scales and compression artifects. 

IXMAS [15] Multi-view dataset rerorded with 5 cameras 

and comprises of 13 action classes: walk, sit 

down, wave, kick etc. 

11 actors performed each action 3 times. 

KTH [9] Single camera dataset comprising 6 different 

human actions: walking, running, 

handwaving, handclapping, boxing and 

jogging recorded in four distinct situations.  

MuHAVi [75] Multiple camera dataset recorded with 8 

cameras located on four sides of a platform. 

Illumination variation due to varying lighting 

conditions due to night street lights.  

OIXMAS [34] Multi-view dataset containing same actions 

and actors as in IXMAS datset. The actors 

are occluded by adding artificial occlusions 

in video frames. 

UoS-HID [76] A large dataset of gait that is designed in 

indoor and outdoor environments. The scenes 

are captured with two cameras and 100 

actors. 
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UCF 11 [77] Sigle camera dataset containing 11 actions 

like jumping, juggline, swinging, 

diving,tennis swing etc. This dataset contains 

challenging videos having camera motion, 

illumination variation, cluttered background, 

scale and viewpoint variations. 

UCF sports [78] Single camera UCF Sports dataset comprises 

of a collection of actions from different 

sports typically featured on TV channels such 

as the BBC and ESPN. It comprises of 10 

sports actions. 

UT-Tower [79] Single camera dataset captured from the top 

of University of Texas comprising 108 

videos of low resolution. This dataset 

contains 9 different types of actions 

performed by 6 actors each 12 times. 

Weizmenn Single camera dataset comprises of 90 low 

resolution sequences, 10 actions are 

performed by 9 different persons. 

 

It is concluded from the above literature that existing individual human action recognition 

techniques [67] work in controlled environments with only one person present in the video 

and static background.  The illumination conditions are also balance in controlled 

environments. In multiple view approaches [34], [56], [57], [59], experiments are performed 

in indoor environments with single person actions. In literature, silhouette-based motion 

features are discussed [7], [38], [41]–[43], [80] in which extraction of shape and silhouette is 

done by segmentation. The accuracy of these methods depends upon exact segmentation 

which is not possible in occluded public environments. Part-based approaches [50]–[53] are 

based on the information of human body parts, which is very challenging to extract in public 

environments. Combination of frame-based and temporal features based approaches [34], 

[55]–[57] are discussed in which [34] is  tested on artificially occluded persons but still, there 

is room for improving the accuracy. These approaches are not evaluated in real-world public 

environments. Thus there is a need to propose a method to recognize individual human 
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actions in multiple camera public environments where illumination, view variations and 

occlusions are major issues. 

2.2 Human Behaviour/Interaction Recognition 

In previous work, the term behaviour is interpreted as person-to-person interaction [81], 

multiple human/ group interaction [82] and human-to-object interaction [83]. In this thesis, 

the term Behaviour Recognition is used to indicate: person-to-person interactions and 

multiple person interactions. Many approaches have been proposed for human behaviour 

recognition for surveillance purpose. Previously vision based human behaviour recognition 

algorithms are applied on sports videos, smart homes, public place such as shopping malls, 

railway stations and airports etc. 

2.2.1 Trajectory-based features 

Most of the existing work on human behaviour recognition is focused on persons tracking 

and trajectory evaluation.  

Oliver et al. [81] tracked the person’s positions in subsequent frames by using Kalman filter 

and measured position, velocity and orientation for each person. The degree of alignment of 

two persons and the magnitude of their velocities are used as a feature vector. CHMMs are 

used to formulate the interactions between two persons. 

A bottom-up approach for abnormal human behaviour detection is presented by Antonakaki 

[84] under multiple camera environment. Two types of features including trajectory features 

(speed, algebraic mean, mean optical flow and max standard deviation) and motion-based 

features are extracted for abnormal behaviour recognition. The short-term behaviour 

abnormality is recognized using SVM and the trajectories are classified using CHMMs. The 

final decision is made on the basis of the results of both classifiers i.e. the behaviour labelling 

is reflected by short-term behaviour and trajectory information. Experiments are performed in 

lab environment where a single person performs different activities inform of cameras. This 

method is tested only on single person behaviour and interactions between persons are not 

considered. Performance of the proposed method is decreased when tested on CAVIAR 

dataset because this dataset is captured with single camera which does not encode enough 

information for abnormality detection. 

Geometrical and motion visual features are extracted in [85] to analyse single person 

behaviour, person-to-person and multiple person interactions at railway station.  Trajectories 
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are extracted by using a S-T MRF model and state transition information is created from 

geometrical and motion (location, pose and attributes) features. Experiments are performed 

on videos captured in railway station. The problem with this approach is that parameters for 

feature extraction are set beforehand that is not applicable to real scenarios. Furthermore, contextual 

information is necessary to differentiate between normal and abnormal behaviours.  

Suk et al. [10] analysed interactions between two persons (person-to-person) on the basis of 

walking trajectories of  persons. A feature vector comprised initial positions, moving 

directions and distance between both persons. They divided an interaction into small units 

called sub-interactions. The Dynamic Probabilistic Models (DPMs) are utilized for modelling 

of sub-interactions and a complete interaction is represented with the network of DPMs 

(NDPMs). Experiments are performed on four different datasets. The problem with this 

method is that it can only recognize the predefined interactions and NDPMs require prior 

knowledge about the structure of interaction. 

Calderara et al. [86] detected anomalies in people’s trajectories under single and multiple 

camera views by representing trajectories in space as a sequence of transitions among nodes 

on graph. On a graph, the shared distinct trajectories represent simply a small subspace of all 

possible trajectories. This small subspace is categorized by dominant connected components 

of graph. The graph is then projected on low frequency eigenvectors and anomaly detection is 

performed using divergence measure which is defined by canonical angle among subspaces. 

Experiments are done on trajectory data captured with two cameras in university campus. 

Chen and Aghajan [82] presented a method to fuse information from multiple cameras for 

social behaviour analysis in work environment. They focused on localizing human, 

estimation of head pose and interaction detection. In this method, only the head is tracked 

instead of full body tracking. Feature vector includes relative distance between people and 

their relative head angle. The classification of social interactions is performed using SVM 

classifier under all camera views separately. Fusion is done at interaction decision level by 

considering the estimations of all cameras and their relevant confidence score.  Experiments 

are executed on multi-view dataset recorded in an office environment with 0.79 precision. 

The fusion method has achieved comparable performance though it requires very little 

information to be shared among all camera views. The role of an individual person is not 

considered while analysing the interactions. Accuracy can be improved by considering an 

individual person’s actions. 
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Trajectory data is also used for detecting group interactions by Chen and Cavallaro [87]. 

They extracted the trajectories from sampled frames and trajectory at a specific frame is 

denoted by the availability of trajectory, its position and velocity. Each object in the scene is 

modelled as a moving agent and group interactions as collective interests between objects. 

Temporal association problem is solved by tracking the group interactions over consecutive 

video frames. The mutual influence between interacting objects is modelled by defining 

motion direction aware interest map. Experiments are performed on JAIST dataset and 

APIDIS basketball dataset and group interactions are detected with 80% accuracy in both 

datasets. 

Lin et al. [35] proposed network transmission based algorithm for detection of abnormal 

human activities group behaviours. They divided the scene into patches and movement of an 

individual from one patch to any other patch is modelled as package transmission process in 

network.  Abnormal trajectories are detected by calculating network transmission energies 

consumed to transmit a package.  

Recently, Ouyed and Said Allili [88] represented interaction with features extracted from the 

motion of human body joints. To get the trajectories of all joints, each joint is tracked over 

video frames. For each trajectory, a group of features is defined and the interaction is 

represented by concatenating the group features. Group feature weighting is incorporated in 

kernel logistic regression for interaction classification. Experiments are performed on UT-

interaction dataset with 95% average accuracy. Accuracy is reduced when applied on UT-

interaction Set II that has slightly moving background. This method may fail in occluded 

environments with an increased number of persons. 

Shape context and trajectories are also used for the recognition of collective activities in a 

frame by considering pose and individual actions of each person in a single camera view 

[89]–[91]. Poses of individual persons and atomic actions [91] are incorporated for 

interaction recognition and further this information is used for group activities recognition.  

The trajectory-based features for human behaviour recognition are very common. The 

accuracy of behaviour recognition methods depends upon the information extracted from 

trajectory data. Individual person’s activities must be monitored to deal with person-to-person 

or group interactions.  
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2.2.2 Body motion and part-based motion features 

Full body motion and part-based motion descriptors are extracted around spatio-temporal 

interest points and used for behaviour recognition.   

Kong and Fu [92] recognized close interactions by extracting motion descriptors from 

interactive regions. Spatio-temporal interest points are detected and motion around interest 

points is described by utilizing Gradient descriptors. Human bounding box is split into non-

overlapping spatio-temporal patches and histogram of video words is used as patch 

descriptor.  A patch-aware latent SVM is proposed to formulize the interactions between 

close persons. Experiments are performed on BIT interaction and UT-interaction datasets 

which are single view datasets with an accuracy of 85.38% and 93.33% respectively. The 

proposed method is also tested to recognize individual actions. Problem with this method is 

that the proposed features are not able to discriminate the occluded interactions and the 

visually similar interactions are also misclassified. 

Ji et al. [20] represented the interaction with local and global characteristics. Local 

characteristics are represented with improved BoW descriptor of STIPs and global 

characteristics with HOG descriptor. A frame-by-frame NN classifier is applied on both 

descriptors separately and voting histograms are obtained. The final recognition result is 

attained by applying weighted fusion on voting histograms of both descriptors. Experiments 

are performed on UT-interaction dataset with average accuracy of 83.3%.  This method is 

simple to recognize interactions but it is not tested on multiple views with varying 

illuminations and occlusions.  

Ahmed and Yousaf [93] proposed to recognize human interaction in challenging partially 

occluded and noisy environments. MHIs are extracted from input sequences and then HOG 

and histogram of oriented energy (HOE) features are extracted from MHI templates. 

Codebook is then constructed from extracted features and linear boosting SVM is applied for 

classification. Experiments are performed on UT-Interaction and YouTube datasets with 93% 

and 91.6% accuracy respectively. 

Motiian et al. [21] proposed a real time system for the analysis of human behaviour. Motion 

(HOOF and motion histogram of each individual), proximity (by computing distance between 

people trajectories) and audio features (mel frequency cepstral coefficients) are combined to 

form person-to-person interaction trajectories. The temporal sequence is modelled by using a 

kernel-state space (KSS) model and pairwise kernels with special symmetry are designed. 
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They validated their approach on four publically available datasets: UT-Interaction dataset, 

TV Human Interaction dataset, BIT-Interaction dataset, SBU Kinect-Interaction dataset, and 

two self-created datasets: HAUS-PI (single camera) and MVHAUS-PI (multi-view) datasets. 

This method is tested only on two person’s scenarios and the multiple view dataset is 

captured in a controlled indoor environment. 

Murthy et al. [17]  investigated the effect of  fusing (early fusion) human body parts based 

representation with local information (Harris 3D points) and also with densely sampled 

trajectories for human behaviour recognition. BoW and SVM based approach is used for 

classification of fused features. Separate classifiers are also learnt on each type of descriptor 

and late fusion is performed on classifier scores. Experiments are performed on UCF50 and 

HMDB51 datasets and the best results are attained upon fusing trajectory representation with 

part-based representation. 

Later Huynh-The et al. [36] recognized person-to-person interactions by extracting features 

from human pose estimation. Spatio-temporal relation features are extracted from the 

articulated pose coordinates, which consists of intra and inter-person features extracted from 

distance and angle of joints.  A codebook is constructed from the joint coordinates of human 

body and the correlation between codewords is described using topic modelling. Multi class 

SVM is used to classify the interactive activity. Experiments are performed on BIT-

Interaction and UT-Interaction datasets. They studied the effect of different features on 

recognition accuracy and reported that merging joint distance and angle features acquire the 

best accuracy of 91% when compared with other features.  

Problem with the part-based features is that enough information cannot be extracted for 

behaviour recognition if the persons are occluded with other persons or objects. 

2.2.3 Audio-visual features 

Some researchers used audio features along with visual inputs to overcome the limitations of 

descriptors under multiple camera environments. A combination of audio and visual features 

is used by Brdiczka et al. [94] for human behaviour detection in smart homes. Taj and 

Cavallaro [19] estimated object movement in scenes that are not covered by camera field of 

view by taking input from microphones. Trajectories are estimated by using audio and visual 

features. Following features are extracted to recognize the interaction between two people: 

relative direction, relative distance and its derivative and magnitude of velocity of each 

person.  
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Though audio visual features proved to be the promising descriptors for interaction 

recognition, these features are not suitable in noisy environments. 

2.2.4 Contextual features 

Contextual information is modelled by many researchers for human behaviour recognition 

[22], [89], [95]. Contextual information of nearby persons is analysed to recognize collective 

activities, like standing in queue, talking etc.  

Choi et al. [89] proposed a new  spatio-temporal local (STL) descriptor to capture the spatio-

temporal dissemination of nearby persons . The STL descriptor is centred on focal person and 

histogram of nearby persons, their pose and movement is computed. Since there are many 

persons in a scene, a collection of STL descriptors is gathered in each frame. Collective 

activities are classified by using SVM classifier. 

Lan et al. [22]  also extracted contextual information and proposed action context (AC) 

descriptor which is the concatenation of focal person action descriptor and nearby person 

action descriptor. Contextual group activities are recognized by exploring the contextual 

information in terms of latent variables. The proposed latent structure is capable to jointly 

model group activities and individual person actions. Experiments are performed on 

collective activity dataset and nursing home dataset. 

 Zhu et al. [95] exploited contextual information for detection of abnormal activities. The 

activities inside a spatio-temporal threshold are grouped together and considered as 

associated with each other. Related activities are jointly modelled by extracting the motion 

and context features. Following descriptors are extracted: intra activity motion and context 

feature, inter activity context feature, spatial context and temporal context. SVM classifier is 

trained on motion and context descriptors for activity recognition and anomaly detection. 

Results published on above mentioned approaches demonstrated that combining features with 

contextual information can provide a significant improvement in collective behaviour 

recognition accuracy.  
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Table 2.3 Characteristics of human behaviour recognition techniques   

Ref Features Classification Comment 

[81] Derivative of 

relative distances, 

magnitude of 

velocities 

CHMM  Small unit interactions are recognized by 

dividing interactions into sub-interaction 

patterns.  

 HMMs and CHMMs are compared and CHMMs 

found to be more superior than HMMs. 

[82] Distance between 

people and their 

relative head poses 

SVM  Multi-view social interactions are recognized in 

office environment. 

 Individual person’s role is not considered. 

[19] Relative distance, 

relative direction, 

and velocity 

CHMM-

MAP 

 Small unit interactions are recognized from 

people’s trajectories 

 Audio and visual features are used for trajectory 

estimation. 

 Tested on sports dataset 

[20] BoW descriptor of 

STIPs and HOG 

NN classifier  Efficient in recognition interactions 

 Not tested on multiple view having  occlusions 

and varying illumination 

[21] Motion, proximity 

and audio  

KSS model  Tested on single and multi-view datasets 

 Not tested for occlusions 

 Multi-view dataset is captured in indoor 

environment. 

[85] Pose, positioning 

and multiple object 

interaction feature 

STI  Single pedestrian and interaction between 

pedestrians is analysed 

 Parameters for feature extraction are set 

beforehand that is not applicable to real 

scenarios. 

[10] Distance, angle 

and motion 

direction 

Network of 

Dynamic 

probabilistic 

models 

 Five simple interactions are recognized by 

dividing interactions into sub-interactions. 

 Need more training to evaluate in real scenarios 

 NDPM involves a prior knowledge about the 

structure of interactions 

[86] Trajectories are Laplacian  Single view and multi-view 
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represented with 

graphs 

filtering of 

Graph 

 Detects anomalies in people’s trajectories 

 

[35] DT energy values SVM  Single view 

 Performs online detections. 

 Cannot differentiate normal activity pattern once 

the abnormal activity is detected.  

[92] Gradient features  Latent SVM  Single view 

 Unable to handle occlusions 

 Visually similar interactions are misclassified. 

[36] Distance and angle 

extracted from 

joints 

SVM  Single view 

 Unable to extract joint features when the person 

is fully occluded. 

[94] Sound, posture, 

speed and distance 

SVM  Single view. 

 Difficulty in identifying focus of attention for 

each person. 

[89] STL descriptor Markov 

Chain Model 

 Collective activity in single view. 

 Robust to view point, illumination variations and 

cluttered background 

[95] Motion and 

context features 

SFG+Context 

model 

 Spatio-temporal relationships within and across 

the activities are captured successfully. 

 Unable to recognize multiple activities in a 

frame 

[93] HOG, HOE SVM with 

linear 

boosting 

 Background noise is successfully reduced using 

MHI tempaletes 

 Punch and push actions are highly misclassified 

due to inter class resemblance. 

[91] Randomized 

Spatio-temporal 

volume 

SVM  Collective activities are recognized in single 

view 

 HOG is used for individual action recognition 

 Occlusion handling is not performed explicitly 
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Table 2.4 Description of datasets used in human behaviour recognition 

Dataset Description 

APIDIS basketball [96] Basketball dataset recorded with 7 cameras 

around and top of a basketball court. 

BIT interaction [97] Single camera view dataset comprises of 50 

videos of each interaction class. Total eight 

interaction classes are recorded with large 

variations of background, viewpoints, 

illumination conditions and scale and 

appearance. 

CAVIAR [98] Single camera view dataset recorded in a 

public place with 6 different scenarios: 

window shopping, meeting with others, 

fighting, entering shops, exiting shops etc. 

Collective activity [89] Single camera view dataset comprises 44 

short videos of 5 distinct collective activities: 

queueing, talking, walking, crossing, waiting 

recorded to analyse collective behaviour of 

persons. 

HMDB51 [99] Single camera view dataset created by 

collecting movies clips from Youtube and 

Google videos. This dataset comprises 51 

different action types with each types 

containing 101 clips. 

JAIST [100] Multiple camera view dataset captured with 8 

cameras in a lab environment. 8 distinct types 

of actions are recorded by single person. It 

also contains actions performed by multiple 

persons in a group. 

MVHAUS-PI (multi-view) [21] Multiple camera view dataset captured in an 

indoor environment. It comprises the 
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Previous work on interaction recognition revealed that the trajectory-based features have 

proved to achieve performance gains but these methods have ignored the role of individual 

person during interaction recognition. Individual person action recognition is significant for 

recognition of small unit sub interactions. Individual actions, poses and interactions are 

exploited for collective activity recognition in [22], [89], [91]. These approaches seem to be 

efficient for collective activity recognition but still, these techniques are not tested on 

multiple views and occlusions. Literature revealed that not much work is done on the 

recognition of person-to-person small unit interactions. Previously, experiments have been 

performed on single view datasets and less attention is given to sub interactions in multiple 

camera scenarios. 

2.3 Human Behaviour/Interaction Anticipation 

Human behaviour anticipation has gain importance in the last few years due to the growing 

demand for automated surveillance systems in smart homes, public areas and human- 

computer interaction etc. The field of human behaviour recognition is now gradually moving 

sequences of 16 interaction classes between 

two persons 

Multiple Camera Offcie Environment   

Nursing Home Dataset [22] Single camera view dataset recorded with a 

fish eye camera in a nursing home dining 

room. It include actions like walking, sitting, 

standing and bending. 

SBU Kinect-Interaction dataset [101] Single camera view dataset comprising 8 

interaction classes recorded by 7 actors. 

Depth images and coordinates of joints are 

also provided in this dataset. 

TV human interaction dataset [102] Single camera view dataset collected from 20 

distinct tv shows and comprises 4 types of 

interactions. 

UT-Interaction [27] Single camera view dataset comprising 

videos of 6 interaction classes containing 

cluttered background and multiple persons. 
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towards the anticipation of single person and multiple person behaviours [3]. This section 

presents mainly used feature representation and classification methods for the anticipation of 

human activities and interactions. 

2.3.1 Handcrafted Features 

STIPs, HOGs, HOFs are some common handcrafted features used for human behaviour 

anticipation.  

Ryoo [3] extracted 3D spatio-temporal local features and represented with visual words. 

Activity prediction problem is formulated probabilistically and activity is represented with an 

integral histogram of spatio-temporal features. Two extensions of BoVW model are 

proposed: Integral BoVW and Dynamic BoVW for dynamically encoding the ongoing human 

activities. Experiments are performed on UT-Interaction dataset and 70% accuracy is 

achieved with Dynamic BoVW and 65.0% with Integral BoVW. 

Sun et al. [24] used body parts movements to represent ongoing human activities. They 

extracted dense STIPs as low level features and scale adaptive mean shift method is used to 

locate sparse grouplets. A recurrent self-organizing map trajectory (RSOM) is proposed 

where STIPs are mapped on RSOM network. Human activities are represented by using 

extracted RSOM trajectory. Prediction is performed by combining DTW distance and edit 

distance i.e. DTW-E to measure the difference between RSOM trajectories. Experiments are 

performed on Rochester dataset, UT-Interaction dataset and DARPA dataset. This method 

achieved highest accuracy of 100% on UT-Interaction dataset. However, the accuracy is 

decreased when tested on a cluttered background. 

Wang et al [31] proposed human activity prediction method. They firstly divide activity video 

into short segments and each segment is represented with HOG and HOF which are extracted 

around local spatio-temporal interest points. These features are then represented in BoW 

model. To compare the segments of different lengths, a temporally weighted generalized time 

wrapping (TGTW) algorithm is proposed to perform time series alignment of activity 

segments. After obtaining the alignment similarities, k-nearest neighbour (KNN) is used to 

predict activity class. Experiments are performed on UT-Interaction dataset, DARPA-Y1 

dataset and UCF support dataset. 

Barnachon [32] introduced histogram based representation of 3D motion capture data for 

ongoing action recognition. An extension of classical to integral histograms is presented to 
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control the lack of temporal information. The comparison of histograms is performed by 

using Bhattacharya distance. This method is tested on datasets where a single person is 

performing different actions in front of the camera. 

Existing approaches on interaction anticipation mainly used spatio-temporal features and 

motion features. These handcrafted features lose global structure in the data hence these 

methods alone are not able to capture significant motion information for interaction 

anticipation [103]. 

2.3.2 Deep Feature Representation 

STIPs, HOGs, Optical flow, Trajectory features etc. are the handcrafted feature 

representations, which have their own limitations. Deep learning approaches are now 

commonly employed in different classification and prediction tasks [104], [105]. 

Combination of deep and handcrafted features is used by Majtner et al. [106] for skin lesion 

classification and Wu et al. [104] for person re-identification.  

Chen et al. [107] used unsupervised feature learning approach and proposed space-time deep 

belief network (DBN) for single person action recognition. It builds invariant features from 

spatio-temporal data by convolving restricted boltzmann machines (RBMs) together with 

spatial and temporal pooling layer.  

Choi et al. [25] used multiple RBMs for unsupervised feature extraction to predict human 

behaviours in smart homes. They have proposed two prediction algorithms, DBN-R and 

DBN-ANN, and compared the results with DBN-SVM. Experiments are performed on MIT 

home dataset for prediction of activities in smart homes. 

Ke et al. [23] presented an human interaction prediction method by considering temporal 

information. Optical flow is extracted from the input video frames. They presented low level 

optical flow coding images to the Deep Convolutional Network for deep temporal feature 

extraction. The deep features extracted from each frame are concatenated using temporal 

convolution. A Softmax activation function is applied to classify interactions from partially 

observed videos. Experiments are performed on UT-interaction and TV Human Interaction 

datasets with average an accuracy of 88.3% and 69% respectively. 

Dutta and Zielinska [108] presented a probabilistic method by considering object affordance 

for human-object interaction prediction. Features are extracted at three levels: low level 



Chapter 2    Literature Review 

(HOG, dense trajectory), mid level (onset, actionlet and poselet) and high level (CNN). The 

extracted features are then passed to probabilistic model for prediction of actions. 

Experiments are performed on WUT-ZTMiR and CAD-60 datasets. 

 Deep learning features proved to be more reliable in behaviour prediction tasks. Deep 

features are extracted on multiple layers, hence able to extract more dense information from 

input images.  

Table 2.5: Characteristics of Human Behaviour Anticipation methods 

Ref. Features Classification Comments 

[3] Integral histogram of 

space time features 

Dynamic bag of 

words 

 Single view  

 Handcrafted features 

 Tested in controlled environment 

[24] Sparse grouplets to 

represent movement of 

body parts 

DTW-E  Single view with one person 

 High accuracy when compared 

with simple BoW method 

 Handcrafted features 

 Unable to detect interest points if 

body parts are occluded  

[31] Space time features KNN  Single view 

 TGTW is proposed for time series 

alignment 

 Tested on single person activities 

and interactions 

 Handcrafted features 

 

[32] MoCap data DTW  Single view 

 Actions are represented with 

histogram of motion capture data 

 Applicable on single person 

actions 

[109] Trajectory features Hidden variable 

MDP 

 The interplay between features 

and environment is focused 

[110] ADV Various classifiers 

i.e. SOM, SSOM, 

SGAS 

 Need to generalize the model 
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Literature review of previous approaches for interaction anticipation reveals that there is very 

little work done on interaction anticipation. Space-time features and temporal features are 

commonly used handcrafted features for anticipation. In recent years, deep learning modules 

are also used for feature extraction and also for the anticipation. UT-Interaction is the popular 

single view dataset is being used for interaction recognition and anticipation.  Multiple 

[25] Automatic feature 

extraction using DBN-R 

DBN-R  Behaviour prediction in smart 

homes 

 Prediction is based on learning 

human intentions 

 It should be extended to use more 

realistic data 

[111] Local spatio-temporal 

features  

CSR  Performance is improved as 

compared to [3]. 

 Handcrafted features 

[112] Features automatically 

learning with deep 

learning model 

Deep Network  Model contains feature layer and 

action response layer 

 Designed for human players 

 Can be extended beyond two 

players 

[23] Used pre-trained CNN to 

extract features from 

Flow coding images 

Softmax  Deep temporal architecture is 

presented by learning features 

from flow coding images 

 Original RGB images can provide 

a useful information for 

interaction observation 

[108] HOG, dense trajectory, 

onset, actionlet, poselet, 

CNN features 

Probabilistic model  Human-object interaction is 

predicted considering object 

affordance 

 RGB depth data set is used for 

experiments 

 Distance and angular preferences 

are used to find object affordance 

 Feature extraction is relatively 

complex. 
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camera views can be used to improve the performance of interaction anticipation. To the best 

of our knowledge, interaction anticipation in multiple camera scenarios is not explored in 

previous studies. 

Table 2.6 Description of dataset used in human actions/interaction prediction 

Dataset Description 

DARPA Y1 [113] Single camera view dataset comprising 

videos of 7 interaction classes with variation 

in actor size, illumination and background. 

MIT home dataset [114] This dataset is recorded from two 

appartments for two weeks. Total 164 

sensors were placed in both appartments. 

These sensors were placed on different 

objects like refrigrators, drawers, switches 

etc. 

UCF sports dataset [115] This dataset contains set of sports actions 

collected from various sports shows. 

 

2.4 Research Limitations 

In this chapter, the existing techniques for individual human action recognition, human 

behaviour/interaction recognition and human interaction anticipation are discussed. Existing 

methods have shown promising results in various activity recognition and anticipation tasks. 

However, there are several open issues and problems that need to be solved.  

Existing methods for the recognition of single person actions work in controlled 

environments with only one person present in the video and static background [34], [46], 

[55]–[57], [59]. Some methods are robust to handle partial occlusions and some are robust in 

handling illumination variations. Hence those systems are not handling partial occlusions and 

illumination variations in multiple camera environments at the same time in real-world 

videos.  

Existing research is mainly focused on collective behaviour of multiple persons under single 

camera [22], [87], [89], [90], [116]. There is a need to analyse small unit person-to-person 

interactions in public environments to fulfil the requirements of automatic video analysis 

applications. Social interactions analysis becomes challenging if the persons are occluded. 
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The anticipation of high-level person-to-person interactions is necessary for many 

surveillance applications. Anticipation is concerned with future certainty of ongoing human 

behaviours. To the best of our knowledge, human behaviour anticipation under multiple 

camera environments has not addressed yet. Interaction anticipation in multiple camera view 

outdoor scenarios is a challenging problem due to the presence of illumination variations, 

partial occlusions and cluttered background. 

The focus of this research is to improve recognition and anticipation accuracy in multiple 

camera view scenarios in indoor and outdoor environments.  

2.5 Problem Formulation 

Let 𝐶 = {𝐶1 …𝐶𝑀} be the set of 𝑀 cameras and 𝑉 = {𝑉1,𝑁} be a video sequence of length  𝑁 

frames. We denote the set of persons as 𝑃 = {𝑃𝑖
𝑘 : 𝑖 = 1…𝑚}  where 𝑚 is the number of 

persons detected in a frame 𝑘, 𝑃𝑖
𝑘 is the 𝑖𝑡ℎ person or individual in 𝑘𝑡ℎ frame. Let 𝑇 =

{𝑇𝑡
𝑚: 𝑡 = 1…𝐿}  be the set of the trajectories of 𝑚 persons with a length of  𝐿. Ideally, 𝑁 =

𝐿 only if the same person is seen in all frames of the video 𝑉. After extracting this 

information, the objective is to recognize 𝑃𝑖
𝑘 → 𝑃𝑗

𝑘 in  𝑉 where the symbol → represents 

interaction (person-to-person) between person 𝑖 and person 𝑗. This problem is broken into 

two steps.  

1.  Let the function for feature extraction of individual persons be denoted by ψ and 

defined as{𝑂𝑖
𝑘}𝑖=1

𝑚 = ψ{𝑝𝑖
𝑘}𝑖=1

𝑚 . Here, ψ represents two feature extraction function i.e. HOG 

and MDCLBP and 𝑂 is the extracted feature vector. For the recognition of individual actions 

in a frame, a classification function 𝑔(.) is applied on extracted features as  𝑔: {𝑂𝑖
𝑘}𝑖=1

𝑚 →

{𝑙𝑖
𝑘}𝑖=1

𝑚  which returns the discrete values {𝑙𝑖
𝑘}𝑖=1

𝑚 , consists of individual action labels 

predicted by 𝑔(. ). Fusion is applied on classification results of all cameras to get the final 

decision. 

2. To recognize person-to-person interaction i.e. 𝑃𝑖
𝑘 → 𝑃𝑗

𝑘, predicted action labels and 

the trajectory features of both persons are considered. If  𝑃𝑗
𝑘 be the 𝑗𝑡ℎ person detected 

nearest to 𝑃𝑖
𝑘 where1 ≤ 𝑗 ≤ 𝑚, we have incorporated {𝑙𝑖

𝑘}𝑖=1
𝑚  as contextual information with 

trajectory features; the final feature vector is represented by 𝐹𝐼𝑖𝑗
𝑘 .  
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Let Ω be the feature extraction function for human behaviour anticipation and 𝑅𝑂𝐼𝑖𝑗
𝑘  be the 

region of interest (ROI) detected by drawing bounding box around both persons. Ω is defined 

as 𝐹𝐴𝑖𝑗
𝑘 = Ω(𝑅𝑂𝐼𝑖𝑗

𝑘).  Here  𝐹𝐴𝑖𝑗
𝑘  is feature vector extracted from  𝑅𝑂𝐼𝑖𝑗

𝑘  for anticipation. 

 

2.6 Summary 

In this chapter, an overview of previous work in the area of individual human action 

recognition, human behaviour recognition and human behaviour anticipation is discussed. 

Extensive literature is available on individual human action recognition from videos having 

single view and single actor; very little attention is given to public places where occlusions 

and illuminations are very common. Single person action recognition approaches are mainly 

validated on simple datasets with acceptable accuracy. The large quantity of dataset having 

single person actions is also widely available. The individual action recognition problem 

becomes more complex in outdoor public places. Recognition of small unit interactions 

between people in public scenarios is very important in automatic human behaviour analysis. 

Much work has been done on interaction recognition but there is still room for improvement. 

Unlike individual action recognition and interaction recognition, human interaction 

anticipation is also essential for surveillance applications.  
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Input Video Frames Input Video Frames 

Chapter 3 

Human Action Recognition in Multiple Camera Environments using HOG-

MDCLBP as a New Descriptor 

3.1 Introduction  

Recognising single person actions in multiple camera environments has always been a 

challenging task due to certain obscurities i.e. pose and illumination variations and 

occlusions. In particular, the presence of occlusions in a frame increases uncertainties in 

understanding the actions of a single person. Many action recognition techniques have been 

proposed, some of which extracted HOGs and combined it with other features to achieve 

good accuracy. Literature in Chapter 2 revealed that HOGs alone cannot handle the 

challenges of outdoor multiple camera scenarios.  

  

        ................ 

  

  

 

 

 

 

 

 

Figure 3.1: A Block diagram illustrating individual person action recognition approach. 

 

In this chapter, a vision based technique has been proposed for human action recognition in 

multiple camera environments. The process of action recognition is depicted in Figure 

3.1.This is a crossbreed approach that takes advantage of two types of appearance features, 
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HOG and MDCLBP. HOG provides the information about the appearance of gradient 

distributions in a local patch.  In addition, the MDCLBP numerates the arrangements of 

intensities in a frame to extract local texture features. HOG and MDCLBP features have been 

synthesized to represent an individual person’s actions. Training of the extracted feature is 

performed using SVM classifier and then experiments are performed on multi-view dataset 

and compared presented approach with some state-of-the-art approaches. 

This chapter is organized as follows: Section 3.2 discusses the motivation of developing 

HOG-MDCLBP descriptor. In Section 3.3, feature extraction method for individual action 

recognition is described. Section 3.4 is about experimental setup and results. 

3.2 Motivation  

This chapter presents the feature extraction method for individual human action recognition. 

It is proposed to represent an action with the combination of gradient and texture features. 

MDCLBP is the proposed technique for texture feature extraction that is the variation of  

compound local binary pattern (CLBP) [117] technique. CLBP uses average value in a small 

window as a threshold. The average value thresholding discards several important pixels 

information. Median value on the other hand has been proved to show very good 

discriminatory properties [118]. This thesis proposed to use median value within  3 × 3 

window as threshold assuming that median value is not as much affected by noise and 

variations. Local texture information extracted using the median value threshold has 

eliminated the effects of partial occlusions. HOG on the other hand provides illumination 

invariant representation. When MDCLBP is combined with HOG, it resolved the issues of 

partial occlusions and illumination variations occur due to the multiple person interactions 

and multiple camera views.  

3.3 Feature Extraction for Individual Human Action Recognition 

This section describes the action representation method for individual human action 

recognition.  Action is represented by combining two types of representations to achieve 

robust results.  

3.3.1 Histogram of Oriented Gradient (HOG) 

HOG is an appearance based feature descriptor that extracts the distribution of gradient 

directions. It was proposed by Dalal and Triggs [54] for human detection. HOG has been 

shown to be rather efficacious for human detection. Later, HOG along with other descriptors 



Chapter 3      Human Action Recognition using HOG-MDCLBP 

 

has been used for action recognition by many researchers [23] – [25]. Given a person’s 

detected window, HOGs are extracted given as: 

ℎ𝑖
𝑘 = 𝐻𝑂𝐺(𝑃𝑖

𝑘)                   (3.1) 

Here 𝐻𝑂𝐺(. ) is the HOG feature extraction function. After extracting HOG descriptors from 

a detected person window 𝑃𝑖
𝑘 , Histogram of HOG feature descriptors  �̂�𝑖

𝑘 is computed. The 

steps to compute HOG feature descriptors are as follows: 

1. Gradient image calculation 

Horizontal and vertical gradients of a detected person’s window are computed by convolving 

  𝑃𝑖
𝑘  with kernels (Equation 3.2) along horizontal and vertical directions. 

𝑔𝑥 = [−1 0 1]  and  𝑔𝑦 = [
−1
0
1

]                (3.2) 

The horizontal and vertical gradient images are represented by 𝑃𝑥 and 𝑃𝑦  . 

2. Magnitude and Orientation calculation 

The magnitude 𝐺 and the direction 𝜃 of gradient are calculated as: 

   𝐺 = √  𝑔𝑥2 + 𝑔𝑦2                   (3.3) 

                                   𝜃 = tan−1(𝑔𝑥/𝑔𝑦)                (3.4) 

3. Orientation Binning 

Orientation binning is performed by dividing the input image (person’s window) into small 

cells of size (8 × 8) and computing a local 1D histogram of oriented gradients of each cell. 

The 8 × 8 cell contains 192 pixels i.e. 8 × 8 × 3.  Binning is done by using 9 orientation bins 

spaced over [0° − 180°], ignoring gradient sign. The corresponding bin for each pixel under 

8 × 8 region is decided by looking at orientation 𝜃 and vote is selected on the basis of 

magnitude 𝐺.  

4. Block Normalization and final descriptor calculation 

Block normalization is performed in order to make the descriptor independent of global 

illumination variations. Normalization is performed over 16 × 16 region in image to get 
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36 × 1 normalized vector. Same process is repeated for entire image region by choosing a 

block of size 16 × 16 and normalizing that block repeatedly. HOG feature descriptor is 

obtained by combining all normalized vectors. Final feature vector is represented with 

normalized 9-bin histogram as the obtained HOG descriptor size is very large i.e. 1 × 10296 

for the image size of 97 × 219 × 3. Also, the person size in videos captured from different 

views can also vary, so all descriptors are represented with 9-bin histograms i.e.  �̂�𝑖
𝑘.  HOG 

descriptor along with histogram representation is shown in Figure 3.2. 

 

 

 

 

 

 

 

             (a)   (b)    (c) 

 
Figure 3.2: Extraction of HOG descriptors. (a) Original Image. (b) HOG descriptor visualization. (c) 9- bin HOG histogram 

 

The effect of illumination variation on HOG features is shown in Figure 3.3. Global 

illumination change is applied on original image and the histograms of both images are  also 

displayed. The Euclidean distance between original and illumination changed HOG 

histogram is 0.04 which demonstrates that the similarity between both histograms is high 

because the distance is closer to zero. 
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Figure 3.3: Example of illumination variation and its effect on HOG features. (a) Original Image. (b) Image with illumination 
change. (c) Histogram of HOGs of original image. (d) Histogram of HOGs of image after illumination change. The Euclidean 
distance between both histograms is 0.04. 

 

3.3.2 Median Compound Local Binary Pattern (MDCLBP) 

MDCLBP is a texture operator, it is 16 bit encoding scheme which combines MDCLBP1 and 

MDCLBP2 for the extraction of texture features. The MDCLBP is defined as: 

�̂�𝑖
𝑘 = 𝛺(𝑃𝑖

𝑘)                               (3.5)  

MDCLBP is a variation of CLBP that has originally been proposed in [117] as an extension 

of  LBP [119] for rotationally invariant classification of texture. Unlike LBP, that returns 8-

bit output code, MDCLBP operator returns 16-bit code: two bits for each neighbourhood.  As 

in LBP and CLBP, the least significant bit is the sign difference. Moreover, In LBP, the 

central pixel is used as threshold and difference of neighbouring pixels to the central pixels is 

calculated to generate 8-bit code. CLBP utilizes magnitude information as well as sign 

information to generate appropriate binary operator. In the proposed MDCLBP, modification 

is performed on the second bit that is most significant bit. CLBP utilized average value as a 

threshold under 3 × 3 window but we have modified the second bit by selecting median 

value as threshold instead of using average value. Median value is selected as it is less 

affected by outer affects. Moreover, the neighbourhood size is chosen 3 × 3 as in original 

CLBP operator to reduce the number of features [117]. 

To calculate MDCLBP, first of all a 3 × 3 region is selected from 𝑃𝑖
𝑘and to generate 2-bit 

code for each neighbouring value sign difference and median value are used. The central 

pixel value from selected region is compared with neighbouring values (as in LBP).  The bit 

is set to 1 if the sign difference is positive. To compute second bit, the difference of median 

value with its 8 neighbouring pixels is calculated and the bit is set to 1 if the value of 

neighbouring pixel is greater than the median value, otherwise 0. Resulting 16 bit code is 

converted into decimal which results into very high value. For this reason, two sub codes are 

generated: MDCLBP1 and MDCLBP2. Same process is repetitively applied on entire image 

by choosing a window of size 3 × 3 at each iteration, resulting in two MDCLBP images. 

Mathematically,  

Let 𝜕1  be the least significant bit and  𝜕2  be the most significant bit, computed by applying 

the MDCLBP operator.  
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8- bit MDCLBP1           

11111011 

8- bit MDCLBP2 

10110011 

(179)10 (251)10 

For 𝜕1 

𝜕1(𝑥𝑐, 𝑦𝑐) = ∑ 𝑠(𝑛𝑏 − 𝑛𝑐)2
𝑐7

𝑐=0                 (3.6) 

𝑠(𝑋) = {
1   𝑋 ≥ 0
0   𝑋 < 0

  ,                (3.7) 

Here, 𝑛𝑏 is the value of neighbouring pixel and 𝑛𝑐 is the intensity value of centre 

pixel (𝑥𝑐, 𝑦𝑐) and 𝑐 is the number of neighbours around (𝑥𝑐, 𝑦𝑐). 

For 𝜕2, firstly, the median value is calculated from selected 3𝑥3 window and denoted as �̃�, 

then 𝜕2 is calculate as follows: 

      𝜕2(𝑥𝑐, 𝑦𝑐) = ∑ 𝑠(𝑛𝑏 − �̃�)2𝑐7
𝑐=0                  (3.8) 

Here, �̃� is median value calculated from 3 × 3 region and selected as threshold. The most 

significant bits code 𝜕2 is generated by comparing threshold value with its associative 

neighbouring pixel values. The rule is same as used to calculate 𝜕1, i.e.  If �̃� is less than 

neighbouring value it attains 1 otherwise 0. This process is applied on entire image and the 

resulting 𝜕1 and 𝜕2  values are combined to create 16 bit code. Figure 3.4 shows the 

illustration of MDCLBP computation process; 142 is the centre pixel value to compute least 

significant bit and 165 is the median value to compute most significant bit. 

 

  

     Original Image        16-bit MDCLBP code 

  

 

 

Figure 3.4: Formation of MDCLBP descriptor 

A 16-bit MDCLBP code is computed by using Equations (3.6), (3.7) and (3.8); the code 

generated at middle pixel is discarded to keep the resulting values in the range i.e. 0-255. The 

8-bit MDCLBP1 is obtained by combining neighbours at north, east, west and south 

positions. The other 8-bit MDCLBP2 is obtained by combining the neighbours at diagonal 

positions of the centre pixel. Each of the MDCLBP codes is represented by a normalized 256-

144 197 235 

169          142 179 

165 154 133 

10 11 11 

11  11 

11 10 00 

 

1011111100101111 

 MDCLBP 

Operator 

 

01 11 11 

11  11 

11 11 10 

 MDCLBP 

operator 



Chapter 3      Human Action Recognition using HOG-MDCLBP 

 

bin histogram and finally, the histograms are concatenated to get final texture feature 

descriptor �̂�𝑖
𝑘of size 1x512. The illustration of MDCLBP is depicted in Figure 3.5. 

 

 

 

 

 

 

        (a)         (b)            (c)       (d) 

Figure 3.5: Illustration of MDCLBP descriptor. (a) Original Image. (b) MDCLBP1. (c) MDCLBP2. (d) Normalized histograms of 
MDCLBP1 and MDCLBP2 

 

HOG descriptor �̂�𝑖
𝑘(1x9) and MDCLBP descriptor �̂�𝑖

𝑘(1x512) are normalized separately and 

then concatenated using Equation (3.9) for getting a feature descriptor robust to partial 

occlusions and illumination variations.  

𝑂𝑖
𝑘 = [�̂�𝑖

𝑘, �̂�𝑖
𝑘]                    (3.9) 

Here, 𝑂𝑖
𝑘 is the final feature descriptor of size 1 × 521 for individual action recognition. 

The effect of partial occlusion on MDCLBP is presented in Figure 3.6; Euclidean distance 

between both histograms is 0.2 which shows that MDCLBP histogram is not much affected 

by partial occlusion.  

3.4 Recognition of Individual Human Actions 

After feature extraction, supervised learning is performed and the classifier is trained on 

extracted HOG-MDCLBP features for individual human action recognition. Separate 

classifiers are trained on each camera view and then the results of all classifiers are fused to 

get the final action decision. 
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Figure 3.6: Effect of partial occlusion on MDCLBP features. The Euclidean distance between (b) and (d) is 0.2. 

 

3.4.1 Support Vector Machines (SVMs) 

SVMs were originally designed for binary classification with maximised margin criterion 

(MMC)[120]. Nevertheless, multiclass action recognition is required in real-world 

applications to recognize a variety of actions. The multi-class classification has been 

performed by using two common methods: one-against-one [121] and one-against-all [122]. 

It is proved by Zhang et al. [121] that both methods generate almost the same results. The 

one-against-one method is used in this thesis to perform multi-class classification using radial 

basis function (RBF) kernel with parameters c=1 and gamma=0.7.   

If {𝑌𝑖
𝑘}𝑖=1

𝑚  be the vector containing labels assigned to each instance, the SVM decision 

function can be written as follows: 

𝑚𝑖𝑛
1

2
‖𝑤‖2 + ¢∑ 𝜉𝑖  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑌𝑖

𝑚
𝑖=1 (�⃗⃗� . 𝐾(𝑜𝑖) + 𝑏) ≥ 1 − 𝜉𝑖          (3.10) 

(a) (b) 

(c) (d) 
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Here, {(𝑜𝑖, 𝑌𝑖)|𝑜𝑖 ∈ 𝑂𝑖
𝑘, 𝑌𝑖 ∈ {1,2, …𝒞}}

𝑖=1

𝑚

.  

Where ¢ is the regularization parameter, 𝐾 is the kernel function, 𝒞 is the total number of 

action classes and 𝑚 is the number of persons in a frame  𝑘.  A multiclass SVM is trained by 

using RBF kernel and validation is performed using a 10-fold cross validation scheme. As we 

need to recognize actions at each frame, each of the individual frames is utilized in learning 

and testing process. 

RBF kernel and its parameters are selected after performing classification with different 

kernels by varying regularization parameter ¢  and the value of gamma in kernel functions. 

The best results are achieved using Radia basis function (RBF) with gamma=0.7 and ¢=1.  

3.4.2 Decision Fusion 

The two commonly known fusion methods to associate the estimations from multiple camera 

views include early fusion and late fusion, which are also called feature level fusion and 

decision level fusion respectively.  In early fusion method, features are extracted under each 

camera view and combined with different methods to get the valuable features among all 

[123].  In late fusion, the classification is performed directly on extracted features under each 

camera view and the scores of classifiers are fused to get final decision [124].  Late fusion is 

performed in this research because in early fusion each camera shares huge amount of 

information, however, only the decisions of classifiers are shared in decision level fusion 

approach. Different methods of late fusion are available in literature [123], we have chosen 

majority voting; the action class that receives highest number of scores is considered as final 

action. The reason to chose majority voting is that in simple majority voting each classifier’s 

output is independent of other classifers. The actors in dataset are free to choose any direction 

to perform actions, so we are unable to weight a classifier under a specific camera view in 

advance.  

3.5 Experiments 

3.5.1 Experimental Setup 

In this section, performance of the proposed method for individual human action recognition 

is evaluated. The effectiveness of the proposed HOG-MDCLBP descriptor is assessed on two 

datasets and compared with some state-of-the-art approaches.  
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3.5.2 Datasets 

The effectiveness of the proposed approach is evaluated on multi-view datasets for single 

human action recognition. The experiments are performed on two datasets: IXMAS and 

OIXMAS, these are the contemporary benchmark datasets in action recognition under 

multiple views and occlusions. Since this research aims to recognize individual action in each 

frame, the actions are further subdivided into the sub actions.  

IXMAS Dataset 

This dataset has been introduced by Weinland et al. [15]  for multi-view human action 

recognition.  The IXMAS dataset contains 13 action classes: scratch head, cross arm, check 

watch, get up, turn around, walk, wave , sit down, punch, point, kick, pick up and throw 

(overhead) (See Figure 3.7). The actions are performed 3 times by 11 actors. Videos are 

acquired by placing five cameras on different angles having a frame rate of 23fps and frame 

size of 390x291. 

 

 

 

 

 

 

 

Figure 3.7: Multi- view IXMAS dataset example images showing five camera views [15] 

 

The orientation and position are freely chosen by the actors. To perform a frame-by-frame 

evaluation of our proposed method; we have further divided action into segments or sub-

actions. For example, the action sit is divided into three segments: stand, bend and sit; get up 

is split into three segments: sit, bend and stand; scratch head is divided into two segments: 

stand and scratch; the full action of point is composed of three parts: stand, point and stand. 

The turnaround is considered as walk in our experiment. In this way, total 11 numbers of 

action classes are found in IXMAS dataset.  



Chapter 3      Human Action Recognition using HOG-MDCLBP 

 

OIXMAS Dataset 

This dataset contains 11 actions as in IXMAS dataset, performed by different performers. 

The performers are occluded by adding artificial occlusions of different shapes, as shown in 

Figure 3.8. Five cameras are place on different locations for recording. Each action is 

performed 3 times by all performers.The Position and orientation are freely chosen by the 

actors and objects are also placed on different locations in each scenario.  

 

       

 

 
Figure 3.8: Multi-view OIXMAS dataset showing artificial occlusions 

 

3.5.3 Evaluation Method 

The tests are performed on two datasets captured from multiple camera views. Individual 

human actions are recognized by using cross validation. In cross validation, 𝑘 fold cross 

validation is used i.e. the whole data is randomly split into 𝑘 equal size subsamples. A single 

subsample is reserved for validation and remaining 𝑘 − 1 subsamples are used for training 

the classifier. Commonly the value of 𝑘 is chosen as 5 or 10 bacause these values result in a 

model with low biasness [125]. We performed 10 fold cross validation to evaluate the 

performance of proposed method. The value of 𝑘 = 10 is selected empirically because it 

achieved better performance as compared to 𝑘 = 5. 

3.5.4 Evaluation of HOG-MDCLBP on IXMAS dataset 

In this section, the proposed HOG-MDCLBP descriptor is evaluated on IXMAS dataset and 

the comparisons are performed with some state-of-the-art approaches.  

Frame size in IXMAS dataset is 390 × 291, a bounding box of size 64 × 48 is drawn around 

the person and features are extracted for individual action recognition. First of all, HOG 

features are extracted from the person under bounding box of size 64 × 48. To extract HOG, 

the cell size of 8 × 8 is selected, the quality of extracted local information is affected by cell 

size; if the cell size is larger it loses more information. The input image (person window) is 

divided into 7 vertical blocks and 5 horizontal blocks, making 35 positions. After performing 
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block normalization of 16 × 16 blocks, we get 36 × 1 size vector from 16 × 16 block i.e. 

each block is represented by 36 × 1 size vector. All vectors extracted from the person 

window are concatenated to make a feature vector of size 1 × 1260. Since the size of feature 

vector is very giant and the persons with different sizes are also observed in real scenarios. 

HOG descriptor is represented with 9-bin histogram. 

Next, MDCLBP features are calculated from detected person’s bounding box. The MDCLBP 

operator returns 16-bit code; which is further split into 2 codes: MDCLBP1 and MDCLBP2, 

each of 8 bits. Two texture images are generated by applying MDCLBP operator iteratively 

on whole image and both images are represented with histograms. Both histograms are then 

concatenated to get the final texture feature descriptor of size 1 × 512.  

1 × 9 sized HOG histogram is concatenated with 1 × 512 sized histogram of MDCLBP, 

which is named as HOG-MDCLBP feature descriptor of size 1 × 521  . In multi-frame 

approach, all frames in a sequence are used for training and decision of a full action is made 

when the action is completed. Experiments are also performed on full length actions and 

results are shown in Table 3.1. 96.58% accuracy is achieved; some similar actions are 

misclassified but the rate of misclassification is lower as compared to correctly classified 

actions. 

 Table 3.1: Confusion matrix of action recognition results based on full length actions in IXMAS dataset 
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The proposed approach is validated by using frame-by-frame and multi-frame approach. 

Since individual action labels are needed at each frame, frame-by-frame learning is 

performed by using the features extracted from each frame for learning the classifier. Each 

action is divided into sub actions to represent that action in a single frame. Classification is 

performed on all camera views separately and results of all classifier are fused to acquire the 

final action class decision. Decision level fusion is performed majority voting based method 

[129] is used to get the final classification decision.  

Next experiment is performed by testing the action at each frame separately. Action division 

is discussed in Section 3.5.2, as a result of subdivisions; a new action class bend is added in 

this scenario. The action pick up is further divided into following sequence: stand, bend, sit, 

bend and stand pick up action is removed in this experiment. Moreover, turn around is also 

considered as walking in this scenario. Table 3.2 shows the average accuracy of 96.81% in 

frame-by-frame-based recognition method by fusing the results of all cameras. Some 

misclassifications are detected in very similar actions i.e. sit down is misclassified as bend, 

stand is misclassified as cross arms, walk is misclassified as kick and point is confused with 

punch. This is for the reason that these actions are perceived similar when observed from 

different positions. The proposed method has correctly identified all remaining actions.  

 Table 3.2: Confusion matrix of frame-by-frame individual action recognition on IXMAS dataset  

 

 

 

 

 

 

 

3.5.5 Evaluation of HOG-MDCLBP on OIXMAS dataset 

The proposed method is evaluated on OIXMAS dataset which contains same actions as 

IXMAS dataset with occlusions. OIXMAS is a challenging dataset as it contains occlusions 

under multiple camera views. So persons are partially or sometimes completely occluded 
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under some camera views. Table 3.3 shows the confusion matrix of accuracies with full 

length action recognition. Few cases of misclassifications are observed among cross arms 

and check watch, pick up and get up, getup and sitdown, turn around and walk and punch and 

point. These misclassifications are due to the reason of variety of occlusions in OIXMAS 

dataset. Confusion matrix shows that the average accuracy of 91.58% is achieved on 

occluded sequences. Cross camera view action recognition is performed the classification 

results and compared with state-of-the-art approaches. Tables 3.4 and 3.5 explicate the cross 

camera view action recognition performance which shows that accuracy is significantly 

improved with the proposed HOG-MDCLBP method as compared to other approaches.  

 Table 3.3:  Confusion matrix of action recognition results based on full length actions in OIXMAS dataset 

 

 

 

 

 

 

 

Cross camera view analysis is also performed, in which the experiments are explicitly 

performed by training the classifier on actions captured with one camera and testing on 

actions captured with another camera which is not ever seen by the classifier during training. 

This is the best approach to confirm the robustness of proposed method in handling multiple 

views and illumination variations. The comparison of cross camera view analysis is 

performed with two state-of-the-art approaches [127] [128] on IXMAS and OIXMAS 

datasets. [127] uses sparse code filtering for mining action pattern from multiple camera 

views. They incoded label information in sparse coding process for dictionary learning. The 

discriminative sparse codes and classifiers are jointly modelled using collaborative filtering. 

[128] make use of self-similarity matrices for encoding frame-to-frame respective changes. It 

is based on tracking joints of human body and then self-similarity matrices are computed 

from tracked body points. The comparison of average accuracies on IXMAS is shown in 

Table 3.4 and OIXMAS in Table 3.5 which shows acceptable accuracy in cross camera view 
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analysis. Diagonal entries demonstrate the results on same views which are considerably 

better because training and testing is done on identical views. Other entries show the results 

of cross views which are also acceptable instead of Cam4 which always show low accuracy 

as compared to other camera views. The reason of accuracy degradation is that Cam4 is fixed 

on top hence it provides the top view so this view is completely different from other camera 

views. When similar actions are observed from top, the confusion in recognition is increased. 

The results of cross camera recognition are averaged over all camera views. Comparison is 

performed with other approaches show that higher accuracy is achieved when analysis is 

performed with our proposed approach.  This is significant because the proposed approach 

generalizes to new views not seen by the classifier. Average accuracy is slightly decreased in 

Cam4 when compared with [127] which is due to top view of camera. Though view-

independent action recognition is achieved in [128], the self-similarity matrices computed in 

this technique are based on low-level features and achieved lower accuracy when compared 

with proposed approach and [127] especially when the person is viewed from top camera.  

Table 3.4: Cross camera view action recognition and comparison of average accuracies on IXMAS dataset 

 

 

 

 

 

 

Table 3.5: Cross camera view action recognition and comparison of average accuracies on OIXMAS dataset 

 

 

 

 

 

The results of frame-by-frame action recognition are presented in Table 3.6 which shows that 

up to 92% accuracy can be achieved with the proposed method in a frame-based approach. 
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The comparison of proposed individual action recognition method with some state-of-the-art 

approaches is displayed in Table 3.7 which indicates that the proposed method attained 

performance improvement in occluded scenarios as well as in view point variations.  

 Table 3.6: Confusion matrix of frame-by-frame individual action recognition on OIXMAS dataset 

 

 

 

 

 

 

 

 

 

Table 3.7: Comparison of the proposed individual action recognition method with other state-of-the-art approaches  

 

 

 

 

 

 

 

3.6 Statistical test for measuring significance of results 

T-test is conducted to for measuring the significance of results of different methods. The 

proposed method is compared with five different techniques having occlusion and view point 

variations. The decision rule is that if p<=0.05 then the test is significant i.e there is 

significant difference in the results of all methods. 
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Table 3.8: Results of t-test 

21.546 t statistics 

0.000 P 

82.24000 Mean difference 

Table 3.8 shows the value of p is 0.000 i.e (p< 0.05) which means there is significant 

difference in the results of all methods. Mean difference is 82.24000 which lies between 

lower difference (72.9002) and upper difference (91.5798). 

A comparison of SVM with other classifiers is also performed and results are presented in 

Figure 3.9 which explicates that higher accuracy is achieved by SVM on both datasets. SVM 

is preffered over other classifiers because it provides lower error rate even if the dataset is 

small. 

 

 

 

 

 

 

 

 

 

Figure 3.9: Comparison of SVM with other classifiers 

 

A comparison of SVM kernels (linear, RBF, polynomial and sigmoid) is shown in Figure 

3.10 which explicates that best results are achieved using RBF kernel. The best results with 

RBF kernel are achieved by setting gamma=0.7 and ¢ = 1. Second best accuracy is achieved 

by polynomial kernel. The accuracy dropped to 75% with linear kernel, because the dataset is 

not linearly separable. The minimum classification error is achieved with RBF kernel in both 

partially occluded and multiple views. 
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 Figure 3.10: Comparison of SVM kernels for action recognition on IXMAS and OIXMAS datasets 

 

3.6 Summary 

In this chapter, a novel appearance based approach HOG-MDCLBP is proposed for the 

representation of actions in multiple camera environments. Such environments are prone to 

illumination variations, occlusions and view and scale variations. MDCLBP uses sign 

difference and the difference from median value to extract the texture features. The median is 

less affected by external effects, so the combination of sign difference and median value 

threshold eliminates the impact of illumination variations and occlusions. Gradient features 

are extracted by using HOG that is invariant to illumination variations. HOG and MDCLBP 

in combination provide the feature representation robust to partial occlusions and 

illumination variations. An action is represented by concatenating the histogram of HOGs 

and the histogram of MDCLBP features. Recognition is performed using SVM classifier. 

Experiments are done on multi-view dataset and occluded dataset to demonstrate the 

robustness of the proposed action representation technique. The experimental results show 

the sought-after performance not only in comparison to other state-of-the-art approaches but 

also validating the desired robustness against multiple views and occlusions. The average 

accuracy of 96.58% is achieved on multiple views and un-occluded dataset and 91.58% on 

occluded dataset. This leads us to believe that this approach can be used in surveillance 

applications under multiple camera environments. In next chapter, we have proposed a 

method for the recognition of small unit interactions by considering individual human actions 

along with trajectory information.
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Chapter 4 

Multi-Feature Small Unit Human Interaction Recognition in Multiple 

Camera Environments 

4.1 Introduction 

A concentration of works has been seen in recent years revolving around single person 

actions and group activity recognition [129]. The area of modelling small unit interactions 

between two persons under multiple cameras is still relatively less explored. Only recently, 

some studies have focused on the recognition of social interactions under single and multiple 

camera scenarios [10], [19], [21]. It is observed that activities in a public environment are 

rarely performed in isolation [22] ; mostly the people tend to engage in joint activities i.e. 

waiting in queue, talking together, walking together and physical violence etc. Recognizing 

human activities in public places has always been a challenging task due to many factors i.e. 

poor surveillance footage and indistinct actions. Analysis of nearby person’s action is also 

important to distinguish between ambiguous interactions like talking and queueing.  These 

two types of interactions are mostly confused when analysed individually; reaction of nearby 

person can be very useful to differentiate such types of interactions.  Moreover, the action of 

nearby persons can also be a useful cue to detect alarming situations like physical violence 

and falling down etc.  

In this thesis, the term person-to-person interaction is used for analysing the interaction 

behaviour of two persons.  Joint modelling of actions, interactions and group activities [22], 

[89], [91] have been focused in some studies,  but that research is restricted to single camera 

view. In the proposed approach, the concept similar to [22] is used, which suggests that 

analysis of individual person cannot provide reliable results in surveillance applications. 

Further, the concept similar to [91] is employed, which utilized poses and  individual actions 

for interaction recognition. Different from [90], [91], the collective pose information (same 

direction, opposite direction and facing each other) of both persons has been extracted using 

HOG-MDCLBP descriptor. Individual person action recognition is performed using HOG-

MDCLB descriptor to make the representation robust to partial occlusions. Individual human 

actions and collective poses are combined with trajectory features for the recognition of 

person-to-person interaction. Small unit social interactions are focused in this research. These 
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interactions may occur in public environments like talking, stand together, walk separately 

and walk together.  

Trajectory features include: relative distance between two persons, collective pose, and the 

distance between current position and the previous position of each person. Instead of using 

raw features (HOG-MDCLBP), individual human actions identified in Chapter 3 are 

concatenated with trajectory features to keep the feature size small. Extracted features are 

then fed into SVM classifier for learning and then testing is performed on test sequences. 

Block diagram of proposed method for small unit interaction recognition is depicted in Figure 

4.1. The part under rounded rectangle depicts the process of individual person’s action 

recognition (Chapter 3) and remaining part illustrates the process of small unit person-to-

person interaction recognition. 

This chapter is organized as follows: Section 4.2 discusses the motivation of recognizing 

small unit person-to-person interactions. Section 4.3, describes the presented method for 

person-to-person interaction recognition. Section 4.4 is about experimental setup and results. 

4.2 Motivation 

In this thesis, individual person actions are incorporated with trajectory features (called 

spatio-temporal features) for the recognition of small unit person-to-person interactions. 

Person-to-person interactions are  recognized by perceived individual actions, distance 

between persons, collective pose, and the distance between the current position and the 

previous position of each person. This work is focused on the recognition of small unit social 

interactions between two persons i.e. walk together, walk separately, stand together, talking 

etc. which is termed as person-to-person interaction. Long term complex interactions: 

handshake, hug, bend, faint, kick, punch and push are also recognized and anticipated in 

Chapter 5. These interactions are defined as high-level events which contain the long term 

spatial and temporal interaction between objects of interest [130]. Analysis of individual 

action is crucial to recognize high-level events. 

Instead of using action descriptors of both persons, only the action labels of both persons 

have been used for interaction recognition. In this way, the feature vector size is reduced.   
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Figure 4.1: Block diagram of small unit sub interaction recognition 
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The relative pose feature used in this thesis is similar to [90] that helps in determining the 

type of interaction. For example, the talking and standing in a queue can be truly classified by 

the classifier if both persons facing each other.  

Position differences of persons are used to help differentiate between walk together and pass 

by;  position difference of two persons will be same if they walk together and different if one 

person pass by another.  

4.3 Feature Extraction for the recognition of small unit person-to-person 

interactions 

Let  𝑃𝑖
𝑘 be the focal person 𝑖 detected in frame 𝑘, a distance threshold 𝑑𝑡ℎ  is defined around 

𝑃𝑖
𝑘; the value of 𝑑𝑡ℎ is set empirically under each camera view. The persons detected under 

𝑑𝑡ℎ are assumed to be the interacting persons as presented in Figure 4.2. The interaction of 

focal person with nearby persons is considered one by one for the recognition of person-to-

person interaction.  

 

 

 

 

 

Figure 4.2: illustration of selection of interacting persons under 𝒅𝒕𝒉 . Green rectangle is drawn around focal person. The 
threshold area around focal person is represented with yellow rectangle. The persons detected under  𝒅𝒕𝒉 are marked with 
red rectangle. 

 

If  𝑃𝑗
𝑘 indicates 𝑗𝑡ℎ person identified in the chosen region, we consider the predicted action 

labels of 𝑃𝑖
𝑘 and 𝑃𝑗

𝑘, location differences of 𝑃𝑖
𝑘, location difference of 𝑃𝑗

𝑘 , relative distance 

between 𝑃𝑖
𝑘 and 𝑃𝑗

𝑘 and pose 𝓅𝑖,𝑗. The postures such as bend, walk, sit and stand of 

interacting persons can be easily differentiated with the help of predicted actions of each 

person. The relative distance between both persons is used to assist differentiate among stand 

together, walk together, stand separately and walk separately. Euclidean Distance is 

computed as:  
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   𝐷𝑖𝑗
𝑘 = √(𝑥𝑏 − 𝑥𝑎)2 + (𝑦𝑏 − 𝑦𝑎)2 .      (4.1)  

Where (𝑥𝑎, 𝑦𝑏) and (𝑥𝑏 , 𝑦𝑏) are positions of 𝑃𝑖
𝑘  and 𝑃𝑗

𝑘 at frame 𝑘. Figure 4.3 depicts the 

tracked persons in three cameras. The ground positions of the person are available with 

HALLWAY dataset. 

 

 

 

 

Figure 4.3: Images showing person’s positions and trajectories in HALLWAY dataset.  

 

In order to discern the interactions in which both persons have same individual actions, pose 

of persons is considered collectively. The collective pose is denoted with 𝓅𝑖,𝑗 │𝓅𝑖,𝑗 ∈ U 

where U is the set with all poses among both persons. These poses are acquired through 

analysing both individual’s poses which includes: back to back,  facing each other, and 

facing same side. To esitmate 𝓅𝑖,𝑗, appearance information is acquired by extracting HOG-

MDCLBP features from the bounding box which is defined around the individuals together. 

Histograms of HOG and MDCLBP features of three collective poses are shown in Figure 4.4. 

Collective poses are classified by training a SVM classifier on HOG-MDCLBP descriptors. 

Collective pose plays a key role in the analysis of interaction between two persons. Consider, 

the individual action of both persons is recognized as walking and the relative distance 

between them is small because they are very near to each other. The interaction between them 

will be considered as walking together if 𝓅𝑖,𝑗 is same direction otherwise walking separately. 

Similarly 𝓅i,j  also differentiates among talking and standing together.  

Next, the distance between the current position and the previous position of each person is 

computed. The position distance helps to accurately differentiate between walk together and 

stand together i.e. the position distance will change at each frame in walk together, otherwise 

the difference will be zero in stand together.  

                  𝑣(𝑃𝑖
𝑘,𝑘−1) = 𝑇

𝑃𝑖
𝑘(𝑥, 𝑦, 𝑘) − 𝑇

𝑃𝑖
𝑘(𝑥, 𝑦, 𝑘 − 1) ,              (4.2) 
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     𝑣(𝑃𝑗
𝑘,𝑘−1) = 𝑇

𝑃𝑗
𝑘(𝑥, 𝑦, 𝑘) − 𝑇

𝑃𝑗
𝑘(𝑥, 𝑦, 𝑘 − 1) .              (4.3) 

Here 𝑣(𝑃𝑖
𝑘,𝑘−1) and 𝑣(𝑃𝑗

𝑘,𝑘−1) are location differences of 𝑃𝑖
𝑘  and  𝑃𝑗

𝑘 . Finally, the output 

feature vector comprises: the labels of individual actions, collective pose, distance between 

two persons and the location differences of both persons. The form of final feature vector is: 

 𝐹𝐼𝑖𝑗
𝑘 = (𝑙𝑖

𝑘, 𝑙𝑗
𝑘, 𝐷𝑖𝑗

𝑘 , 𝓅𝑖,𝑗, 𝑣(𝑃𝑖
𝑘,𝑘−1), 𝑣(𝑃𝑗

𝑘,𝑘−1)) .          (4.4)  

Here 𝑙𝑖
𝑘 and 𝑙𝑗

𝑘 are the predicted labels of 𝑃𝑖
𝑘 and 𝑃𝑗

𝑘 respectively.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Histograms of HOG and MDCLBP features of three collective poses. (First row) Images of three collective poses: facing 

each other (FE), facing same direction (FS), and facing opposite (OP). (Second row) Histogram of HOG features. (Third row) 

Histograms of MDCLBP features.     
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4.4 Recognition of Small Unit Person-to-Person Interactions 

Given a set  𝑆 = {𝐹𝐼𝑖𝑗
𝑘 , 𝑌}

𝑘=1

𝑞
 s.t (𝐹𝐼𝑖𝑗

𝑞 , 𝑞 = 1…𝑄), where  𝑄 is the total number of input 

examples and 𝑌 is the set containing labels of all interaction classes; 𝛼𝑞 𝑌  , a multiclass 

SVM classifier [131] is trained on input examples i.e. 

 𝑚𝑖𝑛
1

2
‖𝑤‖2 + ¢∑ 𝜉𝑞  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝛼𝑞

𝑄
𝑞=1 (�⃗⃗� . 𝐾(𝐹𝐼𝑖𝑗

𝑞 ) + 𝑏) ≥ 1 − 𝜉𝑞  ,         (4.5)  

where 𝑤 is margin, 𝜉𝑞  is slack variable, ¢ is regularization parameter that controls the trade-

off between margin and error and 𝐾 is the kernel function. RBF kernel with gamma=0.07 and 

¢=0.15. The training and testing is carried out on randomly selected data by using 60% of 

entire data for training and remaining 40% for testing. 

4.4.1  Decision Fusion 

Late fusion or decision level fusion is performed in this thesis to obtain the final decision on 

interaction. Majority voting [128] based fusion is performed in which an interaction class is 

chosen if that class is correctly identified by all classifiers or by majority classifiers. 

4.5 Experimental Setup 

Experiments are performed on partially overlapping camera views. Person-to-person 

interactions are analysed in a social environment having multiple persons performing 

different interactions. 

4.5.1 Dataset 

The efficacy of proposed multi-features interaction recognition method is tested on publically 

available HALLWAY dataset. 

4.5.1.1 HALLWAY Dataset 

HALLWAY dataset includes four individual actions: walk, stand, sit and some examples of 

bend; small unit interactions comprise walk separately, stand together, walk together and 

talking. Multiple cameras are used to record the sequence in an open area having day light 

illumination and the area is equipped with wall posters, chairs and desks. This sequence is 5 

minutes long with maximum nine persons moving and interacting with each other. Frame rate 

for sequences is 15fps and the resolution is  800 × 600 pixels. 

The positions of persons are provided along with the dataset. Homography matrix is 

computed to associate persons in different camera views. A bounding rectangle is drawn 
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around two nearby persons by merging the bounding boxes of both persons. For experiments, 

three cameras have been chosen. Some example frames are shown in Figure 4.5. 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5: Example frames of HALLWAY dataset 

 

4.5.2 Evaluation Method 

In this section the proposed method for the recognition of small unit interactions is evaluated. 

The implementation of proposed interaction recognition is done in two steps: individual 

human action recognition (Chapter 3) and person-to-person interaction recognition. 

Experimental results in Chapter 3 have demonstrated the efficacy of proposed HOG-

MDCLBP in the process of reconizing individual human actions. Therefore, before 

recognizing the interaction between two persons, the individual actions are recognized using 

HOG-MDCLBP features. Person’s locations are provided with HALLWAY dataset. Once the 

persons are detected and labels are assigned under each camera view, the next step is to 

recognize individual action labels using HOG-MDCLBP. For the recognition of person-to-

person interactions; a person is selected as focal person and spatio-temporal features are 

extracted from the focal person and nearby person. In HALLWAY dataset, interaction 

recognition is performed after every one second (15 frames).  

4.5.3 Experimental Results 

Small unit person-to-person interactions are analysed by using individual actions (𝑙𝑖
𝑘 and 𝑙𝑗

𝑘) 

of both persons in interaction, the distance among both individuals , location differences of 

interecting individuals and the information of relative pose. Four small unit interaction 
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classes are defined which includes: talking, stand together, walk separately and walk 

together. Classification is done under each camera view and the results of classifiers 

altogether are fused to obtain final decision. 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 Confusion matrices in Figure 4.6 show that the proposed interaction recognition method 

attains satisfactory results under each camera observing small rate of misclassification. 

Fusion results are visualised in Figure 4.7 and Figure 4.8 shows the performance of separate 

classification under all cameras and decision fusion which demonstrates the improvement in 

system accuracy when classification decisions from multiple cameras are fused. 
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To demonstrate the significance of the elements in proposed feature vector, tests have been 

accomplished by removing the elements of feature vector ([li
k, lj

k] and𝓅𝑖,𝑗) one after another. 

firstly, individual activity labels li
k and lj

kare excluded from  𝐹𝑖𝑗
𝑘 . 

 

 

 
 
 
 
 

 

Confusion matrices in Figure 4.9 show the degradation of accuracy when the information of 

individual actions is removed from the feature vector. The misclassification rate of Walk 

together and stand together is particularly high which shows that individual actions are 

advantageous in discriminating the person’s posture throught  out the interaction. Talking and 

walk together are also confused when the labels of individual actions are removed from the 

feature vector. Talking is misclassified as stand together and in some cases it is misclassified 

as walk together. This is because individual actions play important role in recognizing 

interactions between persons. 

The second test is conducted to demonstrate the significance of   𝓅𝑖,𝑗 in proposed feature set 

𝐹𝑖𝑗
𝑘 exclusive of pose information. Confusion matrices in Figure 4.10 show that all standing 

together cases are confused with talking. It is noted that during conversation, typically people 

face twards each other. In order to distinguish stand together and talking interactions, pose is 

therefore very essential. The same applies to walk together and walk separately, if both 

people walk in opposite directions, it will be regarded as a separate walk (walk separately), 

otherwise it will be misclassified if information of pose in not added in feature set. These 

experiments are carried out to demonstrate the significance of the proposed elements in 

feature set.  
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Table 4.1 shows the statistical measures (average precision and recall) of all tests which 

demonstrates that proposed feature vector have achieved high values of precision and recall.  

The precision on proposed method is 98% and decreased by 39% in both scenarios when 

individual person actions and relative pose is removed from feature vector. 97% Recall rate is 

observed on proposed method and 68% when in  dividual actions are excluded. The recall 

rate is reduced to 57% when the information of pose is removed  from feature vector. Which 

indicates that the higher number of true positives are returned by proposed method. 

 

 

 

The comparison of proposed method is performed with two state-of-the art approaches [35], 

[132] which utilized trajectories for recognition of small unit interactions. Experiments are 

performed on HALLWAY dataset to compare the performance of proposed method with 

previous approaches. The comparison of accuries is done in Table 4.2 which shows that 

proposed method outperforms other two approaches. These approaches [35], [132] utilized 

only trajectory based features for interaction recognition. In contrast, our proposed method 

considers individual actions of both persons along with trajectory features for interation 

recognition.  

 

 

 

 𝑭𝒊𝒋
𝒌  𝑭𝒊𝒋

𝒌 − [𝒍𝒊
𝒌, 𝒍𝒋

𝒌] 𝑭𝒊𝒋
𝒌 − 𝓹𝒊,𝒋 

Precision 0.98 0.59 0.59 

Recall 0.97 0.68 0.57 
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Table 4.2: Comparison of proposed method with state-of-the-art approaches on HALLWAY dataset 

 

Ref. Accuracy 

Blunsden et al. [132] 90% 

Lin et al. [35] 95% 

Proposed method 98.25% 

 

4.6 Summary 

In this chapter, a method for recognition of small unit social (person-to-person) interactions is 

proposed. Person-to-persons interaction recognition is performed by incorporating individual 

person actions, collective pose information, location differences and distance. A multi-feature 

approach for interaction representation is presented which overcomes the issues of partial 

occlusions in public areas. A simple interaction representation method based on trajectory 

features is proposed and the importance of feature elements is validated experimentally. 

HALLWAY dataset is used for experiments.  
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Chapter 5 

High-Level Human Interactions Anticipation using CNN-TOFCs Features 

5.1 Introduction 

This chapter describes the proposed method to anticipate high-level human interactions 

(complex activities) in multiple camera environments. Many researchers have focused on this 

active research topic [3], [23], [111], such studies however are restricted to a single camera 

view. A new methodology is proposed in this chapter for the anticipation of person-to-person 

interactions (two person’s behaviour) under multiple camera environments. The task of 

behaviour anticipation requires the use of partial observations for early recognition of 

ongoing activities. It is a challenging problem to make the machine able to recognize 

unfinished activities. This problem becomes more challenging when the scene is monitored 

with multiple cameras having illumination variations and cluttered background. 

Most of the previously proposed  methods for human behaviour and activity prediction have 

focused on hand-crafted features i.e. trajectories [133], space-time features [31], [134] and 

motion capture data [32], which are aimed to capture visual properties of input image. These 

hand-crafted features alone are, though, not powerful to extract strong discriminative features 

for anticipation [23].  

Recently, deep learning has been a new trend in computer vision and successfully employed 

by many researchers for the anticipation of human activities and interactions [25], [105], 

[112] and also in many other applications [104], [107]. The recent work in interaction 

recognition and anticipation tasks show that deep networks perform better than conventional 

hand crafted features [105], [107], [135]. The pre-trained CNNs can also be used as a feature 

extractor and the features extracted from CNN can be used to train other models [104], [106]. 

The interaction between two persons in a video can be viewed as a set of temporal frames. 

Temporal information should be analysed to anticipate the interactions. The deep features 

(using CNN) are extracted from each frame; these features do not provide temporal 

information that is crucial for the recognition of activities. Some researchers have solved this 

problem by providing the temporal information as input to the CNN for high-level tasks such 

as prediction and classification [23], [136], [137].  
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This chapter proposes to combine the hand-crafted (temporal) features and the deep features 

extracted from pre-trained Alexnet for the anticipation of human interactions in multiple 

camera scenarios. The extracted deep CNN features and temporal features are concatenated 

and presented to the SVM classifier for training. Training and testing are performed under 

each camera view separately and fusion is performed at decision level. That is, each camera 

anticipates the ongoing interaction and only the anticipation results are combined. 

5.2 Motivation 

This chapter presents a method that is used for the anticipation of ongoing high-level human 

interactions. The emphasis of this chapter is two-fold: the first emphasis is mainly concerned 

with the representation of human interactions in which we have presented to combine CNN 

features with Hand-crafted features for interaction representation. The second emphasis is 

concerned with the analysis of human interactions for the purpose of interaction anticipation 

at its early stages on the basis of learned feature descriptors.  

Deep learning models have been successfully used in many computer vision applications 

such as action recognition [72], [137]–[139], person re-identification [104], action and 

interaction prediction [23], [25], [112], [140] and in face recognition [141]–[143]. These 

models have also been used for feature extraction from input images. Extracted features are 

then fed to any traditional classifier (like SVM) for training [144], [145].  Literature shows 

that deep features outperformed handcrafted features in some applications but the 

performance of pure deep learning models is still not adequate [146], which requires the use 

of hybrid features i.e. combination of deep and handcrafted features. 

This chapter proposes to combine deep features with handcrafted (temporal) features for the 

anticipation of interactions.  Deep features provide spatial information of every single frame 

of input video. Along with spatial information, temporal information is very crucial for 

interaction anticipation as it is difficult to anticipate the interaction class by looking at a 

single frame. Spatial information from each frame of input video is extracted using deep 

CNN and handcrafted (temporal) information is represented with optical flow components. 

This chapter proposed to apply second order difference method on consecutive optical flow 

components (magnitude and orientation). Thresholding is applied on resultant components to 

remove the effects of small variations in background. Second order difference is preferred 
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over first order because the later detects very small variations in background. Second order 

difference provided fine magnitude with minimum background variations.  

5.3 Proposed Method for Complex Human Interactions Anticipation 

The proposed method for human interaction anticipation is depicted in Figure 5.1. Same 

process as depicted in figure is applied under each camera view and classifier decision fusion 

is performed to get the final results. 

 

 

 

 

 

 

 

 

 

 
 

 

 
Figure 5.1: Depiction of proposed approach for interaction anticipation under one camera 

 

5.3.1 Deep CNN Model for Feature Extraction 

CNN features are extracted from input frames having only the detected ROI. The pre-trained 

Alexnet model is used for feature extraction. Alexnet is a deep network which is trained on a 

large data ImageNet , it won the Large-scale visual recognition challenge (ILSVRC) 2012 

[147] by attaining the highest classification performance. The basic Alexnet architecture 

contains 8 layers: 5 convolution layers and 3 fully connected layers as depicted in Figure 5.2 

and working of convolution layers is depicted in Figure 5.3. 
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Figure 5.2: Alexnet net architecture for feature extraction 

 

 

 

 

 

 

Figure5.3: Five convolutional layers in Alexnet 

 

Each convolution layers is followed by a rectified linear unit (ReLU) layer and a local 

response linear layer (LRN) follows only first two convolution layers. Alexnet contains three 

max pooling layers: 2 after the first two LRN layers and 1 after the 5th convolutional layer. 

ReLU is an activation function and used to rectify a signal, the LRN layer normalizes the 

convolution output and the max pooling layer applies window operation to select maximum 

value to reduce the size of layer output. C6 and C7 in Figure5.3 are the fully connected layers 

and each layer outputs 4096D feature vector. So, if there are 𝑁 frames in input video, Deep 

CNN produced 𝑁 × 4096 features at C7 layer. In the proposed method, the output of C7 

layer is used as feature vector for representing human interactions with deep CNN.  

CNN features are extracted from each frame resulting 𝑁 × 4096 dimensional features. The 

output features of all frames of a video 𝑉 are concatenated temporally by applying Median 

Absolute Deviation (MAD) on extracted deep features. 

𝑓𝑒𝑎𝑡𝑐𝑛𝑛(𝑉) = |{𝑓𝑐(𝑘)}𝑘=1
𝑁 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑓𝑐)|.            (5.1) 
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Where 𝑓𝑐 is the matrix of CNN features and 𝑓𝑒𝑎𝑡𝑐𝑛𝑛 is the resultant deep feature vector after 

applying MAD. 

5.3.2 Temporal Feature Extraction 

For the hand-crafted features, temporal information is extracted from four consecutive frames 

to get the temporal variations from input observations. For this, optical flow is computed and 

a new method called Transformed Optical Flow Components (TOFCs) is proposed to 

represent optical flow magnitude and orientation for human interaction anticipation. Process 

of temporal feature extraction is depicted in Figure 5.4 

 

 

 

 

 

 

 

 

 

Figure 5.4: Diagram illustrating the process of temporal feature extraction 

 

Horn Schunck optical flow [148] is the most widely used method to compute flow vectors. 

Let 𝑅𝑖𝑗
𝑘  and 𝑅𝑖𝑗

𝑘+1 be the region of interests around two persons in two consecutive frames 𝑘 

and 𝑘 + 1.  Let ɤ𝑥 and ɤ𝑦 be the horizontal and vertical flow vectors computed by applying 

Equations (5.2), (5.3) with an iterative solution: 

ɤ𝑥
𝑖 = ɤ𝑥

𝑖−1 − 𝐸𝑥[𝐸𝑥ɤ𝑥
𝑖−1 + 𝐸𝑦ɤ𝑦

𝑖−1 + 𝐸𝑡]/(𝛼
2 + 𝐸𝑥

2 + 𝐸𝑦
2),     (5.2) 

ɤ𝑦
𝑖 = ɤ𝑦

𝑖−1 − 𝐸𝑦[𝐸𝑥ɤ𝑦
𝑖−1 + 𝐸𝑦ɤ𝑦

𝑖−1 + 𝐸𝑡]/(𝛼
2 + 𝐸𝑥

2 + 𝐸𝑦
2).     (5.3) 
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Where ɤ𝑥
𝑖−1 and ɤ𝑦

𝑖−1 are the smooth flow vectors of previous iteration,𝐸𝑥, 𝐸𝑦 and 𝐸𝑡 are the 

partial derivative with respect to 𝑥,𝑦 and 𝑡, 𝛼 is the weighting factor. 

Optical flow magnitude is computed from flow vectors as follows: 

ɱ𝑥,𝑦 = √(ɤ𝑥
𝑖 )

2
+ (ɤ𝑦

𝑖 )
2
,        (5.4) 

𝜃𝑥,𝑦 = tan−1 (
ɤ𝑦

𝑖

ɤ𝑥
𝑖⁄ ).        (5.5) 

Where ɱ𝑥,𝑦 and 𝜃𝑥,𝑦 are the magnitude and orientation at location(𝑥, 𝑦). Since  ɱ𝑥,𝑦and 𝜃𝑥,𝑦 

are extracted from the flow vectors which can have many noisy observations due to the 

illumination variations in videos. It is proposed to transform optical flow magnitude and 

orientation by applying second order difference on both components in consecutive frames. 

Caetano et al. [137] proposed to threshold magnitude and orientation values extracted from 

optical flow of two consecutive frames. This could be the early decision to threshold 

magnitude and orientation by looking at only the current information. More precisely, it is 

assumed that the temporal information can be effectively specified by the difference of 

optical flow components.  

To extract TOFCs, second order difference of optical flow magnitudes and orientations in 

four consecutive frames is computed. A linear transformation is applied on optical flow 

magnitude to scale the values between 0-255. Thresholding is then applied on resultant 

optical flow magnitude and orientation.  

Let 𝑚1, 𝑚2, 𝑚3 and 𝜃1, 𝜃2, 𝜃3 be the magnitudes and orientations extracted from optical 

flow vectors of(𝐼𝑘−2, 𝐼𝑘−1) (𝐼𝑘−1, 𝐼𝑘) and (𝐼𝑘, 𝐼𝑘+1) respectively. Element wise second order 

difference [149] of magnitudes and orientations is computed as follows: 

ɱ′′
𝑥,𝑦

=  ɱ𝑥,𝑦
1 − 2ɱ𝑥,𝑦

2 + ɱ𝑥,𝑦
3 ,           (5.5) 

𝜃′′𝑥,𝑦 = 𝜃𝑥,𝑦
1 − 2𝜃𝑥,𝑦

2 +𝜃𝑥,𝑦
3 .            (5.6) 

Equation 5.5 and 5.6 are applied on optical flow components to enhance the temporal 

information in a frame by considering magnitudes and orientations of previous and next 

frames. The resultant magnitude is linearly scaled between 0 and 255 using linear 

transformation. 
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Next, the thresholding is applied on linearly transformed magnitude and orientation to get the 

temporal images. A threshold 𝜏 is selected empirically and filtering is performed on  ɱ′′ on 

the basis of threshold value.  

ɱ𝑥,𝑦
′′ = {

0, ɱ𝑥,𝑦
′′ < 𝜏

 ɱ𝑥,𝑦
′′ , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 ,                 (5.7) 

The orientation component is thresholded as follows: 

 𝜃𝑥,𝑦
′′ = {

0, ɱ𝑥,𝑦
′′ < 𝜏

 𝜃𝑥,𝑦
′′ , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

,                (5.8) 

 

Figure 5.5 shows an example of optical flow vectors detected in the background and the 

resultant magnitude after applying second order difference on corresponding pixels of four 

consecutive frames.  

 

 

 

 

 

 

 

 

 

 

Figure 5.5: Illustration of temporal features with second order difference. (a-d) reference images at the frames 𝒌 − 𝟐, 𝒌 −
𝟏, 𝒌 𝒂𝒏𝒅 𝒌 + 𝟏. (e-g) are the optical flow vectors. (h) magnitude image showing the result of applying 2nd order difference. 

 

 

(a) (b) (c) (d) 

(g) (f) (e) (h) 
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5.3.3 Temporal Feature Representation 

Extracted temporal features are represented in two ways: 

1. By representing both transformed magnitude and orientation with histogram 

separately and then simply concatenating both histograms i.e. [𝐻(ɱ′′),𝐻(𝜃′′)] 

2. By representing transformed components with histogram of oriented magnitudes 

called Histogram of Transformed Oriented Magnitude (HTOM), like HOFM in [150]. 

Different from HOFM, second order difference and thresholding is applied on optical flow 

components before computing oriented magnitudes from overall region of interest.  

The steps to compute HTOM are as follows:  

i. Orientations are represented with 8-bins in the range -12 to +12 using 

    −8 ∗ 𝑝𝑖/2: 2 ∗ 𝑝𝑖/2: 8 ∗ 𝑝𝑖/2           
   

ii. The histogram is computed by looking at the magnitude and orientation value at each 

pixel location.  

iii. Histogram bins are selected from orientations and the values of histogram are selected 

on the basis of magnitude. 

iv. Figure 5.6 depicts the process of computing HTOM. 

v. If the orientation at any location is greater than 12, magnitude will be added to last bin 

i.e. 12. For the orientation values less than -12, magnitude will be added to the first 

bin. 

vi. The histograms of all frames of a video are fused by applying Equation (5.1) on all 

histograms of a video. HTOMs of kick interaction are displayed in Figure 5.7. 
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Figure 5.6: Process of computing HTOM. 

 

 

 

 

 

 

 
Figure 5.7: HTOM of kicking  

 

5.3.3.1 Human Interaction Representation for Anticipation  

The proposed human interaction representation is based on combining Deep CNN features 

and temporal features to detect unfinished interactions. To achieve this, we have concatenated 

Deep CNN features and temporal features for the representation of interaction between two 

humans.   

𝑓𝑒𝑎𝑡𝑢𝑟𝑒(𝑉) = [𝑓𝑒𝑎𝑡𝑐𝑛𝑛, 𝑓𝑒𝑎𝑡𝑡𝑜𝑓𝑐 ].               (5.9) 

Where 𝑓𝑒𝑎𝑡𝑐𝑛𝑛 are the CNN features and 𝑓𝑒𝑎𝑡𝑡𝑜𝑓𝑐  are temporal features (either represented 

with concatenated histograms of oriented magnitudes or by concatenating both components). 

0.1679 0.3399 4.2218 4.9945

9.5597 7.6291 6.7901 6.1423

8.8416 7.5919 7.0462 6.5593
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9.598 8.6537 7.5535 6.716
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63 60 49 31
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57 57 46 29
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28 33 35 31
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Once the feature representation is done, the next step is to train the classifier. Training is 

performed on feature vectors which are represented using Equation (5.9).  

5.3.4 Human Interaction Anticipation 

After feature extraction, SVM classifier is used to recognize the interactions between persons 

using a subset of frames of full interaction. Classification is performed under each camera 

view separately and the decision results are fused to get the final anticipated interaction class. 

Majority voting technique [128] is used to decide the final class i.e. the correct interaction 

class is the one chosen by maximum classifiers. If different interaction classes are chosen by 

all classifiers then class with the highest accuracy is chosen as the final class [151].  

5.4 Experiments 

In the following section, the experimental results of the proposed interaction anticipation 

method are presented. Experiments are performed on two newly created (multi-view) datasets 

and a standard (single view) dataset. Section 5.4.1 details the experimental setup and the 

datasets used for evaluation. The pre-processing on MU-Interaction dataset is described in 

Section 5.4.1.2. Section 5.4.2 presents the evaluation method and the results of human 

behaviour anticipation method are presented in Section 5.4.3. The proposed technique is 

compared with some baseline methods and results are presented in Section 5.4.4 

5.4.1 Experimental Setup 

5.4.1.1 Datasets 

The two datasets utilized in the experiments of this chapter are created in multi-view outdoor 

environments. To the best of our knowledge, no dataset containing high-level interactions in 

multi-view outdoor environment is available. These datasets are recorded with multiple IP 

cameras in Mirpur University. Detailed description of both datasets is given as follows: 

5.4.1.1.1 MU-Interaction1 

This dataset is recorded in the front of secretariat building of Mirpur University by using 

three IP cameras and comprises the videos of 7 interaction classes: Bend, Faint, Handshake, 

Hug, Kick, Punch and Push; performed by 8 different persons. 15-25 samples are recorded 

and the actors are free to exchange their positions i.e. for the abnormal interactions, like kick, 

the attacker is free to attack from any direction. The frame rate is 10 and resolution is 1920 ×

1080 pixels. A snapshot of each camera view is depicted in Figure 5.8 
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Figure 5.8: Example snapshots of each camera view 

 

5.4.1.1.2 MU-Interaction2  

MU-Interaction2 is very challenging dataset recorded outdoor at university entrance by using 

a network of three IP cameras and comprises the videos of 5 interaction classes: Hug, 

Handshake, Kick, Punch, and Push; performed by 8 different persons and several other 

persons also appear in the scene.  Total 69 samples are collected under each camera view and 

the actors freely exchange their locations. Illumination variations and shadow are very 

prominent in this dataset. A snapshot from the dataset is provided in Figure 5.9, three Dahua 

IP cameras, with 1920 × 1080 pixel resolution and 10fps. 
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Figure 5.9: Snapshots from MU-Interaction2 dataset 

 

5.4.1.2  Pre-processing on MU-Interaction Dataset 

 

5.4.1.2.1 Human Detection 

MU-Interaction dataset is captured with multiple cameras. People are detected under each 

camera view separately. The Aggregate Channel Feature [152] method is used for people 

detection. In this method, feature channel scaling is performed on input image by using 

Equation 5.10. 

𝐶ℎ = ƌ(𝐼)                    (5.10) 

Camera 1 Camera 2 Camera 3 
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Where 𝐼 input image and ƌ is a low level shift invariant function. 𝐶ℎ is a channel and the 

pixels in 𝐶ℎ are computed from parallel patches of input image  𝐼. Channels 𝐶ℎ are computed 

at every scale to attain feature pyramid representation. Channels include: HOGs, normalized 

gradient magnitude and LUV colour channel. All computed channels are divided into 4 × 4 

blocks and pixels are summed in each block. Channels are finally smoothed with a smoothing 

filter. The weighted sum of channels in 𝐶ℎ is calculated to make the representation of 

channels quite general. Decision trees are learned over extracted features by using boosting 

approach to separate objects from background. 

5.4.1.2.2 Homography Transformation 

Homography transformation is used to transform a position (𝑥, 𝑦, 𝑡) in an image plane to a 

position (𝑥𝐺 , 𝑦𝐺 , 𝑡)in ground plane by applying Homography matrix (Equation (5.11)). 

(𝑥𝐺 , 𝑦𝐺 , 𝑡) = �̀�(𝑥, 𝑦, 𝑡)                (5.11) 

Where, (𝑥𝐺 , 𝑦𝐺 , 𝑡) is the ground plane projection of (𝑥, 𝑦, 𝑡)and �̀� is the Homography matrix 

which is created by selecting control points to establish correspondence between image and 

ground plane. Figure 5.10 and Figure 5.11 shows control points (marked red) under both 

scenarios respectively.  

 

 

 

 

 
Figure 5.10: Selected control points for Homography transformation in MU-Interaction1 dataset 

 

 

 

 

 
Figure 5.11: Selected control points for Homography transformation in MU-Interaction2 dataset 
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The points in image plane are selected from Camera 1 by detecting the people in subsequent 

frames and projected to Camera2 and Camera 3, a bounding box is drawn around the persons 

detected under all cameras. 

5.4.2 Evaluation Method  

Persons are detected using the algorithm presented by [152] and bounding boxes are drawn 

around all detected persons. The ROI contains both interacting person, which is selected by 

merging the bounding boxes of two persons. The ROI is the cropped and features are 

extracted from the selected ROI.  

60% data is used for training and remaining 40% is used for testing the efficacy of proposed 

human interaction anticipation method. Leave-one-out cross validation is also used to assess 

the performance of proposed method i.e. testing is performed on one sample and training is 

performed on remaining samples. This process is repeated 𝐾 times (the sample size), with 

each of the interaction sample is used in testing exactly once. Classification is performed 

under each camera view separately and the results of all classifiers are fused to get the final 

decision.  

5.4.3 Evaluation of proposed CNN-TOFCs Human Interaction Anticipation Method 

In this section, the proposed interaction anticipation method is evaluated on MU-Interaction 

dataset and the comparison is performed with some state-of-the-art approaches. MU-

Interaction dataset is captured with three partially overlapping cameras and we have focused 

on the interactions performed in overlapping field of view.  

Deep CNN features are extracted from ROI having two persons (Figure 5.12) by using 

Alexnet model. Alexnet is convolutional neural network which is trained on large ImageNet 

database. Alexnet is utilized for feature extraction and the output of the fully connected layer 

(C7) just before the final classification layer is used as feature vector. The input image is first 

resized to 227 × 227 × 3 by the Alexnet model. The size of output feature vector for each 

image is 1 × 4096 and a video is represented by 𝑁 × 4096 features, where 𝑁 is the length of 

video. To represent a video with a single feature vector, the features of all frames are 

combined by applying MAD.  

Temporal features are extracted from optical flow components i.e. the magnitude and 

orientation of four consecutive frames. Second order difference of consecutive magnitudes 

and orientations is computed. The resultant components are further thresholded on the basis 



Chapter 5                                                           High-Level Human Interactions Anticipation using CNN-TOFCs 

of a threshold value 𝜏 that is set empirically (𝜏 =20 for MU-Interaction1 and 𝜏 =35 for MU-

Interaction2). Finally, the temporal features are represented with histograms and the features 

of all frames are combined by applying MAD. 

Interaction between two persons is represented by combining Deep CNN and Temporal 

features. SVM is used for recognition of ongoing interactions. 

 

 

 

 

Figure 5.12: Region of Interest (ROI). The blue box is the selected ROI around two persons. Each input frame is cropped into 
ROI before feature extraction  

 

5.4.3.1 Experimental Results 

Separate classification have been performed in each camera view by selecting the same video 

from each view. The results of classifier are fused to get the final accuracy of the proposed 

method. Fusion is performed on the basis of maximum score i.e. the class that is anticipated 

by maximum classifiers is depicted as final class. The performance of the proposed method is 

evaluated on the basis of accuracy, precision, recall and f-measure. 

5.4.3.1.1 Experiments on MU-Interaction1  

First experiment is performed on MU-Interaction1 dataset captured with three cameras.  

This dataset comprises 136 samples from which 60% samples are used for training and 

remaining 40% for testing. The performance of the proposed approach is validated by 

applying leave-one-out cross validation. For anticipation, partial information is provided 

instead of providing full video frames. Experiments are performed on different observation 

ratios, from 0.2 to 1.0, with step size of 0.1 following the same procedure as in [23]. If N is 

the total number of frames in a video, [1, 𝑟𝑜𝑢𝑛𝑑(0.3 ∗ 𝑁)] frames means that 30% frames are 

used for anticipating the interactions. Eexperiments are performed repeatedly by randomly 

selecting training and testing sequences. Anticipation results of the proposed approach are 

evaluated using both methods of temporal feature representation i.e. (1) concatenating 
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histograms of magnitudes and orientations, (2) representing optical flow components with 

HTOM. 

5.4.3.1.1.1   Evaluation of proposed interaction anticipation method when TOFCs are represented 

with concatenated histograms  

Experiments are performed on different observation ratios using concatenation method. The 

accuracy of the proposed method on observation 0.2 is 30%; the performance of the proposed 

method is improved 20% when 30% observations are used for anticipation. An improvement 

of 15% is observed with the observation ratio 0.4. The accuracy achieved on observation ratio 

0.6 is more significant (92.59%), so this is selected as final accuracy because the next 

observations are closer towards the interaction completion. 94.5% accuracy is achieved 

(2.5% is improved) when using full observations (that turns out to be the recognition of full 

interaction). An error rate of 8% is observed with leave-one-out cross validation. 

Table 5.1 shows the confusion matrix of anticipation accuracies using concatenation method 

with observation ratio 0.6 after fusing the scores from all cameras. Recognition results of 

each interaction class under each camera view are computed and compared with other 

cameras. For example, the first class is Bend, all instances of Bend are correctly recognized 

in C1, so the recognition accuracy of Bend in Camera1 100%, in C2 and C3 the accuracy of 

Bend is 25% and 75% respectively; hence the decision made by C1 is selected as final 

decision. Likewise, the accuracy of Push is 100% in C1 and C3 and on the basis of majority 

voting all classes of push are correctly identified. 92.59% accuracy is achieved by the 

proposed method; Table 5.2 depicts average accuracy, precision, recall and f-measure of 

proposed method. 

Table 5.1: Confusion Matrix showing interaction anticipation accuracies after fusion of the scores of all cameras in 

MU-Interaction1 dataset when TOFCs are represented with concatenated histograms (Average accuracy=91.5%). 

 

 

 

 

 

 

 Bend Faint Handshake Hug Kick Punch Push 

Bend 85.71 14.29 0 0 0 0 0 

Faint 0 100 0 20 0 0 0 

Handshake 0 0 100 0 0 0 0 

Hug 0 0 0 100 0 0 0 

Kick 0 0 0 0 91.67 8.33 0 

Punch 0 0 0 14.285 0 71.43 14.285 

Push 0 0 0 0 0 8.33 91.67 
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Table 5.2: Average Precision, Recall and F-measure of proposed anticipation method when TOFCs are represented 

with concatenated histograms in MU-Interaction1 dataset  

 

 

5.4.3.1.1.2   Evaluation of proposed interaction anticipation method when TOFCs are represented 

with HTOM 

The computation of HTOM is similar to [150], except from second order difference that is 

applied on optical flow components before computing oriented magnitudes. The process to 

compute HTOM is described in section (5.2.2.1).  

In this method, temporal features that are extracted from ROI are represented with 9-bin 

histogram. When these features are combined with CNN features, it returned feature vector of 

length 1 × 4105. SVM is trained on these features and evaluation is performed on different 

observation ratios. Performance is improved 1.5% to 2% in each observation as compared to 

temporal features concatenation method. The proposed method achieved 94% accuracy on 

observation ratio 0.6. Confusion matrix in Table 5.3 shows that the accuracy of individual 

interaction classes is improved with this representation method. Precision, recall and F-

measure are shown in Table 5.4. It can be observed from precision and recall that the 

proposed method achieved acceptable performance in interaction anticipation. 

Leave-one-out cross validation is applied using both representation methods and the error rate 

of 0.08 is observed with temporal features representation method and 0.06 with HTOM based 

representation. 

Table 5.3: Confusion matrix showing anticipation accuracy after fusing the scores of all cameras in MU-Interaction1 

dataset when TOFCs are represented with HTOM (average accuracy= 92.72%) 

 

Avg. Accuracy Avg. Precision Avg. Recall Avg. F-measure 

0.91 0.90 0.92 0.91 

 Bend Faint Handshake Hug Kick Punch Push 

Bend 100 0 0 0 0 0 0 

Faint 0 100 0 0 0 0 0 

Handshake 0 0 80 20 0 0 0 

Hug 0 0 16.67 83.33 0 0 0 

Kick 0 0 0 0 100 0 0 

Punch 0 0 0 0 0 85.71 14.29 

Push 0 0 0 0 0 0 100 
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Table 5.4: Average Precision, Recall and F-measure of Proposed Anticipation Method when TOFCs are represented 

with HTOM in MU-Interaction1 dataset 

 

 

5.4.3.1.2 Experiments on MU-Interaction2 

Second Experiment is performed on MU-Interaction2 which is very challenging dataset, 

recorded in outdoor environment having shadows and cluttered background. 69 clips are 

recorded with each camera for five interaction classes. Learning and testing is performed 

under each camera and the results of all classifiers are fused to get the final decision. Leave-

one-out training approach is used for this dataset i.e. each time 68 videos are used for training 

and testing is performed on single observation. The test is performed K times (K is the total 

number of samples) under each camera view and fusion is applied to get the final decision. 

Finally, the results are averaged to get the performance of proposed method.   

5.4.3.1.2.1 Evaluation of proposed interaction anticipation method when TOFCs are 

represented with concatenated histograms  

Experiments are performed with different observation ratios. It is observed from experiments 

that accuracy is improved in first 9 observations; accuracy is decreased by 0.5% when all 

frames are used for testing. The proposed method achieved 88% accuracy in anticipating 

complex interactions from MU-Interaction2 dataset. The results of anticipations are 

visualized in Table 5.5 by using 60% information of overall interaction sequence in each 

video. Average accuracy, precision, recall and f-measure are displayed in Table 5.6. 

Anticipation accuracy is slightly decreased in this dataset as compared to MU-Interaction1. 

This is primarily due to challenging video sequences with waving trees and illumination 

variations and also a different number of samples per class.   

Table 5.5: Confusion matrix showing anticipation accuracies after fusing the scores of all cameras in MU-

Interaction2 dataset when TOFCs are represented with concatenated histograms (Average accuracy=86.34%) 

 

 

 

Avg. Accuracy Avg. Precision Avg. Recall Avg. F-measure 

0.927 0.93 0.93 0.93 

 Handshake Hug Kick Punch Push 

Handshake 71.42 14.29 0 14.29 0 

Hug 11.11 88.89 0 0 0 

Kick 0 0 100 0 0 

Punch 7.14 0 0 92.86 0 

Push 0 7.14 0 14.29 78.57 
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Table 5.6: Average Precision, Recall and F-measure of Proposed Anticipation Method when TOFCs are represented 

with concatenated histograms in MU-Interaction2 dataset 

 

 

Results show that the proposed method can anticipate complex interactions in some 

challenging conditions e.g. clutter background and shadows. 

5.4.3.1.2.2 Evaluation of proposed interaction anticipation method  when TOFCs are 

represented with HTOM 

Same experiment setting is used as in previous experiments. MU-Interaction2 is very 

challenging dataset with illumination variations and some cluttered background. Although the 

concatenated histograms achieved accuracy up to 88%, the accuracy on this dataset is also 

improved when temporal features are represented with HTOM. Overall accuracy 

improvement of 3.3% is observed with HTOM and accuracy improvement ratio is also 

improved when experiments are performed on different observation ratios. Table 5.7 shows 

the confusion matrix of overall accuracies after fusing the results from all camera views. 

Proposed approach achieved overall 91.30% of system accuracy when tested with leave-one-

out approach. Performance measures are displayed in Table 5.8. 

Experimental results clearly demonstrate the efficacy of the proposed method for the 

anticipation of complex interactions in outdoor challenging multiple camera environments.  

Table 5.7: Confusion matrix showing anticipation accuracy after fusing the scores of all cameras in MU-Interaction2 

dataset when TOFCs are represented with HTOM (Average accuracy=90.95%). 

 

 

 

 

Table 5.8: Average Precision, Recall and F-measure of proposed anticipation method on MU-Interaction2 dataset 

when TOFCs are represented with HTOM 

 

Avg. Accuracy Avg. Precision Avg. Recall F-measure 

0.86 0.87 0.86 0.86 

 Handshake Hug Kick Punch Push 

Handshake 85.71 14.29 0 0 0 

Hug 5.56 83.33 0 0 0 

Kick 0 0 100 0 0 

Punch 0 0 0 100 0 

Push 0 0 0 14.29 85.71 

Accuracy Avg. Precision Avg. Recall F-measure 

0.90 0.91 0.91 0.91 
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Experiments are also performed on both features (CNN and TOFCs) separately to 

demonstrate the importance of combining both features and results are displayed in Table 5.9. 

Deep features attained 65% accuracy on MU-Interaction1 and 60% on MU-Interaction2. The 

accuracy is decreased by 4% and 3% with TOFCs on both datasets respectively. Results 

demonstrate that although deep features extract strong high level feature. They alone are not 

strong enough for the representation of high level interactions for anticipation. Deep features 

along with hand crafted features can detect the salient motion information for interaction 

anticipation. 

Table 5.9: Comparison of proposed features with separate feature elements 

 Accuracy 

 

MU-Interaction1 

 

MU-Interaction2 

Deep Features 65% 60% 

TOFCs 61% 57% 

Deep Features+TOFCs 92.72% 90.95% 

 

5.5 Significance test 

T-test is performed to measure the significance of results of different feature elements on 

both datasets. The Sig. value (p value) on Deep features + TOFCs is 0.006 and Mean is 

91.53500 which shows that the results on combined features are significantly different from 

other feature components.  

Table 5.10: T-test results to measure the significance of proposed features 

 

Sig. Mean 

95% confidence interval of the difference 

Lower Upper 

Deep Features 0.025 62.50000 30.7345 94.2655 

TOFCs 0.027 58.50000 26.7345 90.2655 

Deep Features + TOFCs 0.006 91.83500 80.5900 103.0800 

 

5.6 Comparison  

To further validate the effectiveness of the interaction anticipation module, the proposed 

approach is compared with some state-of-the-art approaches on well-known publically 
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available UT-Interaction [153] dataset. This dataset is captured with single camera and the 

background is simple with slight camera jitter. This dataset is recorded with little different 

zoom rate. It consists of 6 interaction classes i.e. Handshake, Hug, Point, kick, Punch and 

Push and 10 sequences of each class. Table 5.9 displays the comparisons of proposed method 

with other approaches. The accuracies are achieved on 50% of each input video i.e. 

[1, 𝑟𝑜𝑢𝑛𝑑(0.5 ∗ 𝑁)] frames of each video are used for training and testing. The results 

explicate that our proposed method outperforms the currently available [23] highest results by 

6% when tested on 50% observations. Ryoo’s [134] is an earlier work which achieved 70% 

accuracy based on spatio-temporal features for interaction representation of UT-Interactions 

dataset. The accuracy is increased by 5% by [140] which utilized hierarichical movements for 

interaction representation. Further, the use of deep temporal features [23] proved to be more 

powerful as compared to handcrafted features. Finally, the experimental results of our 

proposed method on UT-Interaction and MU-Interaction datasets show that the interaction 

prediction rate is increased when handcrafted features are combined with deep features.  

Table 5.9:  Performance evaluation on UT-Interaction dataset 

The classification accuracy of proposed approach for interaction/behaviour anticipation is compared with 

previous methods. The proposed method achieves state-of-the-art performance when compared with other 

methods 

 

 

 

 

5.7 Summary 

In this chapter, a method for person-to-person interaction anticipation under multiple camera 

views has been presented. Specifically, a new feature is presented for the representation of 

interactions for anticipation. Deep features and temporal features have been used for 

interaction representation. Deep features are extracted by using pre-trained Alexnet model 

and temporal features are extracted by computing optical flow of four consecutive frames. A 

transformation is applied on optical flow magnitude and orientation. The purpose to apply 

this transformation is to enhance useful flow values and discard noisy observations. MAD is 

used to combine features extracted from all frames. Both deep and temporal features are 

Ref. Accuracy 

Proposed Method 94% 

Ke et al. [23] 88.3% 

Lan et al. [140] 83.1% 

Ryoo [134] 70% 
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concatenated and SVM is used to recognize ongoing human interactions. Experiments are 

performed on a newly created dataset; MU-Interaction. Experimental results proved the 

efficacy of proposed method under multiple camera views. 



  References 

Chapter 6 

Conclusion and Future Work 

 

6.1 Introduction 

This thesis has set to propose computer vision methods to be able to recognize and anticipate 

human behaviours in public scenarios. Mainly, the thesis is geared towards solving the 

challenges in multiple camera environments (partial occlusions and illumination variations) 

while performing: individual human action recognition, human behaviour recognition and 

human behaviour anticipation.  

Analysis of human activities is nontrivial in multiple camera scenarios due to occlusions, 

illumination variations, scale and orientation variations, and cluttered background. 

Comprehensive literature survey (Chapter 2) concluded that although many approaches have 

been proposed for vision based surveillance applications. There is still room for improving 

human behaviour analysis. Human Behaviour anticipation has gained the attention of 

computer scientists to make the system able to recognize the activities from half observations. 

6.2 Contributions 

1. The problem of individual human action recognition is resolved by proposing a new 

action descriptor HOG-MDCLBP. The proposed method achieved 96.58% accuracy on 

un-occluded dataset and 91.58% accuracy on occluded dataset under multiple camera 

views. Experimental results proved that the proposed feature is applicable to multiple 

camera views having partial occlusions and illumination variations . 

2. Multi-feature based human behaviour/interaction recognition technique is presented. 

State/action of individual person and collective poses along with trajectory features are 

used for behaviour representation. Multi-feature representation approach has shown 

promising results. Small unit interactions are recognized with 98.25% accuracy. 

3. Human behaviour anticipation is performed by combining Deep CNN and temporal 

features. A new method (CNN-TOFM) to represent temporal information is proposed. 

Optical flow components are transformed by applying second order difference and 

thresholding the resultant components. This transformation has reduced shadows and 

cluttered background effects from input video frames.  
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Human behaviour anticipation is relatively less explored problem and no dataset is available 

in multiple camera scenarios. We have created a new dataset for the evaluation of proposed 

anticipation module. The proposed method achieved 92% and 96% accuracy on MU-

Interaction1 and MU-Interaction2 datasets. 

Training and testing are performed using SVM classifier. The efficacy of the proposed 

method is compared with previous approaches and the results proved that the proposed 

method is able to anticipate ongoing behaviours/interactions with higher accuracy than other 

methods. 

6.3 Future Enhancements 

This study is focused on Individual Human Action Recognition, Human Behaviour 

Recognition and Human Behaviour anticipation under multiple camera views. Although 

acceptable accuracy is achieved in all modules, however, there are some future directions that 

need to be considered. 

1. We are intended to include more complex and crowded scenarios to validate the 

performance of our proposed methods.  

2. Handcrafted features are extracted for recognition of individual actions and interactions. 

Further research can be carried out to explore deep features and models for action and 

interaction recognition.   

3. In future, we are planning to extend Behaviour Anticipation problem on multiple non-

overlapping cameras. Non-overlapping cameras are installed in many public places which 

make the anticipation task more challenging. Person tracking and re-identification are 

required to re-identify a person when it exits from one camera and enters into another 

camera view. The methods in such scenarios should also be able to predict the action of a 

person performed between one camera view to another camera view. 

4. Online Human Behaviour Prediction is necessary for many applications such as robotics 

etc. which requires real time processing. Alexnet is used in this research for the extraction 

of features from input sequences. Other deep learning moduels can be used for feature 

extraction and classification to provide real time processing. 
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