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4 Abstract 

Generally, real-time images are frequently degraded by various kinds of noise 

sources. Consequently, succeeding image operations such as image segmentation, 

object detection and tracking may perform poorly in the presence of noise. So the 

restoration of noisy images is an active and highly demanded area of research as 

previous information about noise is almost unknown in many cases making image 

restoration a more difficult and challenging job. Noise removal is a fundamental step 

that plays a vital and challenging role in the area of signal and image processing. 

This research is an attempt to suppress low and high categories of two types of 

noises i.e., Impulse noise present in almost every image and Speckle noise from 

ultrasonic data in such a manner to enhance the relevant image content. For this, 

unsupervised filtering techniques based on statistical and widely used soft computing 

technique – fuzzy logic, are applied to suppress the impulse and speckle noise hence 

improving its quality for subsequent image processing operations specifically for 

diagnostic purposes. 

In this thesis, the following contributions have been made in the domain of 

Image Restoration (IR). In the first phase, an efficient image restoration technique, 

Quadrant based Spatially Adaptive Fuzzy filter based on spatially linked directional 

adjoining pixels and fuzzy logic for addressing moderate and highly corrupted 

grayscale images with the challenging type of impulse noise that is Random Valued 

Impulse Noise (RVIN) is presented. The proposed technique decomposes a larger sized 

impulsive region of an image into numerous overlapping small patches for the 

estimation of lower as well as a higher degree of impulse noise, with enhanced image 

restoration results.  

In the second phase, an innovative Fuzzy logic based Non-Local Mean filter is 

introduced in this thesis to model the speckle noise and to restore the degraded image 

using Fuzzy Uncertainty Modelling (FUM), smoothed by local statistic based 

information with the capability of retaining the fine details present in the low as well as 

highly speckled ultrasound images.  

Objective analysis performed using popular quantitative measures and 

subjective evaluation of the results show the efficacy of the proposed filters over most 

of the bench-marked denoising filters in removing impulse as well as speckle noise 

while retaining the edges and other important details present in the image. 
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1 Chapter 1 

1. Introduction  

It is an obvious fact that images contain some of mankind’s most valuable 

information. More than a single two−dimensional representation of signal intensity, 

images elicit feelings, inspire new thinking and record historical events [1]. Not 

surprisingly, considerable research has been dedicated to the analysis and manipulation 

of images, known broadly as image enhancement, image restoration, image 

segmentation, image recognition, watermarking, super-resolution, image coding, etc. 

Furthermore, images can be processed as sequences for video tracking, motion 

estimation and computer vision. The main focus of this thesis is in the area of “Image 

Restoration” of digital images. 

1.1 Image Restoration: Background and Motivation 

Digital Image Restoration is a process that intends to eliminate the degradations 

(noise and other type of distortions) introduced during image acquisition, with the 

objective to generate a more closure, clearer and fairer picture of the original scene. In 

digital images noise (unwanted information) is often added due to transmission errors, 

acquisition problems and storage because of sensors with noise particles and 

imperfections in communication or transmitting channels [2,3]. In noise added images, 

compatibility of the pixels having noise becomes compromised with their resident 

neighboring pixels.  

Research into image restoration techniques first became popular in the 1950s 

and 1960s among the scientists involved in space exploration. The high cost and effort 

required to launch a man into space made any images that were captured on the mission 

extremely valuable to scientists. Unfortunately, due to the harsh environments of space 

and the limitations of imaging technology, images were often degraded. As a 

consequence, research into image restoration methods grew rapidly and soon spread to 
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other areas such as medical analysis, remote sensing, astronomy, and aerial exploration 

[4−7], etc. Medical imaging has benefited enormously from restoration methods, which 

provide a means of obtaining more accurate images for improved patient diagnosis [8]. 

1.2 Noise Types 

Digital images might be exposed to various types of noise sources. These noises 

could be categorized into dependent and independent noise types. 

1.2.1 Independent Noise 

This is the type of noise in which the noise is independent of signal’s data 

(image). The example is additive noise in which the resultant image obtained after the 

degradation process is the addition of both, real (true) values and degraded values 

(pixels). A corrupted image gn(r,c) is acquired when the additive noise ηn(r,c) and 

degradation function hd(r,c) operate simultaneously on an input image fo(r,c) and can 

be represented as: 

 

When an image contains only additive noise 𝜂𝑛(𝑟, 𝑐) degradation, then Eq. 1.1 

changes to: 

A digital image is a composition of high and low-frequency components. Low-

frequency components correspond to the smooth regions inside the image while high-

frequency components correspond to highly variations such as lines or edges. Additive 

noise is generally extended (distributed) evenly over the frequency domain (white 

noise). The noise affects high-frequency components mostly which can be removed or 

reduced by using different types of “low-pass” filters in frequency or spatial domain. 

As spatial filters are computationally robust than frequency domain filters [2], they are 

preferred. 

𝑔𝑛(𝑟, 𝑐) = 𝑓𝑜(𝑟, 𝑐) ∗ ℎ𝑑(𝑟, 𝑐) + 𝜂𝑛(𝑟, 𝑐) (1.1)  

𝑔𝑛(𝑟, 𝑐) = 𝑓𝑜(𝑟, 𝑐) + 𝜂𝑛(𝑟, 𝑐) (1.2)  
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1.2.2 Dependent Noise 

The second type of noise is the data-dependent noise which arises when 

“monochromatic radiation is scattered from a surface whose roughness is of the order 

of a wavelength, causing wave interference which results in image - speckle” [2]. This 

noise is modeled with a multiplicative or non-linear model, mathematically more 

complicated. Image dependent noise is given by: 

Image may get tainted with other noise types as well such as Gaussian noise, 

shot noise, heavy-tailed noise, anisotropic noise, quantization, and uniform noise, etc. 

The research work presented in this thesis focuses on the most challenging type 

of impulse noise i.e., Random Valued Impulse Noise present in almost all images and 

Speckle noise affecting the ultrasonic images. This research work contributes to the 

field of image processing in general and image restoration in particular. Most of the 

existing statistical and rule-based algorithms developed in this domain are either less 

intelligent or of static nature. Non-linear adaptive techniques outperform traditional 

linear techniques but still lag behind in many cases to solve the classical image 

restoration problems.  

1.3 Soft Computing Techniques 

Soft Computing contrasted with traditional hard computing deals with 

“approximate models” and give solutions to “complex real-life problems”. Unlike the 

algorithmic type of hard computing, soft computing deals with uncertainty, 

imprecision, partial truth and approximation to achieve tractability, robustness and low 

solution cost [9]. Actually, the basic idea of SC is taken from the study and working of 

the human mind. Fuzzy logic, Genetic algorithms, artificial neural networks, machine 

learning and evolutionary computing are examples of the techniques based on soft 

computing. Even though soft computing methods had been first presented in the late 

1980s, it has now emerged as a primary and hot research area in the discipline of 

computer science. 

𝑔𝑛(𝑟, 𝑐) = 𝑓𝑜(𝑟, 𝑐) 𝜂𝑛(𝑟, 𝑐) (1.3)  
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Due to the nature and adaptiveness of soft computing techniques, researchers 

are using them successfully in almost all areas related to domestic, industrial and 

commercial areas. With the advancements of the IT industry and its usage in different 

fields, it is a fact that the application areas of soft computing will continue to widen and 

grow in the future. Components of soft computing include: 

• Fuzzy Logic 

• Neural Networks 

• Evolutionary Computation 

• Machine Learning 

A brief introduction of these components is given below. 

1.3.1 Fuzzy - Soft computing technique 

Professor Zadeh introduced the fuzzy theory [10−12], a method for 

“representing human knowledge that is imprecise by nature”. Zadeh was in the belief 

that “people do not require precise, numerical input, and yet they are capable of highly 

adaptive control”. Compared to the conventional Boolean type of logic (0 or 1), fuzzy 

logic been extended to deal with the concept of partial truth i.e., truth-values between 

"completely-true (1)" and "completely-false (0)".  The basic configuration model of a 

fuzzy rule-based system is shown in Fig. 1.1. The crisp numerical value coming from 

the existing sensor is input to the fuzzification interface which transforms it into a fuzzy 

linguistic value. These fuzzy values are taken by the inference engine as input and after 

processing through the fuzzy-rule-base (IF-THEN rules involving linguistic variables), 

generate fuzzy outputs. Defuzzification is the last step of the fuzzy logic system which 

produces the crisp output value back from the fuzzy value. 

Why select fuzzy logic? 

It allows the designer to characterize the intended behavior of the system with 

the help of simple “IF-THEN” relations. In many application areas, the use of this logic 

gives a simplified solution that takes less design time. Furthermore, fuzzy logic-based 

solutions are very easy to validate, verify and optimize due to its simplest logic. A more 

powerful solution can be offered to complex problems by combining the conventional 
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methods and artificial neural networks combined with fuzzy based logic. Fuzzy rule-

based logic provides an approach to approximate reasoning in which the rules of 

inference are approximate rather than exact. These systems are very useful and effective 

in handling incomplete, imprecise and unreliable types of information. Due to the rule-

based nature of the fuzzy system, any rational number of input values can be processed 

and multiple outputs can be produced. 

1.3.2 Neural Networks – Soft Computing Technique 

Artificial neural networks [13] is one of the fast-growing research field in the 

discipline of computer science and engineering. Artificial neural networks are 

“information processing systems” inspired by the concept of natural “biological 

nervous system” and the working of the “brain”. These artificial networks are usually 

configured for specific applications, such as image processing, image compression, 

watermarking, data and pattern recognition, stock market and weather prediction, etc. 

The neural network aims to bring “traditional computers” a bit closer to the way 

“human brain” works. The working efficiency of ANNs is directly dependent upon the 

non-linearity nature of the relationship between the inputs and outputs. ANN is a large 

network of interconnected elements called nodes based on the concept of human 

neurons. Each node/neuron performs a little operation and the overall operation is the 

weighted sum of these operations. In the initial stage, NNs are trained by feeding with 

a huge amount of data, that’s how they start learning. There are many learning strategies 

namely supervised, unsupervised and reinforcement learning. Supervised learning is 

 

 

Fig. 1.1: Architecture of fuzzy-based system 
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used in a situation when a sample input dataset with known output is available. 

Unsupervised learning comes to an action when there is no input data set with known 

results. Reinforcement learning is a strategy built based on observation, in which the 

decision of NN is based on its environment. 

An ANN consists of three layers namely input, hidden and output layer. These 

three layers are composed of several nodes that behave like neurons. These nodes are 

connected by links (wires) provides a way of communication with other nodes of the 

network as shown in Fig. 1.2. The first layer receives input in the form of raw data. 

Every subsequent layer receives the output of the previous layers as an input, processes 

it and sends the output to the next layer. The final layers generate the output. To train 

the network, mostly the backpropagation algorithm is used in many cases. In this type 

of algorithm, the desired output and output generated by the ANN are compared. In 

case the output of the ANN is not as desired, the “weights” between the layers are 

updated and the process is repeated until the error value becomes very small. 

 

Fig. 1.2: Architecture of Artificial Neural Network 

Limitations of Neural Networks: 

• Computationally very expensive, as ANN requires excessive training in 

complex systems. 

• Need a huge amount of data set. 

• Not a universal tool for solving problems as there is no defined type of 

methodology for training and verifying an NN. 
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• The results of ANNs are greatly dependent on the accuracy of the available data. 

1.3.3 Evolutionary Computation – Soft Computing Technique 

Evolutionary Computation [14] based on Darwinian principles for automated 

problem solving, introduced by L. J. Fogel in the 1950s, is a major research area for 

adaptation and optimization. In the domain of computer science and engineering, EC is 

a technique of soft computing that involves combinatorics types of optimization 

problems. Such processes are often inspired by “biological mechanisms of evolution”. 

EC uses evolutionary techniques which are evolutionary algorithms (genetic 

algorithms), swarm intelligent techniques (Ant Colony Optimization, Particle Swarm 

Optimization, etc.), etc. 

1.3.3.1 Evolutionary Algorithms 

EA is a subset of evolutionary computation methods that are generally inspired 

by biological evolution such as mutation, reproduction, recombination and selection 

[114]. Candidate solutions to the optimization problem play the role of individuals in a 

population, and the cost function determines the environment within which the 

solutions "live". The evolution of the population then takes place after the repeated 

application of the above-mentioned operators. 

1.3.3.2 Evolutionary Algorithm Techniques 

Some of the EA techniques are briefly discussed as under: 

• Genetic algorithm: GA [13] is the most popular and belongs to the larger class 

of EA. It is used to generate the best solution to optimization problems using 

bio-inspired operators named mutation, crossover, and mutation.  

• Genetic programming: It is a technique in which the programs are evolved 

from their unfit versions, and their fitness is determined by their ability to solve 

a computational problem. 

• Evolutionary programming: The base of EP [14] is the same as that of genetic 

programming, but the structure of the program to be optimized is fixed and its 

numerical parameters are allowed to evolve. 
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1.3.4 Machine Learning – Soft Computing Technique 

The process through which a system improves its performance from experience 

is called “Learning” [15]. So, Machine Learning is a term associated with “computer 

programs” that improve their performance automatically through experience. ML is 

required to produce systems that are overly complicated or become expensive to 

construct manually because they require specific thorough skills or complete 

knowledge of a specific task. It is very much needed in today’s era because of the 

increasing volume of incoming data, an increase in computational power, growing 

progress in available algorithms and theories developed by the researchers and 

increasing support from all kinds of industries. 

Applications of ML: 

Handwriting recognition, information retrieval, machine perception, 

optimization, sentiment analysis, speech recognition, DNA sequence, natural language 

processing, medical diagnosis, etc. 

1.4 Image Restoration using Fuzzy Logic 

The field of image restoration has no exact and precise mathematical 

relationships between the input and output variables. Furthermore, the IR has uncertain 

nature in the noise detection phase and filtering phase. 

So by its very nature, among all the soft computing techniques, Fuzzy logic is 

a perfect technique that can be used or can be merged with top-of-the-line restoration 

techniques for efficient detection of noise and restoration. This technique has found its 

application in around all domains of engineering and computer science fields.  

The basic role of the fuzzy inference system (soft computing technique) in the 

image denoising process is to detect the pixels tainted with noise and to recover the 

noise-free pixel value from its degraded version. 
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1.5 Applications of IR 

Image Restoration has a wide range of applications in the areas where the 

images are acquired, used and processed. Some examples of the areas where IR can be 

used or helpful are given as under: 

• Medicine: X-rays [16], CT-Scan, MRI (Magnetic Resonance Imaging) [5], PET 

(Positron Emission Tomography) [17] and CAD (Computer-Aided Design) 

[18]). Noise-free images not only improve patient’s diagnosis but also remove 

classic Poisson distribution of signal-dependent film grain noise in 

mammograms and chest X-rays.  

• Forensics: In identifying physiological characteristics such as iris [19], face 

[20], and fingerprints [21], etc. 

• Remote Sensing: Meteorological applications such as weather forecasting, 

locating natural resources−forests, water, etc. 

• Communication: Videoconferencing, Watermarking [22], etc. 

• Industry automation: Automated visual inspection in aerospace, food, textile, 

etc. 

• Traffic control: Analyzing pictures taken by cameras for crowd control 

[23,24]. 

• Defense: Night vision devices, RADAR [25], etc. 

• Robotics: Pilot-less vehicles, surface measurements [26], etc. 

Several complicated problems [27−29] have been solved using soft computing 

techniques. Fuzzy logic, a branch of soft computing has gained much popularity in the 

latter half of this century due to its computational capabilities. Plenty of work has 

already been contributed in the field of IR using fuzzy logic but improvements are still 

required due to varying system requirements. 

1.6 Problem Statement and Research Questions  

As discussed, the main purpose of the image restoration process is to reconstruct 

or recover a deteriorated image to its original shape using some foreknowledge of 
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degradation phenomena and the original image. It is essential to refer here that apart 

from the recent advancements in imaging technology still, images suffer from many 

possible degradations like blur, motion, and noise.  

In image processing, digital images may be contaminated with impulse and 

speckle devastates the uniformity between the adjoining pixels in the original image 

and may severely hamper subsequent image operations like segmentation, 

classification, tracking object, edge detection [4−6], etc. Therefore, the amount of noise 

present in a given image needs to be significantly reduced while retaining the original 

details such as lines, edges and textures.  

An impulsive noise has an inherent property that is different from other types 

of noises like Gaussian noise that, affects only a subset of the image pixels leaving all 

other pixel values unaltered. Based on the distribution, impulse noise has usually two 

types: fixed valued (also termed as salt & pepper noise) [30] and random valued 

impulse noise [31]. In literature, many simple and complex denoising techniques have 

been developed for the effective exclusion of impulse noise from gray [32−34] as well 

as colored [35−37] images. These techniques perform very well for SPN but fail in 

handling RVIN effectively. 

Unlike other non-invasive imaging techniques, ultrasound images are playing a 

vital role in medical diagnostics to visualize and examine the internal human body 

structures due to its portability, substantially cost-effective nature and harmless 

ionizing radiations. During the acquisition or transmission process, these images may 

corrupt by a multiplicative type of speckle noise [8,38]. Speckle is a granular noise that 

inherently reduces the image quality resulting in complications for the detection of 

small edges and other textural details. A considerable amount of research attention has 

been received in recent years but no one convincingly claims to have solved the 

problem satisfactorily. 

In switching based image restoration, the noise filtering phase is substantially 

dependent on the accuracy and effectiveness of the noise detector. Most of the existing 

directional, linear, non-linear, NLM and other soft computing based noise detectors do 

not use the correct size of processing windows and the best statistical features present 
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among the adjoining pixels that reduce the accuracy of noise detectors which ultimately 

affects the efficiency of image restoration technique.  

A large number of applications use human-reasoning and fuzzy logic-based 

solutions to complex problems. Most of the existing fuzzy techniques make their 

decisions using static threshold which leads to misclassification of noisy or edge pixels 

because data patterns of noise and image are usually not alike. 

1.6.1 Research Questions 

Following research questions/open issues have been extracted during the 

literature review: 

1. How we can design or improve the noise detection process that can address low 

as well as high noise densities using soft computing techniques?  

2. How soft computing techniques can be used to set the threshold adaptively in 

noise detection phase?  

3. How we can improve the efficiency of the noise filtering phase using local context 

at changing the behavior of noise and image data for smoother performance? 

4. How we can use quadrant based clustering methodology using fuzzy logic for 

better noise estimation and to enhance the edge preservation capabilities of the 

restoration technique. 

5. A Local Linear Minimum Mean Square Error [39] estimator is a renowned 

ultrasonic denoising filter. This estimator uses local statistical features such as the 

variance, mean and mean-square values of the local neighborhood. How we can 

improve the performance of the existing LLMMSE estimator using non-local 

statistics and fuzzy logic? 

6. How we can design filtering techniques that are efficient in noise detection and 

restoration and also are computationally inexpensive? 

1.7 Research Contributions  

The following novel contributions have been made in the field of Image 

Restoration during the research work carried out for this thesis: 
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• In chapter 3, a robust switching scheme based on soft computing technique 

(fuzzy logic) and statistical parameter estimation is proposed that uses the divide 

and conquer strategy to deal with low as well as the high degree of impulse 

noise present in the image. 

Fuzzy logic-based rules are exercised to categorize the impulsive pixels 

into noisy, clean, edge and possibly-corrupted classes. These discrete classes of 

pixels are treated differently. In case a pixel is identified as corrupted, the 

median filter is used and if the pixel is declared as possibly-corrupted, the 

degree of corruptness and possibly edginess is computed using fuzzy 

membership function and the weights are used to calculate the restored value; 

otherwise, the pixel is left unchanged. 

A spatially adaptive approach for selecting an appropriate threshold is 

presented that handles a huge diversity of real-world images except training or 

static (fixed) set up. The threshold parameters are set adaptively by exploring 

the adjoining pixels in 4-directions (horizontal, vertical and 2 diagonals) present 

in the neighbor of an impulsive pixel. The proposed technique is found to be 

robust to different noise densities (levels) and type of images (medical, natural, 

etc.), with a strong denoising capability. 

• In chapter 4, a novel filter is proposed that uses local statistics based 

information (LLMMSE estimator) for uncertainty modeling based on a 

computational model – Fuzzy Uncertainty Modelling (FUM) for despeckling 

ultrasound images. 

The proposed fuzzy logic-based computational model gives superior 

performance both in terms of image despeckling and fine detail preservation.  

The proposed model is computationally efficient due to less number of 

multiplication and addition operations as only similar non-local regions of the 

image will be used to estimate the restored value of a noisy pixel. Proposed 

techniques detect and filter out noises without any training and an increase in 

computational complexity. 

Quantitative and qualitative analysis (in terms of local and global error 

measures) of the proposed techniques in this thesis prove their efficacy over the 

existing benchmarked restoration techniques. 
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1.8 Image Dataset  

The performance of the proposed “impulse” and “speckle” noise filtering 

techniques have been evaluated both quantitatively and qualitatively by performing 

extensive experimentation on a large set of images (around 250 grayscale images) taken 

from well-known databases, USGS-Images and MedPix available at www.imageproc-

essingplace.com. The performance of the proposed despeckling technique is also 

assessed using experimentation performed on the synthesized, B-mode [40] ultrasonic 

simulated, Field-II [41] kidney simulated images. Experiments are also performed on 

real images of the liver and urinary tract taken from www.ultrasoundcases.info. All 

these experiments have been performed on a system having “8 GB RAM and Intel Core 

i7 processor with 2.70 GHz clock speed”. The prototype has been implemented in 

MATLAB 2015b (by The Math Works Inc.) in Windows 10 platform. 

1.9 Image Performance Measures 

The performance of the proposed filter is evaluated both subjectively as well as 

objectively. 

1.9.1 Objective Image Quality Measure 

The objective performance is measured using three widely used performance 

metrics, the “Signal-to-Noise-Ratio”, “Peak-Signal-to-Noise-Ratio” [42] which aims 

to measure the “differences and similarities” between the original noise-free image and 

the reconstructed image, “Structure Similarity Index Measure” [43] which is used to 

focus on the detail preservation characteristic and a novel low-level feature-based 

image quality assessment metric called “Feature Similarity Index Measure” [44]. 

FSIM measure relies on the fact that the “Human Visual System” recognizes an image 

mainly according to its “low-level” features. 

These metrics are calculated as follows:  

𝑆𝑁𝑅(𝐼𝑅 , 𝐼𝑂) = 10 log10
∑ ∑ (𝐼𝑅)

2𝑁
𝑗=1

𝑀
𝑖=1

∑ ∑ (𝐼𝑂 − 𝐼𝑅)2
𝑁
𝑗=1

𝑀
𝑖=1

 (1.4)  

http://usgs-images/
http://www.imageproc-essingplace.com/
http://www.imageproc-essingplace.com/
http://www.ultrasoundcases.info/
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𝑃𝑆𝑁𝑅(𝐼𝑅 , 𝐼𝑂) = 10 log10
𝐼𝑚𝑎𝑥
2

𝑀𝑆𝐸(𝐼𝑅 , 𝐼𝑂)
 (1.5)  

where, 

𝑀𝑆𝐸(𝐼𝑅 , 𝐼𝑂) =
1

𝑀 ×𝑁
∑∑(𝐼𝑅 − 𝐼𝑂)

2

𝑁

𝑗=1

𝑀

𝑖=1

 (1.6)  

𝑆𝑆𝐼𝑀 =
(2𝜇𝑂𝜇𝑅 + 𝐶1)(2𝜎𝑂𝑅 + 𝐶2)

(𝜇𝑂
2+𝜇𝑅

2 + 𝐶1)(𝜎𝑂
2+𝜎𝑅

2 + 𝐶2)
 

(1.7)  

𝐹𝑆𝐼𝑀 =
∑ 𝑆𝐿(𝑥). 𝑃𝐶𝑚(𝑥) 𝑥∈Ω

∑ 𝑃𝐶𝑚(𝑥) 𝑥∈Ω
 (1.8)  

 

Here, 𝐼𝑂 and 𝐼𝑅 represent the original and reconstructed images respectively. 

𝐼𝑚𝑎𝑥 is the maximum pixel value in an 8-bit grayscale image which is 255, 𝑖 and 𝑗 

represents pixel coordinates, 𝑀 ×𝑁 is the dimension of the image,  𝜇𝑂 and 𝜇𝑅 are the 

means, 𝜎𝑂
2 and 𝜎𝑅

2 are “variances” of the original and restored image respectively and 

𝜎𝑂𝑅 is the “covariance” of the original and restored image. 𝑃𝐶𝑚 denotes phase 

congruency and 𝑆𝐿 is the similarity measure of the whole spatial image denoted by “Ω”. 

1.9.2 Subjective Image Quality Measure 

Contrary to the above-listed performance measures, subjective image quality 

measure includes human perception for the assessment of restored images. It’s a time-

consuming process as different observers are asked to rate the restored image. It’s a 

deterministic approach and may deviate from different observers. 

1.10 Thesis Outline 

After a brief introduction in Chapter 1, Chapter 2 presents a brief literature 

review and piles up the basic preliminaries of how IR techniques are formulated and 

solved. Chapter 3 presents a new quadrant based spatially adaptive filter that uses fuzzy 

inference and 4−directional background information to effectively restore the impulsive 

images. Chapter 4 proposes a novel speckle-noise reduction technique that uses Fuzzy 

Uncertainty Modelling (FUM) and non-local mean concept. Lastly, in Chapter 5, 

conclusions and future work directions are drawn.
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Chapter 2 

2.  Review: Image Restoration Methods 

The prime objective of Image restoration is to recover or reconstruct an image 

when degraded by noise to produce a more accurate representation of the true image. 

The process of image restoration is objective in nature. Noise is usually termed as an 

unwanted variation in image data. Image analysis becomes simplified if the noise 

present in an image is filtered out. Scientists working in the Signal and Image 

Processing (SIP) domain have further elaborated the term filter to include actions that 

highlight features or structures of interest in signal and image data. In image processing, 

restoration techniques highlight different aspects to extract various important image 

features [2]. In this chapter, we briefly discuss basic mechanisms involved in image 

restoration and present a comprehensive literature review of related techniques to 

further elaborate the problem in hand.  

2.1 Image Restoration Model 

The main purpose of restoration is to 'undo' faults and defects which degrade 

the quality of an image. Degradation in images may occur due to motion blurring, 

presence of noise or camera defocus problem. In the case of motion blurring type of 

degradation, the original image can be restored by estimating the actual blurring effect 

and undoing the effect [42]. In noise corrupted images, the best thing we can do is to 

compensate for the degradation it caused. The image processing world has several 

techniques that can be used to restore images. Examples are spatial filtering, inverse 

filtering, Wiener filtering, wavelet restoration, etc. 

For noise removal in spatial filtering, actions are carried out on the pixels of an 

image directly and most of the techniques in the literature review use this particular 

approach [45−51]. If we could estimate the model of degradation function accurately 

that corrupts the image, the inverse filtering concept can be used to restore the original 
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image. Unluckily, an inverse filter is a form of high pass filter which enhances the noise 

more, if present in the image. Inverse filtering can be used in the restoration techniques 

using thresholding or an iterative method. The block diagram of the image restoration 

model is presented in Fig. 2.1. 

 

Fig 2.1: Image Restoration Model [2] 

2.2 Image Filtering  

Filtering is a technique that is used for enhancing and modifying an input image. 

When a specific filter is applied to an image, some of its features become prominent 

while others are wiped out. Edge enhancement, sharpening, and smoothing are common 

image processing operations employed with filtering. Filtering can be further divided 

into two types namely: spatial domain filtering and frequency domain filtering.  

The term spatial domain denotes an aggregate of pixels composing an image. 

In this filtering mechanism, actions are directly carried out on pixels or elements of an 

image. The restored image is estimated using a restoration technique that works on 

neighboring pixels of the noisy input image. This estimation is accomplished via an 

operation called convolution [2]. 

In the frequency domain, an image of n×n elements is represented alternatively 

as a sum of Sine waves of different frequencies, directions, and amplitudes (also called 

Fourier representation). The parameters identifying the sine waves are labeled as 

Fourier coefficients. Frequency domain filtering is based on the conversion of the input 

image from the spatial to the frequency domain using Fast Fourier Transform (FFT), 

utilization of proposed filter, and conversion of the filtered image back to the spatial 
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domain using inverse Fourier Transform (IFT). Low pass, high pass and bandpass are 

the popular types of frequency domain filters [2]. In this research work, the proposed 

filters are mainly based on spatial domain filtering. 

2.2.1 Image Filtering in Spatial Domain 

Spatial domain filtering is considered as an optimum option when additive noise 

is added to an image. In the spatial domain, different types of filters are used, which 

can be categorized into linear (mean), non-linear (order statistics), non-local[8] and 

adaptive filters [113]. Linear filters are widely used in IR algorithms in which the pixel 

values are replaced by the average value of its neighboring pixels. “Harmonic filter, 

contra harmonic filter, arithmetic-mean filter and geometric-mean filter” are the 

variations of the mean filter. These filters are good for IN removal but produce artificial 

artifacts by smearing the edges. Order statistics filters are good at detecting outliers in 

the processing window by exploiting simple sorting properties. Median filter, min-max 

filter, and midpoint filter are some of the examples of non-linear filters. Adaptive filters 

are considered most effective as filter behavior varies depending upon image contents 

[42]. 

2.3 Impulse Noise Model 

As discussed earlier, impulse noise is of two types: fixed-valued and random-

valued impulse noise. In fixed-valued impulse noise, a noisy pixel can take either a 

minimum 0 or a maximum 255 value from [0,255] interval in case of an 8-bit grayscale 

image. So the resulting image tainted with fixed valued impulse noise will have a black 

(for 0) or a white (for 255) spot on it. In the case of a random valued impulsive image, 

a pixel may become taint by taking any arbitrary value from the range [0−255]. Here 

the noise range is much broader than that of fixed valued impulse noise. Thus, the 

detection and restoration of random valued impulse noise from a deteriorated digital 

image are more common and more challenging than that of fixed valued impulse noise. 

Let 𝑥𝑟,𝑐 and 𝑦𝑟,𝑐 be the gray-level values at position (𝑟, 𝑐) of the original and corrupted 

images respectively. Impulse noise for the grayscale image can be modeled as: 
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y𝑟,𝑐 = {

𝛿𝑟,𝑐            𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝜌 
 

  𝑥𝑟,𝑐  𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (1 − 𝜌)
 

 

(2.1) 

 

where 𝜌 is the probability that the pixel gets the noisy value and 𝛿𝑟,𝑐 is the noisy pixel 

value coming from an Independent and Identically Distributed (IID) random process 

[52]. 

2.4 Related Work (Impulse Noise Reduction Techniques) 

Linear filters, non-linear filters, and their variants have been exploited in state-

of-the-art techniques to address different types of noises. These techniques present good 

results by performing the filtering process but may produce artificial artifacts and make 

the restored blurred images due to the fact that noisy and noiseless pixels are considered 

equally in the restoration process. Ordered statistical filters are non-linear in nature and 

are considered robust and effective against noise due to their restoration ability based 

on statistical measures and computational power [2,53−55]. These techniques compute 

the estimated restored value of a corrupted pixel by calculating the median of its 

neighboring directional pixels in a processing window. It does not produce the blurring 

effect but may spread the line or edge information in the image’s detailed area. To 

overcome this limitation, a large number of median variants have been proposed in [33,  

52,56−64] and are used especially for impulsive noise removal along with preserving 

the details to a great extent. In the following, some of the related techniques are 

reviewed that provides the base of the proposed filter. 

2.4.1 Linear and Non-Linear Filters 

T. C. Lin proposed an Adaptive CWM filter [65] which uses an adaptive 

operator that makes estimates by exploring the absolute difference between 

current/center pixel and the output of CWM [66] filter with different weights on the 

center, to detect the presence of impulsive noise. "Even though the filter gives some 

good results in terms of noise suppression but spoiling of noise-free pixels is more and 

it results in overall poor performance". 

Tao Chen et.al [67] proposed a non-linear Multi-State Median filter that 

incorporates median and CWM filter into the noise detection phase to decide whether 
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the pixel under consideration is noisy or noiseless. The restoration phase is then applied 

to the pixel detected as noisy only. This filter suppresses the impulse noise present in 

the image while retaining the image detail to a great extent. "TSM filter provides steady 

performance when a specific range of threshold is applied". 

Crnojevic et al. [68] introduced an efficient and effective local variance 

estimator (image detail), a modified version of MAD, which detaches the image details 

from the noisy pixels very efficiently. The iterative variant of MAD, Pixel-Wise MAD 

eradicates randomly distributed impulse noise present in the image. To separate image 

details from impulsive pixels, the “median of the absolute deviations from the median 

of MAD” is calculated and used. This filter eliminates all types of impulse noise 

efficaciously. The performance of the filter is above average but shows a decreasing 

tendency when the amount of texture/edge density increases. 

Garnett et al. [69] presented ROAD, a new local image statistic to detect 

impulsive pixels. It is combined with a filter designed to remove mixed Gaussian and 

impulse noise. 

DWM [33] filter introduced by Dong et al. proposed a new impulse detector 

which tends to amplify the differences between noise-free and noisy pixels by finding 

differences between the central and the adjoining pixels in the 4-directions (vertical, 

horizontal and two diagonal directions). A sliding window of size 5×5 is used to 

calculate the sum of absolute differences in the four directions. The minimum of these 

absolute difference values is compared with the threshold which marks the pixel as 

noisy or noise-free. In the filtering step, the direction of the line or edge, if exists, is 

determined by calculating the standard deviation in the above mentioned four 

directions. The value of the noisy pixel is replaced with the weighted median value 

calculated in the direction in which the standard deviation is small. This method yields 

good results when noise density is low but as the noise density increase, its performance 

gradually decreases. 

An improved version of ROAD called ROD-ROAD is proposed by Liu et al. 

[70] which uses two-phase detection of an impulsive pixel with high accuracy and 

restores the value of noisy pixel using the weighted mean filter. The static threshold 
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value restricts the algorithm to be used only with a specific type of image and cannot 

be used generically. 

Dawood et al. [62] proposed a filter that uses local statistics to identify the 

impulsive pixel. For this, the mean of the minimum of eight values of the absolute 

differences between the central pixel of a 5×5 processing window and all of its 

neighboring pixels are computed. Which is then compared with a static threshold value 

to classify the pixel as noisy or noise-free. In the filtering phase, a noisy-pixel is 

replaced with the median of the minimum difference pixels in optimal directions. The 

static threshold is the major problem that decreases the efficiency of the proposed filter. 

Khan et al. [71] introduced an Adaptive Dynamically Weighted Median 

(ADWM) filter based on the CWM filter, in which weights of the central pixels are set 

dynamically. The proposed technique also uses an adaptive method that sets the 

processing rectangular window by increasing or decreasing the size according to the 

amount of impulsive noise. 

Z Shi et al. [47] proposed an iterative two-phase noise filtering process based 

on an impulse detector that uses dissimilar pixel counting to deal with the mixture of 

Gaussian and impulse type of noise present in an image. The average difference 

between the neighboring pixels is used to find similarity or dissimilarity between the 

noisy and noise-free pixels. The total count of dissimilar pixels is compared with a static 

threshold to locate the outliers present in a noisy image. In the filtering phase, an 

extended trilateral filter is used to restore the value of noisy pixels. Proposed filter filter-

out the mixed noise considerably while retaining the texture of the image intact to a 

large extent, but fails when noise density increases. 

2.4.2 Fuzzy Logic based Restoration Techniques 

A large number of image processing problems have been addressed by using 

fuzzy logic-based techniques. In image restoration, fuzzy logic has been used to remove 

fixed-valued and random-valued impulsive noise, eliminating Gaussian noise, at the 

same time preserving fine textured details and edges effectively. Linear filter theory is 

an effective tool to remove additive Gaussian noise but fails for non-additive Gaussian 

noise. In this connection, fuzzy logic-based methodologies for impulse and speckle 

noise reduction [46] have received attention because of reduced computational cost and 
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improved or almost akin restoration ability when they are compared with other bench-

mark techniques. In the following, some well-known state-of-the-art fuzzy filters are 

reviewed in detail. 

Histogram-based Fuzzy Filter has been proposed by Wang et al. in [72], a novel 

approach that exploits the image statistics (histogram) to estimate and suppress highly 

degraded impulsive images. HFF is a simple filter with low cost that gives better 

performance at medium noise densities but tends to perform poorly as the noise density 

increases especially in the textured area of the noisy image. 

Schulte et al. proposed the Fuzzy Impulse Noise Detection and Reduction 

Method [73] in which a non-linear filter with fuzzy logic is used to eliminate both 

impulse and other mixture of noise with reduced time complexity. In the noise detection 

phase, a fuzzy rule-based system and different types of fuzzy membership functions are 

used to assess every pixel for noise or noise-free. In the noise reduction phase, only the 

detected noisy pixels are restored using fuzzy logic. Consequently, the image details 

(edges and textures) and the contrast remains unchanged. "This filter has the ability to 

reduce all kinds of impulse noises with a very low execution time". 

Kang et al. proposed a Fuzzy Reasoning based Directional Median filter in [56] 

to overcome the problem with DWM filter [33] that states that the capability of the 

noise removal process reduces if edge directions are not identified by the DWM 

correctly. The difference between the current pixel and the 4-directional neighbors 

(edges) is calculated and used with the fuzzy logic to decide whether the current pixel 

is noisy, edge or noise-free. In noise filtering phase, a directional median filter is applied 

to restore the value of the noisy pixels. This filter filter-out the impulse noise 

considerably while preserving the details of the image to a large extent, but fails when 

noise density increases. 

Wanga et al. [74] proposed Adaptive Neural Fuzzy Inference System, a novel 

impulse noise removal filter with a double noise detector scheme. In the detection 

phase, noisy pixels identified by the noise detector using an adaptive median filter are 

again judged by a local fuzzy membership function to improve the detection accuracy. 

In the filtering phase, noisy pixels are recovered using ANFIS based on the 

neighborhood of noise-free pixels. 
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In [51,52,57], an adaptive approach for threshold selection using fuzzy rules is 

proposed which efficiently utilizes the background pixel information to detect and deal 

with pixels tainted with specifically random valued impulse noise. The algorithm shows 

excellent results than the state-of-the-art filters in terms of qualitative and quantitative 

measures, detail preservation and noise suppression. 

Schuster et al. [49] introduced a novel filter that first applies a simple median 

filter to reduce the impulsive noise followed by the application of direct fuzzy transform 

to the output image. Fuzzy rule-based logic is used to detect the noisy pixel and finally, 

its value is restored by applying an iterative impulse noise reduction method called 

AFT-IF. The proposed filter preserves the fine details present in the image while 

reducing the amount of impulse noise. 

Roy et al. [63] introduced a region adaptive fuzzy filter for elimination of 

random-valued impulse noise from color images which take into consideration the 

correlation among the three color channels and recursively adapts itself to determine 

the maximum size of the rectangular window consistent with the local noise densities 

to detect and restore noisy pixels. The proposed filter preserves image detail 

considerably when noise density is low. As the noise density in the image increase, the 

performance of the filter starts decreasing. 

A Roy et al. [45] presented a new impulsive filter that combines fuzzy c-means 

clustering and fuzzy support vector machine that removes impulse noise from color 

images. This method uses the Local Binary Pattern and the absolute difference between 

the median and the current pixel to detect noisy pixels. The fuzzy rule-based adaptive 

median filter is applied to restore the value of noisy pixels. The performance of the 

proposed filter gives good results in removing impulse noise considerably but tends to 

decrease when the noise density increases in the images. 

During the last two decades, a significant number of research articles have been 

published in the field of image processing especially in the restoration of impulse noise 

from the degraded images using fuzzy logic. Recent techniques are much better than 

previous in all respect but no one can convincingly claim to have solved the image 

restoration problems completely.  
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2.4.3 Other Soft Computing & Vector-Based Techniques for Grey and 

Color images  

EA based techniques are discussed in section 1.3.3 in detail. Genetic 

programming, evolutionary strategies (ESs), fuzzy-similarity and evolutionary 

programming (EP) are the basic types of EA. The difference between these 

methodologies comes in the way that how search strategies are implemented in each 

method. 

Nemanja et al. [60] introduced an impulse noise filter based on the switching 

scheme that uses GP and local noise estimators, median and MAD. The technique is 

having the capability to suppress both salt & pepper and random-valued impulse noise. 

The GP based technique gives good results with exceeded computational time 

complexity. 

Majid et al. [75] proposed an iterative impulse noise reduction scheme that starts 

working on a small number of noise-free pixels in a small size processing window and 

continues until all noisy pixels are restored using GP based noise estimator. Results 

produced by the technique are satisfactory with the capability to retain the fine details 

present in the image when the noise density is low. 

SG Javed [76] presented an INDE-GP filter,  a soft computing based noise 

removal technique that can deal with all kinds of impulse noise. First, IN is localized 

using GP combined with “rank-ordered” and robust “statistical features”. Then only 

the detected impulsive pixels are restored using GP and local statistical measures of 

noise-free pixels present in the neighborhood of noisy pixels. The performance of the 

proposed filtering method in preserving the edges and texture slowly decreases as the 

noise ratio increases in the image.  

To handle false artifacts produced by the noise in the images, vector-based non-

linear gray and color image restoration techniques are introduced, which are based on 

robust local statistics [54,55] that perform ordering of vectors in a rectangular 

processing window [77] of some specific size. The fundamental tenet behind vector-

based techniques is to “rank the vectors with the help of an appropriate similarity 

measure” using the reduced ordering principle. The vectors that are closest to other 

vectors in the window, based on a distance measure, are considered as the lowest-
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ranked vectors. So, noise can be detected very easily by looking at the highest-ranked 

vectors in the processing window.  

The main limitation of the vector-based color filters is that they cannot adapt to 

images with different levels of details because of a fixed amount of filtering. Therefore 

several modified versions of vector filters are developed. Schulte et al. [78] proposed 

HFC filter for image restoration. This filter tries to maintain color differences while 

using a well-known HFF [72] algorithm for color images and therefore outperforms 

other techniques for color image restoration. This technique uses only a single fuzzy 

membership function. Other fuzzy membership functions have not been explored.  

From the above literature review, it is clear that removal of random-valued-

impulse-noise is more challenging than fixed-value-impulse-noise and such noise is 

more likely to come in real-world applications. It is further noted that the noise removal 

techniques are heavily dependent on noise detection mechanism. Therefore, the 

accuracy and estimation power of the noise detector is a very important factor in the 

noise removal process. More work is required in grey as well as colored image 

restoration as most of the filtering techniques have problems at high noise densities, 

distortion, and generating false artifacts. 

2.5 Speckle Noise Model 

Mathematical model of the speckle noise given in Eq. 2.2 shows that the noise 

distribution in ultrasound medical image is signal-dependent and multiplicative in 

nature [1] and is given as under: 

𝐼𝑛𝑜𝑖𝑠𝑦(𝑥) ≈ 𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑥)𝜂(𝑥) (2.2) 

 

The original image is represented by 𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑥), 𝑥 is the pixel location, the 

observed image with noise is represented by 𝐼𝑛𝑜𝑖𝑠𝑦(𝑥) and 𝜂(𝑥) specifies the 

multiplicative noise component. The following equation is obtained after applying log 

transformation to the mathematical model given in Eq. 2.2. 

log (𝐼𝑛𝑜𝑖𝑠𝑦(𝑥)) ≈ log (𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑥)) + log (𝜂(𝑥)) (2.3) 
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The general model of the speckle-noise present in almost every ultrasound 

image is given in the following expression: 

 

𝐼𝑛𝑜𝑖𝑠𝑦(𝑥) = 𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑥) +  𝐼𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙(𝑥)𝑟 ∗ 𝜂(𝑥) (2.4) 

where factor r is attributed to the ultrasound acquisition device having Gaussian 

distribution with zero mean. In the ultrasound image study of B-mode, a good 

representation of ultrasound data is made by setting r equal to 0.5. The model shows 

that speckle noise is multiplicative when r is set to 1. 

2.6 Related Work (Speckle Noise Reduction Techniques) 

Unlike other non-invasive imaging techniques, ultrasound images are playing a 

vital role in medical diagnostics to visualize and examine the internal human body 

structures due to its portability, substantially cost-effective nature and harmless 

ionizing radiations. During the acquisition or transmission process, these images may 

corrupt by additive and multiplicative speckle noise [2,7]. Speckle is a granular noise 

that inherently degrades the quality of the image resulting in complications for the 

detection of small edges and other textural details.  

Image denoising is a required pre-processing step for every image processing 

and computer vision task. It helps in extracting reliable and accurate information using 

segmentation, feature extraction and classification purposes from the ultrasound image. 

The current study addresses the multiplicative type of uncertainty present in almost 

every ultrasound medical image. 

The speckle in the US image is often considered as undesirable and numerous 

noise removal techniques have been proposed considering the signal-dependent nature 

of the speckle intensity. In the next section, a comprehensive review of standard 

adaptive filters and other methods for speckle reduction is presented. 

2.6.1 Standard Adaptive Techniques 

Medical image smoothing may cause the blurring effect while edge sharpening 

may lead to noise amplification [79]. In most of the existing denoising methods, 

filtering is performed on the whole image rather than applied to the noisy part of the 
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image only. As a result, noise-free pixels also get change which destroys the image 

content considerably and produces false artifacts. In order to despeckle the images 

considerably, specific filters have been designed both in spatial and transformed 

domains [80].  Existing methods use a variety of adaptive local statistical spatial filters 

such as average, median, wiener, Lee, Frost, and Kuan filters [81−83]. These filters 

provide a visually enhanced image to make an accurate diagnosis by reducing speckle 

noise effectively, but quantitative analysis shows that they do not precisely preserve the 

important features of the required data such as thin lines, edges and anatomical 

boundaries in the image. 

2.6.2 Partial Differential Equations (PDE) based Methods 

A balance between the preservation of useful diagnostic information and noise 

suppression is the main goal of CAD. To preserve the fine edges and suppress speckle 

in images, Anisotropic Diffusion filter [38] and its variants Speckle Reducing AD filter 

[84], Oriented SRAD filter [85] are used. These filters work well for regional features 

preservation but for point and linear feature characterization, they need to be corrected. 

Due to the iterative nature of these filters, some important detail may disappear from 

the image which is the major drawback of this technique. To preserve the minor details, 

the Squeeze Box filter [86] is proposed as a preprocessing step for enhancing the 

contrast of B-mode images by compressing the pixel distribution range to some limit in 

homogeneous regions while preserving the average mean values of distinct regions of 

the image by using local statistical functions. To address the speckle noise in the image, 

other transform domain denoising methods are also used. However, almost all methods 

generally produce unwanted or false artifacts in the image which can lead to false 

diagnoses. So more robust and accurate detail preserving despeckling filters are in need 

and being sought. The despeckling methods mentioned above are based on local 

statistical information.  The pixels in the image are highly correlated and the noise is 

generally independent, so to simply averaging these pixels yield considerable noise 

reduction, but makes the edges more blurred. 

2.6.3 Switching Scheme based Methods 

A “Switching scheme concept” is introduced in [50] that improves the speckle 

noise detection process without affecting the image details. This technique identifies 
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the deteriorated pixels from the noisy image first, then only these pixels are subjected 

to the noise removal process leaving the noise-free pixels unchanged. Most of the newly 

proposed filtering techniques are now use this switching scheme for restoration. 

2.6.4 Deep Learning-based Methods 

Over recent years, DL [87,88] has had a remarkable impact on various fields in 

science. It has led to substantial improvements in image restoration, image 

segmentation, image detection and recognition, image registration and speech 

recognition. This technology is also highly relevant for medical imaging. There have 

been several attempts to handle the denoising problem by DL algorithms [89−91]. 

Despite the promising results, DL-approach has some shortcomings as well. One of the 

biggest hurdles of DL research in medical imaging is the data-hungry nature of the DL 

algorithms. It needs to be trained with large sets of labelled data. The larger the training 

data set, the better the performance of the algorithm. Secondly, it is computationally 

very expensive which restricts it to be used in a real-time scenario.  Furthermore, a DL 

algorithm requires many tuning parameters to properly train the model that makes it 

difficult to configure. The complexity of the hidden layers of the DL algorithm hinders 

to interpret the results or to understand the algorithm mechanism. 

2.6.5 Non-Local Mean based Methods 

Non-Local Mean filtering [8,92] is a non-local technique in which only selected 

regions are used to model the uncertainty present in the image. NLM analyzes the data 

in large and collects the observations from the whole image looking for similar features. 

This technique removes the noise cleanly preserving the edges and other fine details. 

This filter uses similar local regions within the image to calculate the weights of the 

pixels contain noise. NLM filter is best to restore a periodic or textured image. Due to 

this property, the NLM filter has proven to be an effective and efficient restoration 

technique and has been used by many researchers to despeckle ultrasound images. 

OBNLM (Optimized Bayesian NLM) [93] filter uses a Bayesian framework is also 

adopted to address speckle noise. The performance of the NLM filters is inversely 

related to the degree of noise in the image. As the noise increase, the NLM and its 

variants start to produce blurring effects within the image which decreases its quality. 

Therefore, NLMLS (Non-local mean filter combined with local statistics) [39] is 
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proposed that combines the best features of local statistics and NLM filter and 

effectively reduce the speckle noise in the ultrasound images. The noisy regions input 

to the NLM, are first smoothed based on the local statistical features which are then 

used to compute the weights for the NLM. Results show significant improvement in the 

quality of the despeckled ultrasound image. Another hybrid algorithm for making 

noise-free ultrasonic images [41] uses a three-step non-iterative process to despeckle 

the ultrasound images. The local statistical information of the image is obtained and is 

used to reduce speckle noise in the first step followed by applying improved SRBF – 

“Speckle Reducing Bilateral Filter” to further lessen the speckle noise. In the third step, 

the NLM filter is applied to reconstruct the diffused edges as a post-processing 

technique. 

2.6.6 NLM based Fuzzy Mechanism 

NLM filters using a fuzzy similarity mechanism have also been proposed 

recently for eliminating random valued impulse noise, multiplicative speckle noise and 

rician noise from the medical images [94−96].  These methods use fuzzy logic to 

identify the degree of similarity between multiple non-local regions present around the 

noisy pixel. 

2.7 Summary 

In this chapter, basic preliminaries of image filtering and common methods for 

addressing IR problems have been conferred. Noise filtering algorithms are primarily 

reliant on noise detection mechanism in which optimization, accuracy and estimation 

power of noise detector is very important. Most of the existing IN and Speckle noise 

filtering algorithms (linear, non-linear, directional, non-directional, NLM and other soft 

computing based techniques) use fixed threshold parameters and do not make full use 

of the processing window which ultimately reduce the noise detection as well as edge 

preservation capabilities. To address these problems, a fuzzy inference system based 

adaptive mechanisms have been proposed in this thesis for effective cancellation of 

noise and preservation of edge s and other fine detailed information.    
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Chapter 3 

3. Quadrant based Spatially Adaptive 

Fuzzy Filter for Random Valued 

Impulse Noise Removal 

In this chapter, an efficient image restoration technique Quadrant based 

Spatially Adaptive Fuzzy filter [97] is presented which is based on spatially linked-

directional adjoining pixels and fuzzy logic for addressing moderate and highly 

corrupted grayscale images with Random Valued Impulse Noise is presented. The 

proposed technique decomposes a larger sized impulsive region of an image into 

numerous overlapping small patches for low as well as high-density impulse noise 

estimation with enhanced image restoration results. This subdivision highlights the 

details (edges, lines, and textures) present in the neighborhood and the locations of 

impulsive pixels are relocated in multiple regions. Direction-based fuzzy rules give 

appropriate reasoning for edge and texture detection in an image. A switching technique 

based fuzzified degree identifies a certain pixel of an image as a noise-free, noisy or 

edge pixel in the filtering phase. Instead of using a static threshold, a directional non-

parametric approach is introduced that determines and sets the threshold adaptively 

which empowers the proposed filter to handle different types of images automatically. 

3.1 Motivations 

As discussed earlier in chapter 2, the impulsive noise has a characteristic that it 

swaps only a random subset of the clean image pixels with impulse noise leaving all 

other pixel values unchanged. Many existing impulse noise restoration techniques tend 

to fail when the following three cases are considered: 
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Case–1: 

Filtering techniques based on mean [70,98,99] and median [30−37,68,69,100− 

104] operations fail to approximate the actual value of an impulsive pixel if half or more 

of the processing window is affected with impulse noise. Fig. 3.1(a) shows a 3×3 noise-

free window. A smooth region tainted with Salt-impulse and Pepper-impulse is shown 

in Fig. 3.1 (b) and (c) respectively. The mean filter fails to restore the central pixel value 

accurately as in Fig. 3.1(b) the restored value will be 171 and in Fig. 3.1(c) it will be 

29. Whereas median filters recognize the central pixel as noise-free in both cases as the 

difference (absolute) between the median of neighbor and center pixel is zero. 

 

Case–2: 

In the case of fine-textured and detailed images corrupted with RVIN, the 

absolute difference between pixels in a region is larger than normal. As a result, it is 

very difficult to distinguish between a fine-textured pixel value and a random noise 

value. Fig. 3.2 (a) and (b) show a processing window of size 3×3 tainted with RVIN 

and a free from noise respectively. The difference (absolute) between the median of 

neighboring pixels and the central pixel of both windows are 38 and 37, respectively. 

As the differences are very close, so it is difficult to separate noise from fine-textured 

patches. Techniques presented in [56,73,105,106] are unable to identify noisy pixels 

precisely in this case. 

Case–3: 

Fig. 3.2(c) shows another problem when the central pixel of a uniformly 

distributed patch of the image is affected with RVIN and the difference between the 

central pixel and median is very small. Most of the state-of-the-art methods [51,57,58] 

           (a)               (b)            (c) 

Fig. 3.1: (Case–1) (a) 3×3 noise-free window (b) Salt and (c) Pepper Impulse noise in the 

smooth region representing Mean, Median and *Difference (between the central pixel and 

median of the window) 
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perform quite well in the case of large outliers but become inefficient against small 

variations. 

 (a)  (b)   (c) 

Fig. 3.2: (Case–2) (a) 3×3 window affected with RVIN (b) noise-free window (c) Central 

pixel affected with RVIN  representing Mean, Median and *Difference (between central 

pixel and median of the window) 

 

A novel, robust and detail-preserving filter has been proposed in this research 

that tackles any type of impulsive noise present in the image. The proposed iterative 

filter sub-divides a large-size processing window into numerous smaller overlapping 

windows to form a quadrant set. A quadrant vector is computed from the sorted 

estimated medians of the small-size windows. This quadrant vector uses fuzzy rule-

based reasoning to further explore the presence of impulse noise and the amount of 

texture in an image. In the restoration process, a simple switching median technique is 

used to restore the value of the impulsive pixel. The proposed technique successively 

detects and suppresses low, medium and high-density impulse noise from the 

deteriorated images while preserving the fine structure and details on a large scale. 

Experiments show that the proposed technique is equally effective for both the RVIN 

and SPN.  

3.2 Contributions 

Major contributions made in this chapter are as follows: 

• A robust switching scheme based on fuzzy logic and statistical parameter estimation 

is proposed that uses the divide and conquer strategy to deal with low as well as a 

high degree of impulse noise present in the image.  

• Fuzzy rules are exercised to categorize the impulsive pixels into noisy, clean, edge 

and possibly-corrupted classes. 

• These discrete classes of pixels are treated differently. In case a pixel is identified 

as corrupted, the median filter is used and if the pixel is declared as possibly-
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corrupted, the degree of corruptness and possibly edginess is computed using fuzzy 

membership function and the weights are used to calculate the restored value; 

otherwise, the pixel is left unchanged. 

• A spatially adaptive approach for selecting an appropriate threshold is presented 

that can handle a huge diversity of real-world images except training or static (fixed) 

set up. The threshold parameters are set adaptively by exploring the adjoining pixels 

in 4-directions (horizontal, vertical and 2 diagonals) present in the neighbor of an 

impulsive pixel. 

• The proposed technique is found to be robust to different noise densities (levels) 

and type of images (medical, natural, etc.), with a strong denoising capability. 

Experiments show that the denoising results obtained by the proposed method 

outperform its counterparts at low, medium and high noise densities. 

3.3 Proposed Filter 

To address the limitations of the existing methods discussed in chapter 2, in a 

case when more than 50% of the pixels in the selected processing window are affected 

with impulse noise and to remove low as well as highly corrupted pixels, we have 

introduced a new methodology in which a processing window of size n×n is subdivided 

into an overlapped set of sub-windows of reduced size where the fuzzy rule-based 

system is used to deal with the uncertainties present in the image as shown in Fig. 3.3. 

The proposed filtering technique is based on an adaptive switching mechanism 

that detects the noisy pixels in the degraded image and restores those pixels by using a 

fuzzy rule-based directional median operation leaving noiseless pixels unaltered. 

3.3.1 Impulse Noise Detector 

 In the noise-free image, the neighboring pixels show high cohesion with each 

other i.e. slow varying intensity values in case of smooth regions and high varying 

intensities in different directions in case of lines or edges. Whereas in impulsive images, 

due to the unexpected random change in the intensity values, noisy pixels lose coupling 

with their neighbors and the fine structure is lost.  
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Impulsive pixels can be identified through the analysis of local statistical 

properties of a small patch of the degraded image (processing window), whose size is 

bounded by the filter. Selecting the appropriate size of the processing window is very 

critical and should be given due consideration in any impulse noise detector algorithm. 

More information regarding fine details like edges and textures are obtainable in 

processing windows having a large size, whereas small size processing windows are 

robust to the detection of small scale noise densities. 

Let 𝜔 be a square (2𝑛 + 1) × (2𝑛 + 1) processing window. A mixed approach 

has been introduced that uses two processing (sliding) windows of different size 

represented by 𝜔𝑛, where 𝑛 = 1,2 taking into consideration the “median drifting” 

problem in processing window of size 5×5 and “lack of texture” issue in a very small 

processing window of size 3×3. To achieve this aim, a processing window of size 

𝜔2 i.e., 5×5 is apportioned into several overlapped sub-windows (quadrants) of size 

𝜔1 i.e., 3×3 each. An illustration is shown in Fig. 3.4.  
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Fig. 3.3: Block diagram of the proposed RVIN filter 
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Fig. 3.4: A 5×5 window is divided into 3×3 overlapped sub-windows 

(Quadrants), d1,d2,d3,d4 represents four directions 

This subdivision has a special benefit that a pixel degraded with an impulse 

noise at the central position in a processing window 𝜔2 remains no more at that position 

in a processing window 𝜔1.  

3.3.2 Quadrant Set and Quadrant Median Vector 

Let 𝑥(. , . ) denotes a discrete image sequence with noisy pixels centered at a 

location (𝑖, 𝑗) in a processing window 𝜔𝑛 = {(𝑠, 𝑡)| − 𝑛 ≤ 𝑠 ≤ 𝑛, −𝑛 ≤ 𝑡 ≤ 𝑛}, where 

𝑛 = 2 and let 𝑞𝑙
𝜔1 , 𝑙 = 1,2, … ,9, be the nine quadrants of size 3×3 each. The location 

of the pixels in nine quadrant sets are defined as: 

𝑞1
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡) : − 2 ≤ 𝑠 ≤ 0,−2 ≤ 𝑡 ≤ 0} (3.1a) 

𝑞2
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡) : − 1 ≤ 𝑠 ≤ 1,−2 ≤ 𝑡 ≤ 0} (3.1 b) 

𝑞3
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡):      0 ≤ 𝑠 ≤ 2,−2 ≤ 𝑡 ≤ 0} (3.1 c) 

𝑞4
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡) : − 2 ≤ 𝑠 ≤ 0,−1 ≤ 𝑡 ≤ 1} (3.1 d) 

𝑞5
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡) : − 1 ≤ 𝑠 ≤ 1,−1 ≤ 𝑡 ≤ 1} (3.1 e) 

𝑞6
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡):      0 ≤ 𝑠 ≤ 2,−1 ≤ 𝑡 ≤ 1} (3.1 f) 

𝑞7
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡) : − 2 ≤ 𝑠 ≤ 0,   0 ≤ 𝑡 ≤ 2} (3.1 g) 

𝑞8
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡) : − 1 ≤ 𝑠 ≤ 1,   0 ≤ 𝑡 ≤ 2} (3.1 h) 

𝑞9
𝜔1 = {𝑥(𝑖 + 𝑠, 𝑗 + 𝑡):      0 ≤ 𝑠 ≤ 2,   0 ≤ 𝑡 ≤ 2} (3.1 i) 
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Each sub-neighborhood or set 𝑞𝑙
𝜔1 , 𝑙 = 1,2, … ,9 has estimated median values and 

are defined as follows: 

where 𝑀𝐸𝐷() is a median filtering operation and 𝑣1, 2, … , 𝑣9 are estimated medians 

of nine sub-windows/quadrant-sets given in Eq. 3.2. 

𝑉⃗ = [𝑣1̅̅ ̅, 𝑣2̅̅ ̅, 𝑣3̅̅ ̅, 𝑣4̅, 𝑣5̅̅ ̅, 𝑣6̅̅ ̅, 𝑣7̅̅ ̅, 𝑣8̅̅ ̅, 𝑣9̅̅ ̅] (3.3) 

𝑅1 = 𝑀𝑒𝑎𝑛(𝜔
𝑛) − 𝑥(𝑖, 𝑗) (3.4) 

𝑅2 = ∑ (𝑉𝑖 − 𝑉𝑖−1)
9
𝑖=2   (3.5) 

These median values are put in ascending order such that 𝑣1̅̅ ̅<𝑣2̅̅ ̅<𝑣3̅̅ ̅…<𝑣9̅̅ ̅, 

where  𝑣1̅̅ ̅ and 𝑣9̅̅ ̅ are the smallest and largest estimated medians, respectively and forms 

a quadrant vector consisting of sorted estimated medians given in Eq. 3.3. 𝑅1 shows the 

degree of central pixel deviation from the mean of the processing window given in 

(3.4). 𝑅2 is the Rank Ordered Difference of the vector 𝑉⃗  given in Eq. 3.5. Higher the 

value of 𝑅1 and 𝑅2, greater is the chance of a pixel to be noisy. Here, 𝑅1 and 𝑅2 are 

used to decide whether the pixel under consideration is noisy or noiseless. 

3.3.3 Fuzzy Rules and Fuzzy Member Function 

Schulte et al. [73] used fuzzy logic to determine whether the pixel under 

consideration is impulsive or not by assigning the degree of impulsiveness to each pixel 

by using fuzzy gradient values. To differentiate noisy pixels from edge pixels, the 

difference between the gradients is calculated and checked whether it is Large or Small. 

Because Large and Small are non-deterministic features, these terms can be represented 

as fuzzy sets [107]. These fuzzy sets are represented by fuzzy membership functions 

Small(x) (for fuzzy set Small) and Large(x) (for fuzzy set Large) as shown in Fig. 3.5. 

Depending upon the nature of the data and the capability to distinguish noisy pixels 

from clean pixels effectively, trapezoidal-shaped fuzzy membership functions have 

been used [49,51,52,56,57]. 

𝑣𝑙 = 𝑀𝐸𝐷{𝑞𝑙
𝜔1}, 𝑙 = 1,2, . . ,9 (3.2) 
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Fig. 3.5: Trapezoidal Fuzzy membership functions ‘Small’ and ‘Large’ 

To reduce the computational complexity of the fuzzy rule base by making it 

simpler, two inputs  𝑅1 given in Eq. 3.4 and 𝑅2 given in Eq. 3.5 have been used to fire 

four fuzzy rules. These are defined as: 

𝑟1 = 𝑆𝑚𝑎𝑙𝑙(𝑅1, 𝜏1, 𝜏2). 𝑆𝑚𝑎𝑙𝑙(𝑅2, 𝜏1, 𝜏2) (3.6 a) 

𝑟2 = 𝑆𝑚𝑎𝑙𝑙(𝑅1, 𝜏1, 𝜏2). 𝑙𝑎𝑟𝑔𝑒(𝑅2, 𝜏1, 𝜏2) (3.6 b) 

𝑟3 = 𝑙𝑎𝑟𝑔𝑒(𝑅1, 𝜏1, 𝜏2). 𝑆𝑚𝑎𝑙𝑙(𝑅2, 𝜏1, 𝜏2) (3.6 c) 

𝑟4 = 𝑙𝑎𝑟𝑔𝑒(𝑅1, 𝜏1, 𝜏2). 𝑙𝑎𝑟𝑔𝑒(𝑅2, 𝜏1, 𝜏2) 

 

(3.6 d) 

The trapezoidal-shaped fuzzy membership functions ‘Small’ and ‘Large’ are 

intended as: 

𝑆𝑚𝑎𝑙𝑙(𝑅1, 𝜏1, 𝜏2) = {

1,                  𝑅1 < 𝜏1

(
𝑅1 − 𝜏2 

𝜏1 − 𝜏2
) , 𝜏1 ≤ 𝑅1 <

0,                   𝑅1 ≥ 𝜏2

𝜏2 

 

(3.7) 

 

𝐿𝑎𝑟𝑔𝑒(𝑅1, 𝜏1, 𝜏2) = {

0,                  𝑅1 < 𝜏1

(
𝑅1 − 𝜏1 

𝜏2 − 𝜏1
) , 𝜏1 ≤ 𝑅1 <

1,                   𝑅1 ≥ 𝜏2

𝜏2 (3.8) 

where 𝜏1 and 𝜏2 are threshold parameters and are discussed in the next section. 
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After firing all fuzzy rules, fuzzy “membership degree” is determined as: 

𝜇𝑑𝑒𝑔𝑟𝑒𝑒 = 𝑀𝐴𝑋(𝑟1, 𝑟2, 𝑟3, 𝑟4) (3.9) 

3.3.4 Adaptive Threshold setting via Directional Non-Parametric 

approach 

The limitation of existing impulse noise removal filters is that they require either 

static or ad-hoc threshold [58,69]. This limits the denoising algorithm to be used only 

for a specific type of image and also increases the computational cost in case of complex 

techniques that require training procedures. In response, we have introduced an 

adaptive threshold setting approach that is independent of the training process or static 

parameter setting. For a given impulsive pixel 𝑥(𝑖, 𝑗), the threshold value is determined 

adaptively from the local area (neighboring pixels) spanned by the processing window. 

In this technique, a processing window 𝜔𝑛 = {(𝑠, 𝑡)| − 𝑛 ≤ 𝑠 ≤ 𝑛,−𝑛 ≤ 𝑡 ≤ 𝑛}, with 

𝑛 = 2 centered at 𝑥(𝑖, 𝑗) is used that computes the absolute luminous differences 

between 𝑥(𝑖, 𝑗) and its neighbors as: 

𝑔𝑑(𝑖, 𝑗) =
∑ |𝑣 − 𝑥(𝑖, 𝑗)|𝑣∈𝜔𝑛𝑑

(2𝑛 + 1)2 − 9
,    𝑑 = 1,2,3,4 

(3.10) 

where ′𝑣′ is the set of pixels in the processing window 𝜔2 in direction ′𝑑′ as shown in 

Fig. 3.4 excluding central pixel. To reduce the computational cost, only four directions 

mentioned in DWM [33] filter are considered. Image pixels degraded with random 

impulse noise will generally have large 𝑔𝑑(𝑖, 𝑗) values due to the fact that these pixels 

mostly occur as outliers in comparison to their neighborhood. This assumption becomes 

false in the following two cases: 

• 𝑔𝑑(. , . ) will generate high value, in case one of the neighboring pixels is an 

impulse but the central pixel is noise-free. 

• Naturally, 𝑔𝑑(. , . ) will have a large value for an edge in an image. 

To treat these two cases, we have introduced two parameters 𝜑1 and 𝜑2 given 

in the following equations. 
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𝜑1(𝑖, 𝑗) =
∑ ∑ 𝑔𝑑(𝑖 + 𝑠, 𝑗 + 𝑡)

2
𝑡=−2

2
𝑠=−2

(2𝑛 + 1)2
 (3.11) 

𝜑2(𝑖, 𝑗) = 𝑔𝑑(𝑖, 𝑗) (3.12) 

 

A pixel 𝑥(𝑖, 𝑗) is treated as an ‘edge’ pixel if 𝜑1 and 𝜑2 both have Large values, 

while a pixel is treated as noise if the difference between the values of 𝜑1 and 𝜑2is 

Large. This can be carried out by the fuzzy rule given below: 

Fuzzy Rule: IF 𝝋𝟏 is Large and 𝝋𝟐 is Large 

  Then pixel 𝒙(𝒊, 𝒋) is an edge pixel 

Else IF |𝝋𝟏 −𝝋𝟐| is Large, 

  Then pixel 𝒙(𝒊, 𝒋) is an impulsive pixel 

 

In this Fuzzy rule, as discussed earlier, Large is a fuzzy set, which is represented 

by fuzzy membership function ‘Large’ and is extracted as: 

𝜂𝑛𝑜𝑖𝑠𝑒(𝑖, 𝑗) = 𝜇𝐿𝑎𝑟𝑔𝑒[|𝜑1(𝑖, 𝑗) − 𝜑2(𝑖, 𝑗)|,   𝜏1(𝑖, 𝑗), 𝜏2(𝑖, 𝑗)] (3.13) 

In a “fuzzy set”, membership degrees are the values that cover the whole range 

of [0,1]. Here the value ‘0’ represents a noise-free pixel and noisy-pixel is represented 

by ‘1’. All other possible values of the membership degrees between the range 0 to 1 

correspond to the degree of doubt (ambiguity) that whether the pixel is noise or an edge.  

To eradicate this ambiguity, two new parameters 𝜏1 and 𝜏2 have been introduced 

given in Eq. 3.14 and Eq. 3.15. 𝜏1 corresponds to the 𝑔𝑑(𝑖 + 𝑠, 𝑗 + 𝑡) value computed 

from the most “homogeneous” region in the neighborhood of the pixel 𝑥(𝑖, 𝑗), which 

should conform to the region with the less number of impulsive pixels.  

Experimental results in the literature have verified that the best option for 

parameter 𝜏2 is given in Eq. 3.15, i.e. larger the parameter 𝜏1, larger becomes the 

uncertainty interval [𝜏1, 𝜏2]. The outputs of the detection method are the membership 
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degrees in the fuzzy set represent the impulse noise for each pixel separately, denoted 

by 𝜂𝑛𝑜𝑖𝑠𝑒(. , . ). 

𝜏1(𝑖, 𝑗) = 𝑀𝑖𝑛𝑠,𝑡 𝜀 {−2,…,+2}(𝑔𝑑(𝑖 + 𝑠, 𝑗 + 𝑡)) (3.14) 

𝜏2(𝑖, 𝑗) =  𝜏1(𝑖, 𝑗) + [0.2 × 𝜏1(𝑖, 𝑗)] (3.15) 

3.4 Impulse Noise Filtering method 

The detection method is applied to determine the pixels that carry the noise 

element. The filtering method should be applied only to these leaving all other pixels 

unaltered. Membership degrees play a vital role in the filtering phase. Pixels with 

membership degree (𝜇𝑑𝑒𝑔𝑟𝑒𝑒) = 𝑟1 is treated as a noisy pixel, and is restored using 

median operation. Pixel with 𝜇𝑑𝑒𝑔𝑟𝑒𝑒 = 𝑟2 or 𝑟3 is treated as noisy or edge pixel, and is 

filtered using a median-based fuzzy filter. Pixels with 𝜇𝑑𝑒𝑔𝑟𝑒𝑒 = 𝑟4 are considered as 

noise-free or edge pixels. Filtering rules are in the form of IF-Then-Else and given as: 

IF (𝜇𝑑𝑒𝑔𝑟𝑒𝑒 = 𝑟1)  Then   // (Noisy-Pixel) 

𝐹(𝑥, 𝑦) = 𝑀𝐸𝐷(𝜔𝑛) 

Else IF (𝜇𝑑𝑒𝑔𝑟𝑒𝑒 = 𝑟2 or 𝑟3)  Then  // (Noise/Edge Pixel) 

𝐹(𝑥, 𝑦) = 𝜂𝑛𝑜𝑖𝑠𝑒(𝑖, 𝑗) × 𝑀𝐸𝐷(𝜔
𝑛) + [1 − 𝜂𝑛𝑜𝑖𝑠𝑒(𝑖, 𝑗)] × 𝑥(𝑖, 𝑗) 

Else     // (Noise Free/Edge Pixel) 

𝐹(𝑥, 𝑦) = 𝑥(𝑖, 𝑗) 

_____________________________________________________________________ 

3.5 Results and Discussion 

To evaluate the performance of the proposed technique quantitatively and 

qualitatively, extensive experimentation has been performed on a large set of images 

(around 250 grayscale images) taken from well-known databases given in section 1.8. 

Each of the test images is degraded with the impulse noise model described in Eq. 2.1 

having noise density ranging from 10% to 60% in step of 10% before subjecting to the 

proposed restoration process. The testing results of a set of images found frequently in 

the literature i.e., Lena, Pepper, Boat, Pentagon and Bridge of size 512×512 shown in 

Fig. 3.6 are presented in this chapter. 
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3.5.1 Parameter Setting 

There are only two parameters that should be predetermined in the proposed 

technique. The first parameter is the number of iterations “n” that plays a key role in 

improving the detection rate and restoration capability. Its optimal value depends on 

the RVIN noise intensity present in the image. For a low and wide range of noise ratio, 

the optimal effect is achieved after the first and third iteration respectively.  

The second parameter is the appropriate size of the processing window. We 

have chosen 5×5 size window which is again subdivided into nine overlapped sub-

windows of size 3×3 (quadrants) keeping in view the median drifting problem in 5×5 

and lack of texture problem in 3×3 sized windows as discussed in section 3.1. 

3.5.2 Performance of Proposed Noise Detector 

As discussed earlier, the performance of a good filter is directly dependent on 

the ability of a noise detector to detect noisy pixels accurately. In the case of RVIN, 

where the intensity value of the noisy pixel is not much different from its neighbors, 

the chances of missing the noisy pixel or detecting the noise-free as noisy by the 

impulse noise detector are very high. 

A good noise detector should have the capability to detect noisy pixels 

accurately and also minimize the count of missing noisy or false detection of pixels. 

The comparison of accuracy of proposed noise detection mechanism with some of the 

well-known noise detectors for “Lena” image corrupted with 40% ~ 60% in step of 

10% RVIN noise levels is presented in Table 3.1. 

(a) (b) (c) (d) (e) 

Fig. 3.6: Test images (512×512) (a) Lena (b) Pepper (c) Boat (d) Pentagon (e) Bridge 
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The table lists the number of truly detected noisy pixels (“True Hit”), undetected 

noisy pixels (“Miss Hit”), falsely detected as noisy pixels (“False Hit”) and the 

accuracy (%) of truly detected noisy pixels by the various methods. From Table 3.1, it 

can be seen that the proposed noise detector has the best “True Hit” accuracy as 

compared to other competitive noise detectors even in case of highly corrupted images. 

 

3.5.3 Performance of Proposed Filter 

The performance of the proposed filter is evaluated both subjectively as well as 

objectively. The objective performance is measured using three widely used 

performance metrics, the Peak-Signal-to-Noise-Ratio (PSNR), Structure Similarity 

Index Measure (SSIM) and Feature Similarity Index Measure (FSIM) discussed in 

section 1.9.1. 

 

Table 3.1: Comparison of Accuracy of the Detection Mechanism for “Lena” image corrupted with 

various RVIN noise levels 

Methods 

40% 

(Corrupted Pixels: 104,858) 

50% 

(Corrupted Pixels: 131,072) 

60% 

(Corrupted Pixels: 157,286) 

True 

Hit 

Miss 

Hit 

False 

Hit 

True Hit 

Accuracy 

(%) 

True 

Hit 

Miss 

Hit 

False 

Hit 

True Hit 

Accuracy 

(%) 

True 

Hit 

Miss 

Hit 

False 

Hit 

True Hit 

Accuracy 

(%) 
SDOOD 

[101] 
91589 13269 10324 87.35 119330 11742 15574 91.04 140297 16989 5923 89.20 

DWM 

[33] 
95350 9508 7734 90.93 121427 9645 11373 92.64 144610 12676 12351 91.94 

ATFDF 

[108] 
99224 5634 7895 94.63 123640 7432 8976 94.33 147897 9389 9012 94.03 

ACWM 

[109] 
88806 16052 1759 84.69 107389 23683 3623 81.93 124574 32712 7644 79.20 

MDW 

[103] 
99624 5234 8962 95.01 123505 7567 9342 94.23 149274 8012 9787 94.91 

NWM 

[70] 
94709 10149 5212 90.32 121956 9116 11299 93.05 141838 15448 7449 90.18 

AFIDM 

[57] 
99649 5209 7069 95.03 123965 7107 8374 94.58 147321 9965 8895 93.66 

Proposed 

Method 
99854 5004 6403 95.23 124149 6923 8023 94.72 148731 8555 9232 94.56 
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For objective and subjective analysis, the performance of the proposed filter is 

compared with several benchmarked filter techniques such as DPC-INR[47], TF[69], 

NLM[92], DWM[33], ACWM [109], ATFDF[108], SBF[104], CEF[102], 

SDOOD[101], MDW[103], NWM[70] and AFIDM [57]. The best values for the 

parameters used for the detection of noisy pixels and restoring their values are selected 

as mentioned in the corresponding literature. 

3.5.4 Objective Analysis (Numerical Results) 

The numerical values in Table 3.4, Table 3.5 and Table 3.6 show the 

performance comparison obtained by various state-of-the-art filters and proposed 

technique on selected test images contaminated with different levels of random impulse 

noise density, in terms of PSNR, SSIM, and FSIM. It is obvious from the results 

presented in tables that the proposed technique outperformed other benchmark filters 

in terms of PSNR, SSIM, and FSIM for various noisy images at different levels of noise 

density. In particular, there is a substantial improvement in the reconstruction process 

of the impulsive image using the proposed technique as compared with other state-of-

the-art filters when noise density exceeds 30%. This can be ascribed to the fact that the 

large-sized processing window is divided into sub-windows to investigate the presence 

of noisy pixels while retaining the fine structure of the image. 

Detailed graphs in Fig. 3.7 shows the performance comparison of the proposed 

filter on multiple images contaminated with varying random valued impulse noise 

density levels in terms of PSNR and SSIM respectively. It can be certainly seen from 

the evaluation that the proposed filter provides improved performance not only in terms 

of PSNR i.e., noise elimination but also in terms of SSIM and FSIM i.e., preserving the 

edges and other fine details present in the image.  

3.5.5 Subjective Analysis (Visual Results) 

The visual quality of the reconstructed images by various state-of-the-art filters 

and the proposed technique has been demonstrated in Fig. 3.8 and Fig. 3.9. Restoration 

results of ‘Lena’ image contaminated with 40% random valued impulse noise are 

shown in Fig. 3.8 and Fig. 3.9 shows the restored results of  ‘Pentagon’ image corrupted 
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with 50% of random impulse noise. From Fig. 3.8, it can be seen that the proposed filter 

has recovered the noisy image with improved edge and fine details present in the image. 

Among all other filters, AFIDM and ATFDF filters worked well for low noise ratio, 

but as noise density increases, they tend to produce poor results because they are unable 

to detect and suppress impulsive pixels accurately. Fig. 3.9(i) shows the reconstructed 

‘Pentagon’ image using the proposed technique. In comparison with other filters, it is 

observed that the proposed filter recovers the detailed (textural) image perfectly even 

in the presence of 50% impulse noise. It may be observed that some high-frequency 

modifications and edge distortions are visible in the output produced by ATFDF and 

AFIDM filters, but it is not much noticeable in the reconstructed image produced by 

the proposed filter. 

Along with the objective (quantitative) supremacy of the proposed technique 

established in section 3.5.4, it is apparent from the graphic results of the proposed 

method that it also has enough noise reduction capability for both low as well as high-

density impulse noise besides retaining the fine structure of the image. 

To establish the performance of the proposed technique, subjective analysis 

[45,110] is also performed with respect to human visual perception. The subjective 

evaluation has been done involving one hundred research students and professionals of 

our institute on ‘Lena’ and ‘Pentagon’ images corrupted with 40% and 50% random 

impulse noise respectively and restored through various state-of-the-art and the 

proposed filters are shown in Fig. 3.8 and Fig. 3.9. The grading has been carried out by 

using a rating scale from 1 to 5 representing Bad, Poor, Fair, Good and Excellent 

respectively and tabulated in Table 3.2. The higher count of ratings given by the people 

has verified the high performance of the proposed filter than that of other filters 

considered for the subjective evaluation. 
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Table 3.2: Subjective Analysis of reconstructed images: Rating given by 100 

people for Lena and Pentagon images corrupted with RVIN 

Methods Images 
Ratings 

Bad1 Poor2 Fair3 Good4 Excellent5 

DWM 

[33] 

Lena 9 20 31 18 22 

Pentagon 12 26 25 20 17 

AFIDM 

[57] 

Lena 6 13 25 22 34 

Pentagon 8 12 22 28 30 

Proposed 

Method 

Lena 0 7 19 30 44 

Pentagon 0 6 18 37 39 
 

 

3.5.6 Time Cost Analysis 

We proposed a versatile noise detection and removal scheme in pursuit of 

accuracy. It may inevitably raise the time cost. The analysis of the time cost is explained 

next. As the proposed method works in two phases, i.e., the identification and removal 

phases in an iterative manner, so its overall time cost is a little bit higher. Additionally, 

time is also consumed in dividing and processing the 5×5 sliding window into 9 

overlapped sub-windows (quadrants) of size 3×3. 

In the noise identification phase, every pixel of an image is checked whether it 

is lying in the noisy or noise-free category. For every pixel, 9-quadrants are extracted 

and then the adaptive threshold is computed through fuzzy inference iteratively that 

adds to the time cost. In the noise filtering phase, only the identified noisy pixels 

undergo the noise removal phase by applying simple fuzzy logic-based rules. Hence, 

more time is consumed in the noise identification phase as compared to the noise 

removal phase.  

Table–3.3 shows the time cost (Seconds) for different images corrupted with 

varying intensities of RVIN. For the images corrupted with lower intensities of RVIN, 

the time cost is low, as the proposed filter detects and restore noisy pixel in a single 

iteration. While for higher intensities of RVIN, more impulsive pixels went through the 

noise detection and filtering phase in more iterations and hence more time is consumed. 
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After a thorough analysis, we believe that the extra cost in the detection phase for 

accuracy is acceptable. 

 

Table 3.3: Time cost (sec) of proposed filter for various images with varying RVIN 

intensities 

Image RVIN intensity (%) Time Cost (Sec) 

Lena 

20 31.80 

40 82.62 

60 84.18 

Peppers 

20 36.24 

40 84.74 

60 86.38 

Bridge 

20 34.78 

40 113.30 

60 132.98 

Baboon 

20 49.61 

40 130.94 

60 132.71 
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Table 3.4: PSNR values based comparison of the “Boat” and “Bridge” images degraded with different 

ratios of RVIN 

Image 
Methods/ 
Noise Ratio 

TF 

[69] 
NLM 

[92] 
DWM 

[33] 
ACWM 

[109] 
ATFDF 
[108] 

SBF 

[104] 
CEF 

[102] 
SDOOD 
[101] 

MDW 

[103] 
NWM 

[70] 
AFIDM 

[57] 
Proposed 

Method 

B
o

a
t 

10% 31.41 31.46 33.56 33.43 32.89 32.12 32.55 32.44 32.22 32.54 33.54 33.56 

20% 30.01 30.12 31.80 31.41 31.70 30.37 31.20 30.31 30.06 31.48 32.29 32.39 

30% 28.45 28.99 29.09 28.57 30.56 28.71 28.50 28.65 28.62 29.24 30.17 31.13 

40% 27.70 27.60 27.25 27.13 28.92 27.14 27.19 26.78 26.98 27.66 29.00 30.38 

50% 26.79 25.87 25.97 25.49 27.66 26.00 25.65 25.79 26.33 26.34 28.39 29.40 

60% 24.91 24.20 24.52 23.76 25.84 24.62 24.15 24.44 24.45 25.18 26.35 27.69 

B
ri

d
g

e
 

10% 28.23 28.63 28.54 28.00 28.26 27.35 27.89 27.98 28.10 28.02 28.63 28.63 

20% 27.55 27.34 27.40 27.01 27.37 26.67 26.01 25.56 26.50 26.81 27.34 27.58 

30% 24.80 25.74 25.34 24.99 26.15 25.43 23.97 24.34 25.33 25.58 26.41 26.91 

40% 23.99 24.19 24.14 23.52 24.95 23.15 22.86 22.59 23.40 24.80 25.75 26.28 

50% 22.42 22.85 22.90 22.21 23.89 22.62 21.78 21.69 22.56 23.72 24.32 25.32 

60% 21.20 21.22 21.56 20.93 22.48 20.20 20.41 20.57 21.12 22.70 22.89 23.96 

 

 

 

  

Table 3.5: SSIM  values based comparison of the “Boat” and “Bridge” images degraded with different ratios 

of RVIN 

Image 
Methods/ 

Noise Ratio 

TF 

[69] 

NLM 

[92] 

DWM 

[33] 

ACWM 

[109] 

ATFDF 

[108] 

SBF 

[104] 

CEF 

[102] 

SDOOD 

[101] 

MDW 

[103] 

NWM 

[70] 

AFIDM 

[57] 

Proposed 

Method 

B
o

a
t 

10% 0.899 0.935 0.933 0.901 0.939 0.912 0.854 0.890 0.911 0.929 0.929 0.949 

20% 0.839 0.916 0.891 0.878 0.917 0.886 0.790 0.834 0.891 0.911 0.898 0.919 

30% 0.814 0.852 0.855 0.849 0.849 0.826 0.756 0.793 0.854 0.855 0.855 0.885 

40% 0.731 0.827 0.816 0.819 0.818 0.764 0.714 0.756 0.822 0.830 0.809 0.857 

50% 0.672 0.765 0.737 0.715 0.759 0.719 0.669 0.728 0.778 0.784 0.768 0.784 

60% 0.639 0.696 0.665 0.579 0.703 0.656 0.609 0.649 0.707 0.736 0.699 0.738 

B
ri

d
g

e
 

10% 0.901 0.920 0.897 0.899 0.901 0.874 0.843 0.866 0.900 0.916 0.915 0.925 

20% 0.862 0.856 0.828 0.812 0.864 0.822 0.725 0.801 0.826 0.860 0.871 0.872 

30% 0.718 0.795 0.786 0.776 0.782 0.699 0.669 0.709 0.795 0.791 0.812 0.812 

40% 0.617 0.734 0.735 0.725 0.728 0.628 0.625 0.641 0.717 0.740 0.750 0.757 

50% 0.556 0.658 0.629 0.638 0.679 0.598 0.550 0.618 0.642 0.663 0.706 0.707 

60% 0.492 0.557 0.601 0.482 0.602 0.514 0.484 0.498 0.501 0.607 0.601 0.615 
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Table 3.6: PSNR, SSIM and FSIM values based comparison of the proposed with different 

filters for images with different ratios of RVIN 

Methods 
 Lena  Pepper  Pentagon 

 40% 50% 60%  40% 50% 60%  40% 50% 60% 

TF 

[69] 

PSNR 31.36 29.44 27.09  31.02 29.48 27.13  27.81 27.10 26.61 

SSIM 0.866 0.847 0.747  0.681 0.622 0.598  0.696 0.659 0.570 

FSIM 0.951 0.934 0.919  0.901 0.889 0.873  0.932 0.909 0.861 

NLM 

[92] 

PSNR 32.97 30.02 27.60  31.25 28.94 25.86  27.07 25.63 24.41 

SSIM 0.907 0.860 0.794  0.797 0.722 0.656  0.797 0.747 0.689 

FSIM 0.962 0.945 0.923  0.916 0.910 0.889  0.950 0.929 0.899 

DWM 

[33] 

PSNR 33.12 32.98 29.76  31.47 30.16 28.39  27.23 26.07 25.69 

SSIM 0.901 0.866 0.775  0.854 0.801 0.782  0.850 0.791 0.649 

FSIM 0.965 0.948 0.910  0.950 0.916 0.870  0.945 0.918 0.882 

ACWM 

[109] 

PSNR 32.87 31.24 28.80  29.30 27.91 25.82  27.69 26.48 25.01 

SSIM 0.877 0.779 0.589  0.832 0.770 0.662  0.785 0.708 0.595 

FSIM 0.962 0.946 0.903  0.943 0.905 0.865  0.951 0.924 0.882 

SBF 

[104] 

PSNR 30.78 28.16 26.62  29.54 27.72 25.53  26.34 25.33 22.78 

SSIM 0.889 0.836 0.787  0.798 0.722 0.686  0.755 0.690 0.627 

FSIM 0.969 0.940 0.861  0.916 0.879 0.824  0.917 0.895 0.856 

CEF 

[102] 

PSNR 31.53 28.69 2590  29.42 27.78 25.21  26.17 25.25 24.11 

SSIM 0.814 0.762 0.709  0.736 0.647 0.589  0.698 0.625 0.565 

FSIM 0.948 0.930 0.922  0.912 0.910 0.894  0.949 0.929 0.903 

SDOOD 

[101] 

PSNR 32.06 30.24 27.42  30.12 29.31 27.16  25.75 25.09 24.83 

SSIM 0.906 0.869 0.797  0.690 0.644 0.599  0.683 0.653 0.578 

FSIM 0.952 0.942 0.929  0.901 0.886 0.870  0.907 0.895 0.877 

DPC-INR 

[47] 

PSNR 32.03 30.36 27.65  30.45 30.45 28.45  25.12 24.33 23.59 

SSIM 0.942 0.931 0.872  0.923 0.910 0.872  0.761 0.742 0.661 

FSIM 0.961 0.953 0.931  0.948 0.930 0.906  0.899 0.883 0.871 

AFIDM 

[57] 

PSNR 35.13 33.69 29.22  31.62 29.76 27.82  30.05 29.11 27.05 

SSIM 0.880 0.846 0.780  0.890 0.856 0.815  0.916 0.895 0.792 

FSIM 0.970 0.952 0.937  0.950 0.938 0.912  0.954 0.937 0.912 

Proposed 

Method 

PSNR 35.33 34.03 32.04  33.90 32.32 29.85  30.47 29.86 28.59 

SSIM 0.939 0.881 0.805  0.925 0.884 0.842  0.965 0.951 0.922 

FSIM 0.972 0.957 0.941  0.963 0.951 0.923  0.979 0.968 0.948 
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 3.7: Graphical Results Analysis: PSNR and SSIM based comparison of the proposed technique with 

benchmarked techniques for (a,b) Lena image (c,d) Pepper image (e,f) Pentagon image respectively 
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Fig. 3.8: Zoomed Lena images (a) Original (b) Noisy image (40% RVIN). Reconstructed 

images through (c) NLM, (d) DWM, (e) ATFDF, (f) SBF, (g) CEF, (h) SDOOD, (i) MDW, 

(j) NWM, (k) AFIDM, (l) Proposed filters 
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3.6 Summary 

A novel spatial adaptive fuzzy rule-based technique for RVIN reduction from 

grayscale images has been presented in this chapter. This technique incorporates a 

hybrid windowing concept, which uses a large-sized window along with its 

decomposed small-sized sub-windows – quadrant set to detect impulsive pixels 

accurately both in low as well as highly corrupted images. Fuzzy logic based restoration 

of noisy pixels along with efficient detection technique offers improvement not only in 

   

 
 

 

   

Fig. 3.9: (a) Original Pentagon image (b) Noisy image (50% RVIN). Reconstructed images 

through (c) NLM, (d)AFIDM, (e) SBF, (f) MDW, (g) NWM, (h) ATFDF, (i) Proposed 

filters 
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terms of objective measures but also in terms of visual observation. The simulation 

results verify that the proposed technique outperforms the other benchmark methods in 

suppressing the impulse noise while preserving the fine details such as edges and 

textures of the image even if the noise density is very high. 
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Chapter 4 

4. Fuzzy Logic based Computational 

Model for Despeckling Ultrasound 

Images 

In this chapter, a novel filter is proposed that uses local statistics [48] based 

information for uncertainty modeling based on a computational model – Fuzzy 

Uncertainty Modelling (FUM) for speckle noise reduction in ultrasound images. The 

proposed technique [46] uses the concept of fuzzy logic-based uncertainty modeling 

that analyzes the non-local regions to identify the most “similar” ones present in the 

non-local region of the corrupted pixel. These regions are smoothed by applying local 

statistics before forwarding to the fuzzy restoration mechanism. This filter creates a 

balance between the degree of noise removal and edge preservation in an effective way. 

Extensive experimentation is performed on synthetic, B-mode simulated and 

real ultrasonic images to evaluate the performance of the proposed technique both 

qualitatively and quantitatively and the results are compared with the standard state of 

the art filters (SRAD [84], SBF [86], NLM [92], OBNLM [93] and NLMLS [39]). 

Comparative analysis of the results confirmed that the proposed denoising filter 

performs better than the existing techniques in suppressing the multiplicative noise 

present in the ultrasound medical images while keeping the image detail intact. 

4.1 Contributions 

Major contributions of the proposed technique include: 

• It acquires the local statistical parameters to find distinct non-local homogenous 

regions using FUM. 

• FUM is used to make a suitable tradeoff between two contradictive objectives, 

image restoration and structural preservation. 
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• The proposed fuzzy-based computational model gives superior performance 

both in terms of despeckling and detail preservation.  

• The model is computationally efficient due to less number of multiplications 

and additions as only similar non-local regions of the image will estimate the 

restored value of the noisy pixel. 

The remainder of this chapter is organized as follows: Section 4.2 presents 

speckle reduction proposed methodology, explanation of noise estimation and removal 

process. Experimental setup, results and comparative performance analysis of the 

proposed technique with the traditional state of the art approaches are described in 

section 4.3. Finally, the summary of this chapter is presented in section 4.4. 

4.2 Methodology 

The main objective of the proposed technique is to estimate and eliminate the 

multiplicative type of speckle-noise from ultrasound medical images while preserving 

the high-frequency contents that are the edges and fine details. The proposed fuzzy 

logic and local statistics based NLM technique comprise five modules namely modeling 

the speckle noise, preprocessing, fuzzy logic based uncertainty modeling, determining 

the local statistics features and in the last using fuzzy restoration mechanism to recover 

the speckled pixel. In [38] speckle noise is modeled as a multiplicative in nature. In the 

preprocessing step, parameters required for noise-free pixel estimation is acquired. In 

the fuzzy logic-based uncertainty modeling step, a fuzzy-based classifier aid in finding 

the more “similar non-local regions” of the contaminated speckled pixel under 

consideration. These selected “local and non-local regions” are first smoothed by 

applying the local statistical operations before subjecting to the fuzzy restoration 

module, which uses these processed regions in restoring the value of a speckled pixel. 

A block diagram of the proposed technique is given in Fig. 4.1. 

4.2.1 Speckle noise model 

The mathematical model of the speckle noise given in section 2.5 shows that 

the noise distribution in an ultrasound medical image is signal-dependent and 

multiplicative in nature. 
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Fig. 4.1: Block diagram of the proposed Speckle reduced filter 

 

4.2.2 Pre-processing module 

A smaller size of search window with a radius - 𝑅𝒔𝒆𝒂𝒓𝒄𝒉  is convolved round a 

tainted pixel - 𝑝𝑖𝑥𝑒𝑙𝑖. Fuzzy logic based statistical criteria is applied to find 𝑝𝑖𝑥𝑒𝑙𝑗 
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similar to 𝑝𝑖𝑥𝑒𝑙𝑖. 𝑅𝑠𝑖𝑚𝑖𝑙𝑎𝑟 represent the radius of local and non-local windows 𝑊𝑖 and 

𝑊𝑗  centered at 𝑝𝑖𝑥𝑒𝑙𝑖 and 𝑝𝑖𝑥𝑒𝑙𝐽 respectively. Similarity between 𝑝𝑖𝑥𝑒𝑙𝑖 with all non-

local neighboring 𝑝𝑖𝑥𝑒𝑙𝐽 is computed using a region-based comparison method. A 

detailed procedure is discussed in the coming sections. 

4.2.3  Fuzzy logic based Computational Model 

In this phase, the degree of similarity of window 𝑊𝑖 with every non-local 

window 𝑊𝒋  is measured using a fuzzy logic-based mechanism. A reasonably clean 

pixel can be approximated by looking for similar pixels within the non-local 

neighborhood. Pixel values of the edges are very different from the other values of the 

region and normally separate the image into two distinct regions. To estimate the value 

of noise-free pixels by “non-local” neighbors that are not the part of edges present in 

the image can deform borders of the adjacent regions, which can hinder the diagnose 

of certain diseases in ultrasonic data. Finding similar patches/regions in the surrounding 

locality of the central patch 𝑊𝑖 is a difficult and challenging job due to the presence of 

a higher degree of uncertainty in speckled ultrasonic data. A fuzzy rule-based system is 

used to remove these uncertainties considerably. Two fuzzy membership functions are 

formed that use mean-ratio 𝑅µ and variance-ratio 𝑅𝛿2  of 𝑊𝑖 and 𝑊𝒋 patches to calculate 

the degree of membership. These degrees of membership values are then combined to 

find the overall degree of similarity of the non-local window 𝑊𝑗. Higher the degree of 

membership, more is the similarity between the local and non-local region, however 

lower degree means that 𝑊𝒋 belong to a different region and therefore the pixels are 

discarded in the despeckling process. In the fuzzy similarity mechanism, a trapezoidal-

shaped fuzzy membership function is used given in Eq. 4.1 and shown in Fig. 4.2. 

𝑓(𝑥; 𝑐1, 𝑐2, 𝑐3, 𝑐4) =

{
  
 

  
 
0                            𝑖𝑓 𝑥 ≤ 𝑐1
𝑥−𝑐1

𝑐2−𝑐1
           𝑖𝑓 𝑐1 ≤ 𝑥 ≤ 𝑐2

 1                   𝑖𝑓 𝑐2 ≤ 𝑥 ≤ 𝑐3
𝑐4−𝑥

𝑐4−𝑐3
           𝑖𝑓 𝑐3 ≤ x ≤ 𝑐4

0                           𝑖𝑓 𝑐4 ≤ 𝑥 

 (4.1) 

 

where x be a vector providing input to the trapezoidal function. Constants c1, c2, c3, and 

c4 are scalar factors. Here c1 and c4 localize the base of the trapezoidal function, c2 and 

c3 forms the values of the top.  
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The step-by-step process of these factors calculation and measuring the degree 

of similarity between the two input windows 𝑊𝑖 and 𝑊𝑗   is described in Algorithm-1. 

All the “non-local” regions similar to “local” regions are detected in this phase. 

Algorithm-1 takes the local window 𝑊𝑖 and non-local windows 𝑊𝑗 as an input 

along with three constants, mean-membership 𝜇c, variance-membership 𝜎𝑐
2 and 

similarity-threshold 𝑆𝑡.  

The values of constants and threshold depend upon the means and variances of 

similar and non-similar regions. In the case of speckle-noise removal, these values are 

set experimentally by analyzing ratios of mean 𝛾𝜇 and variance 𝛾𝜎2 defined in section 

4.3. Constants 𝜇c and 𝜎𝑐
2 are used to set constants c1, c2, c3, c4 and construct two fuzzy 

membership functions. 

Similarity threshold 𝑆𝑡 has been used to classify the regions into “similar” and 

“non-similar”. Regions having a degree of membership greater than or equal to 𝑆𝑡 are 

considered similar and are used by the fuzzy restoration mechanism, however, non-

similar patches are simply ignored. The selection of similarity threshold has been made 

experimentally, value with best results has been given in the experimental results 

section. 

  

 

Fig. 4.2: Trapezoidal shaped membership function 
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4.2.4  Local statistics based noise estimation 

Most similar regions 𝑊𝒋 identified in the previous section are first smoothed out 

using local statistical-based noise estimation before subjecting to a fuzzy restoration 

mechanism for restoration. For estimating noise-free region f(x), Local Linear 

Minimum Mean Square Error (LLMMSE) [39,82] is used and is given by: 

𝐼𝐿𝐿𝑀𝑀𝑆𝐸(𝑥) = 𝐸(𝐼(𝑥)) +
𝛿𝐼
2(𝑥)

𝛿𝑁
2(𝑥)

 [𝑁(𝑥) − 𝐸(𝑁(𝑥))]         (4.2) 

Algorithm 4.1: Fuzzy Logic based Computational Model [50] 

Input: Local-Window "𝑊𝑖", Non-Local window “𝑊𝑗", constant for Mean-Membership 

"𝜇c", constant for Variance-Membership "𝜎𝑐
2” and Similarity-Threshold "𝑆𝑡" 

Output:  Decision: Windows are “Similar” or “Not-Similar” 

 

Begin 

1. Find mean − 𝜇𝑖 and variance − 𝜎𝑖
2of 𝑊𝑖 

2. Find mean − 𝜇𝑗 and variance − 𝜎𝑗
2of 𝑊𝑗 

3. Calculate ratio of means − 𝛾𝜇 of 𝑊𝑖 and 𝑊𝑗 , i.e, 𝛾𝜇 =
𝜇𝑗
𝜇𝑖⁄  

4. Calculate ratio of variances − 𝛾𝜎2  of 𝑊𝑖 and 𝑊𝑗, i.e, 𝛾𝜎2 =
𝜎𝑗
2

𝜎𝑖
2⁄  

5. Calculate degree of membership − 𝑆𝜇 for 𝛾𝜇 

𝑥 = 𝛾𝜇 , 𝑎 = 0, 𝑏 = 𝜇𝑐 , 𝑐 =
1
𝑏⁄ , 𝑑 = 1.1 × 𝑐 

𝑆𝜇 = 𝑓(𝑥; 𝑎, 𝑏, 𝑐, 𝑑) 

6. Calculate degree of membership − 𝑆𝜎2  for 𝛾𝜎2 

𝑥 = 𝛾𝜎2 , 𝑎 = 0, 𝑏 = 𝜎𝑐
2, 𝑐 = 1 𝑏⁄ , 𝑑 = 1.1 × 𝑐 

𝑆𝜎2 = 𝑓(𝑥; 𝑎, 𝑏, 𝑐, 𝑑) 

7. Find the Similarity decision: 

IF (𝑆𝜇 ≥ 𝑆𝑡) 𝑎𝑛𝑑 (𝑆𝜎2 ≥ 𝑆𝑡) 𝑡ℎ𝑒𝑛 

Windows are “Similar” 

ELSE 

Windows are “Non-Similar” 

ENDIF 

End 
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where 𝐼𝐿𝐿𝑀𝑀𝑆𝐸(𝑥) is the estimation of noise-free image 𝐼(𝑥); 𝛿𝐼
2(𝑥) and 𝛿𝑁

2(𝑥) are the 

variances of 𝐼(𝑥) and noisy image 𝑁(𝑥). E(𝐼(𝑥)) and E(𝑁(𝑥)) are the expectations of 

ideal image 𝐼(𝑥) and input noisy patch 𝑁(𝑥) respectively. The values are calculated as 

described in [82]. 

4.2.5  Fuzzy Restoration Mechanism 

Restored value of a noisy pixel - 𝑝𝑖𝑥𝑒𝑙𝑖 is calculated in this phase by applying 

local statistical operations on the “non-local” regions having a higher degree of 

similarity with the local region. Similar pixels have identical statistical properties 

between them. The degree of similarity of the distinct “local and non-local” regions are 

computed using Euclidean distance. Regions having low value have a higher 

contribution to the noise estimation process and vice versa. Gaussian-shaped fuzzy 

membership function with zero mean (𝜇 = 0) and estimated noise variance (𝛿2) is used 

to find the involvement of the non-local region 𝑊𝑗. 

𝑤𝑒𝑖𝑔ℎ𝑡(𝑑𝑖𝑗 ;  𝛿, 𝜇) =  𝑒
−(𝑑𝑖𝑗 −𝜇)

2

2𝛿2  (4.3) 

 

Euclidean distance 𝑑𝑖𝑗  among the local region ‘i’ and non-local region ‘j’ is given by: 

 

𝑑𝑖𝑗 = ‖𝑊𝑖 − 𝑊𝑗‖ (4.4) 

The central pixel of patch  𝑊𝑖 is also given a weight that is the maximum of all 

non-local pixel’s weights. After weighting all pixels in the search area, the estimated 

noise-free value of 𝑝𝑖𝑥𝑒𝑙𝑖 is calculated in the defuzzification step using fuzzy centroid 

technique and is given as: 

𝑝𝑖𝑥𝑒𝑙𝑖̂ = 
1.0

∑ 𝑤𝑒𝑖𝑔ℎ𝑡𝑘
𝑛
𝑘=1

∑ (𝑝𝑖𝑥𝑒𝑙𝑘 × 𝑤𝑒𝑖𝑔ℎ𝑡𝑘)
𝑛
𝑘=1  (4.5) 

The value of 𝑝𝑖𝑥𝑒𝑙𝑖̂ gives the estimated restored pixel, n represents the count for 

the non-local similar region and local region. 𝑝𝑖𝑥𝑒𝑙𝑘  is the value of the central pixel of 

window 𝑊𝑘 and weightk is the weight allocated to the most similar pixel computed using 

Eq. 4.3. 
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4.3 Experimental results and discussion 

Four different types of tests are carried out to assess the performance of the 

proposed technique. Experiment-I uses the synthetic data in which noise of different 

levels is introduced manually. Simulated data is used in Experiments II and III in which 

the images are generated through the B-mode method applied on ultra-sound simulation 

[40] and through Field II [111,112] respectively. Real ultrasound images SNR and 

SSIM metrics explained in section 1.9.1 are computed to gauge the results of the test 

methods. 

The proposed technique is compared with numerous benchmarked filters using 

these numerical quality measures. The compared filters are SRAD [84], SBF [86], NLM 

[92], OBNLM [93] and NLMLS [39] which shows good performance over traditional 

filters like median, Lee, Frost, and Kuan, etc. During the experiments, the number of 

iterations of the SRAD is kept 500the and for the SBF filter, it is kept 15. The size of 

the region of NLM, OBNLM and NLMLS and proposed filters is kept 5×5, search area 

for these filters is kept 11×11. The values of the constants in the proposed filter are set 

experimentally which are:  

Mean-Membership "μc"  = 0.62, 

Variance−Membership "𝝈𝒄
𝟐”  = 0.19, and 

Similarity-Threshold "𝑺𝒕"  = 0.70. 

4.3.1  Synthetic images (Experiment-I) 

To assess the performance of the qualitative and quantitative measures, a 

synthetic image shown in Fig. 4.3(a) is considered which includes an oval, cardioid, 

line, triangle and a rectangle. This image is contaminated with different levels of 

speckle-noise (σ = 0.2, 0.4, 0.6 and 0.8) for experimentation purposes. A noisy speckled 

image having variance σ = 0.6 is shown in Fig. 4.3(b). Restored images obtained after 

applying various denoised filters are depicted in Fig. 4.3(c)-(h). It can be clearly seen 

in the denoised images with SRAD and SBF filters shown in Fig. 4.3(c) and (d) that 

significant noise is still present in the images and fine detail (edge) preservation is not 

properly maintained. In the case of NLM and OBNLM filters, the over-smoothing 

effect is clearly visible as shown in Fig. 4.3 (e)-(f). The performance of NLMLS filter 

is better than others but exhibits many artifacts as shown in Fig. 4.3(g). Fig. 4.3(h) 
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shows that speckle noise is efficiently reduced and the image retains the original texture 

well as compared to other state-of-the-art filters. 

For quantitative analysis and comparison, SNR and SSIM values of the 

comparative filters and proposed filter are calculated under different levels of speckle-

noise and are listed in Table 4.1. Fig. 4.4 shows the SNR based and SSIM based 

comparison of filters under different noise levels which shows that the proposed filter 

has attained maximum SNR up to 75% noise ratio and has approximately equal SNR 

and SSIM value to NLMLS above 75% noise ratio. This shows that in terms of SNR 

and SSIM measures, the proposed filter is best and more effective to reduce the speckle 

noise for synthetic images. 

Table 4.1: SNR (db) and SSIM based comparison of different denoising filters on synthetic 

images contaminated with different levels of speckle noise. 

 

Method 

SNR         SSIM       

0.2 0.4 0.6 0.8   0.2 0.4 0.6 0.8 

Noisy image 17.2 11.3 8.3 6.2  0.57 0.31 0.22 0.15 

SRAD [84] 28.1 21.9 13.1 8.9  0.95 0.88 0.46 0.26 

SBF [89] 20.4 18.3 16.7 15.3  0.88 0.83 0.77 0.70 

NLM [86] 27.0 20.0 17.1 15.8  0.93 0.87 0.82 0.78 

OBNLM [90] 28.1 21.9 19.4 17.1  0.94 0.92 0.85 0.80 

NLMLS [39] 29.0 23.2 20.3 18.3  0.96 0.93 0.87 0.85 

Proposed 

Filter 
31.0 24.1 20.8 18.3   0.97 0.94 0.88 0.85 

 

4.3.2 B-mode ultrasonic simulated images (Experiment-II) 

The effectiveness of different benchmarked despeckled filters and the proposed 

filter is observed by conducting experimentation on B-mode ultrasonic images. The B-

mode simulated image [35] is different from the synthetic image in terms of background 

which shows different kind of features shown in Fig. 4.5(a). The noisy B-mode 

simulated image possessing the features of B-scan images is generated in MATLAB by 
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setting multiple parameters. These are: center frequency of the ultrasonic wave is kept 

10e6, the velocity of sound in media is set to 1540m/s, variance of speckle-noise 

distribution in the image is set to 0.01, pulse-width of the transmitter is 2mm and 

beamwidth is set to1.5 mm. The original and simulated ultrasound image is shown in 

Fig. 4.5(a-b). The size of the image is kept 128×128 and is log-compressed for 

displaying purpose. 

 

 

Fig. 4.3: Denoised images obtained from different filters: (a) Original Synthetic image (b) 

Speckled image with noise 𝛿 = 0.6 (c) SRAD (d) SBF (e) NLM (f) OBNLM (g) NLMLS (h) 

Proposed filter 
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Fig. 4.4: Performance of different denoising filters on synthetic images at different speckle-

noise ratios 

  

 

 

Table 4.2: 

SNR (db) and SSIM based comparison of dif-

ferent denoising filters on   B-mode simulated 

Images contaminated with speckle noise 𝛿 = 0.6 

(Experiment-II) 

Table 4.3: 

SNR (db) and SSIM based comparison of 

different denoising filters on Field II simulated 

images contaminated with speckle noise 𝛿 = 

0.4.                    (Experiment-III) 

 

Method SNR SSIM 

Noisy image 5.58 0.11 

SRAD [84] 5.68 0.33 

SBF [89] 5.55 0.33 

NLM [86] 5.65 0.37 

OBNLM [90] 5.65 0.38 

NLMLS [39] 5.67 0.38 

Proposed Filter 9.24 0.38 

 

Method SNR SSIM 

Noisy image 8.53 0.12 

SRAD [84] 9.41 0.45 

SBF [89] 9.12 0.42 

NLM [86] 9.51 0.50 

OBNLM [90] 9.51 0.50 

NLMLS [39] 9.60 0.50 

Proposed Filter 16.59 0.54 

 

Multiple regions shown in the image are regarded as different tissues. Fig. 4.5(b) 

presents a noisy speckled image with σ = 0.6 and Fig. 4.5(c-h) shows the reconstructed 
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images after applying SRAD, SBF, NLM, OBNLM, NLMLS, and proposed filters. It 

is noticeably seen from the restored images obtained after applying these filters that the 

performance shown is quite unsatisfactory. Moreover, due to the iterative nature of 

SRAD and SBF filters, they show a negative influence on contrast. The performance of 

NLMLS and the proposed filter in terms of speckle reduction is very remarkable. But 

in terms of edge preservation, NLMLS has less accuracy as compared to the proposed 

filter. The regions in Fig. 4.5(h) are more uniform and close to the original image, edges 

are more preserved compared to Fig. 4.5(g) which produces blurred edges in the image. 

The quantitative values of SNR and SSIM listed in Table 4.2 verifies the best 

performance of the proposed filter in despeckling B-mode ultrasound images. SNR 

shows that the proposed technique outperforms and SSIM shows that it is almost the 

same as that of NLMLS and OBNLM. 

4.3.3  Field II kidney simulation (Experiment-III) 

In this experiment, the performance of the proposed despeckling filter is 

evaluated on the simulated “kidney ultrasonic” image generated through linear 

acoustics and Field II program provided by J. A. Jenson [41,111,112]. This program 

uses the “Tuphole-Stepanishen” method to evaluate pulsed ultrasound fields. The 

kidney data set is more challenging because of the lack of a regularly shaped region. 

Fig. 4.5 shows the comparison of the existing and proposed filters on Field II kidney 

simulated image.  

Fig. 4.6(a) shows the original and Fig. 4.6(b) presents the noisy image with σ = 

0.4. Fig. 4.6 (c-h) shows the reconstructed images after applying SRAD, SBF, NLM, 

OBNLM, NLMLS and proposed filters respectively. Visual inspection of the results 

reveal that the SRAD, SBF, NLM, and OBNLM filters tend to over smooth the image; 

NLMLS and proposed filter produce significant results but Fig. 4.6(h) seems to be more 

uniform, sharper and retains more fine texture, which proves the best performance of 

the proposed filter. 

 

The numerical values of SNR and SSIM produced by the comparative and 

proposed filters are listed in Table 4.3. The high values of SNR and SSIM obtained by 

the proposed filter (16.59db and 0.54) indicate its superiority over other comparative 

filters in terms of speckle-noise reduction and fine structure preservation capabilities. 



Chapter#4 Fuzzy Logic based Computational Model for Despeckling Ultrasound Images 

Image Restoration using Adaptive Soft Computing Techniques Page−68 

 

Fig. 4.5: Results of Experiment-II (B-mode simulated image): (a) Original image (b) image with 

speckle noise 𝛿 = 0.6  (c) SRAD (d) SBF (e) NLM (f) OBNLM (g) NLMLS (h) Proposed filter 

  

4.3.4 Real ultrasound images (Experiment-IV) 

Filtering the real ultrasound images and evaluating qualitatively is a challenging 

task because of the characteristics of the acquired signal. Extensive experimentation is 

performed on the real images of the liver, urinary tract downloaded from 

“www.ultrasoundcases.info”. For evaluating the performance of the proposed filter, a 
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sample speckled image of the liver and the reconstructed images after applying SRAD, 

SBF, NLM, OBNLM and proposed filters are shown in Fig. 4.7. Visual inspection of 

the results reveals that the SRAD, SBF and NLM filters shown in Fig. 4.7(b-d) 

preserves the details but does not remove much noise from the images. OBNLM filter 

shown in Fig. 4.7(e) removes noise considerably but tends to over smooth the image. 

Additionally, OBNLN takes long processing time for large size ultrasonic images. The 

proposed filter produces outstanding results as shown in Fig. 4.7(f) and seems to be 

more uniform, sharp and retains more fine structural details in small areas of the image. 

 

Fig. 4.6: Results of Experiment-III (Field II simulated images): (a) Original image   

(b) Speckled image with noise 𝛿 = 0.4  (c) SRAD (d) SBF (e) NLM (f) OBNLM (g) 

NLMLS (h) Proposed filter 
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 Fig. 4.7: Results of Experiment-IV (real image): (a) Speckled image (b) SRAD   

(c) SBF (d) NLM (e) OBNLM (f) Proposed filter 

4.4 Summary 

In this chapter, a novel fuzzy NLM-based filter is proposed for denoising highly 

speckled ultrasonic images effectively by integrating local and non-local statistical 

information to figure out the degree of similarity of different regions. The proposed 

filter not only suppresses the speckle noise considerably but also preserves the fine 

details and other small structures present in the image in a better way than other speckle 

reduced filters. Various experiments are conducted on synthetic, simulated and real 

images to verify the fact. The images are synthesized with different levels of simulated 

speckle noise. Quantitative and qualitative evaluations are provided to compare the 

proposed technique with numerous benchmarked filters used for despeckling 

ultrasound images. The quantitative analysis of the experimental results verifies that 

the proposed filter exhibits the best despeckling performance in terms of SNR and 

SSIM values. The human visual assessment suggests that the proposed filter preserves 

the fine detail and edges present in the small areas of lesions while removing the speckle 

noise effectively as compared to other benchmarked filtering techniques. In the future, 

we aim to improve the noise reduction performance of the proposed algorithm so that 

it can be used in a real-time scenario to assist doctors in the analysis and interpretation 

of ultrasonic images.
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Chapter 5  

5. Conclusions and Future Work 

5.1 Conclusions 

In this dissertation, the restoration of images degraded with impulse noise and 

speckle noise is studied. In IR, median and NLM filters are considered the most eminent 

tool for impulse noise and speckle noise removal respectively. Generally, a noise-free 

image comprises of smooth regions, separated by edges and lines. When filtering 

operation is applied, we come across two contrary goals, i.e., noise smoothing and edge 

preservation. Important image details may shatter when smoothing is used for noise 

removal. Similarly, edge preservation may leave some traces of noise in the restored 

image. The trade-off between these two conflicting tasks makes the IR problem more 

demanding and challenging. A mild balance between these two conflicting goals is 

usually required to develop efficient algorithms. In this regard, two novel filters based 

on the adaptive fuzzy inference system are proposed.  

In chapter 3, a novel spatial adaptive fuzzy rule-based technique for RVIN 

reduction from grayscale images has been presented. This technique incorporates a 

hybrid windowing concept, which uses a large-sized window along with its 

decomposed small-sized sub-windows – quadrant set to detect impulsive pixels 

accurately both in low as well as highly corrupted images. Fuzzy logic based efficient 

noise detection technique along with effective restoration offers improvement not only 

in terms of objective (numerical) measures but also in terms of visual observation. The 

simulation results verify that the proposed technique outperforms the other benchmark 

methods in suppressing the impulse noise while preserving the fine details such as edges 

and textures of the image even if the noise density is very high. 

In the future, more emphasis may be given on the detection of noisy pixels in 

the RVIN tainted image to improve the performance of the proposed technique. In 
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addition, a reduction in time complexity for the detection phase will be given due 

consideration. 

In chapter 4, a novel fuzzy NLM-based filter is proposed for denoising highly 

speckled ultrasonic images effectively by integrating local and non-local statistical 

information to figure out the degree of similarity of different regions. The proposed 

filter not only suppresses the speckle noise considerably but also preserves the fine 

details and other small structures present in the image in a better way than other speckle 

reduced filters. Various experiments are conducted on synthetic, simulated and real 

images to verify the fact. The images are synthesized with different levels of simulated 

speckle noise. Quantitative and qualitative evaluations are provided to compare the 

proposed technique with numerous benchmarked filters used for despeckling 

ultrasound images. The quantitative analysis of the experimental results verifies that 

the proposed filter exhibits the best despeckling performance in terms of SNR and 

SSIM values. The human visual assessment suggests that the proposed filter preserves 

the fine detail and edges present in the small areas of lesions while removing the speckle 

noise effectively as compared to other benchmarked filtering techniques. In the future, 

we aim to improve the noise reduction performance of the proposed algorithm so that 

it can be used in a real-time scenario to assist doctors in the analysis and interpretation 

of ultrasonic images. 

5.2 Future Work 

In this thesis, fuzzy logic-based techniques have been used to tackle impulse 

and speckle noise from general and ultrasonic medical images in the “spatial domain”. 

In the future, this research can be further extended by developing denoising techniques 

based on fuzzy logic and exploring its use in transform domains. 

o In the future, we believe to use other soft computing techniques along with 

fuzzy logic, as an artificial neural network, particle swarm optimization (PSO), 

machine learning (ML), etc. to restore impulsive and speckled images. 

o In the current study, only two general types of noises that are, impulse and 

speckle noise have been tackled. In the future, it could be extended to other 

types of noises as well like Gaussian noise, Rician noise, etc. 
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o Work can also be extended to deal with colored images along with grayscale 

images.
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