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Abstract

Simulation is one of the interesting and powerful tools for peeping into the after effects of
any activity or process, before actually running that process. The importance of simulation
especially augments, due to the increase in complexity and involvement of more

technicalities in process models.

In simulation one develops an actual model of reality by using different notions and actions.
This enables us to examine alternatives without actually really undertaking them. The number
of researcher and scientists engaged in the simulation and gaming of social systems, it grown

tremendously the last twenty years.

This research is intended to simulate latest researches in field of Requirement Risk
Management, a process model called Value based requirements risk management (VRRM)
was simulated. VRRM introduces the concepts of “value” in risk management process. As
being the latest research, model has been implemented only once in the industry on small

scale project and the claims made by VRRM still need to be validated.

A systematic approach was followed to attain the desire objective. Simulation techniques
were studied and an appropriate technique was selected according to the nature of VRRM. At
next step different simulation tools were analyzed and an appropriate tool was selected based
on the different factors required for simulation of VRRM. According to the protocols defined
by the selected tool a reference simulation model was proposed to bridge the gap between
actual VRRM and GoldSim, after that a practical simulation model was developed by
mapping all the activities of reference VRRM to a simulation model. Then simulation model
was run under different scenarios to collect data for analysis to verify the claims made by
authors of VRRM.
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Chapter 1 Introduction of Simulation

1 - Introduction of Simulation

Software processes simulation modeling (SPSM) gaining growing interest in the software
engineering community, social science and economics and academia after great success in
industries like aerospace (Pagendarm & Posts, 1994) (Tezduyar, Aliabadi, Behr, Johnson,
Kalro, Litke, 1996) and power generation (Christie, Brown, Joe, 1980) (Weber, Overbye,
Sauer, DeMarco, 1998). It has been used to address a variety of issues from the strategic
management of software development to supporting process improvements, to software

project management, training (Marc, Raj{rnond & David, 1999).

During last decade simulation got importénce in academia and software engineering research
community. At present it’s widely accepted scientific research method to explore complex
problems when empirical method is expensive. In software engineering there are large
number of variables with different degrees of importance depending on the process lifecycle
and organizational maturity (Eickelmann, 2001). It is much difficult and costly to experiment
and study all these factors. The “process model is a formal abstraction of the real world
software engineering process which emulates the essential relationships among activities,
inputs and outputs of the sub processes” (Eickelmann, 2001) and to study key variables in
software engineering domain. (Marc, Raymond & David, 1999) categorize the use of process

modeling into following purpose.
e Strategic management;
e Planning;
¢ Control and operational management;
e Process improvement and technology adoption;

¢ Understanding; an d Training and learning.
1.1  What is Simulation

Simulation is used to creating a model of an existing or proposed system in order to identify
and understand those factors which control the system or to forecast the future behavior of

the system.
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There are number of definition of simulation model existing in literature but most popular

definition by Madachy, R. A. (1994).

“Simulation is the numerical evaluation of a model, where a model consists of mathematical

relationships describing a system of interest”.
1.2 Types of Simulation

Following section describes different types of simulation which can be used to simulation any

process model.

1.2.1 Stochastic Simulation

Simulation models that contain probabilistic components are called stochastic. “Stochastic
modeling recognizes the inherent uncertainty in many parameters and relationships and
Stochastic variables are random numbefs drawn from a specified probability distribution”
Eliza, C. (2003). In stochastic model output parameter values may vary due the variation in
the value of input parameters or intermediate (internal) model variables (M. Miiller., Dietmar.
Pfahl. 2008).

1.2.2 Deterministic Simulation

In deterministic simulation, Model’s input variables and output variables are related
(Madachy, 1996). Deterministic simulation models consist of interlocking systems of
differential or difference equations, initial condition and output parameters. It has lot of usage
in environmental, engineering and policy-making disciplines. Deterministic models are useful
approach of reality that is easier to develop and interpret than a stochastic model (D. Poole.,
AE. Raftery. 2000).

1.2.3 Dynamic Simulation

System dynamic is simulation technique introduced by Forrester during mid-1950s. The
purpose of dynamic simulation was to. model complex continuous systems for improving

management policies and organizational structures (Madachy 1996). Models are devised
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using continuous quantities interconnected in loops of information feedback and circular
causality (Madachy 1996). In system dyﬁamics problem are defined in terms of graphs over
time, and determined for an endogenous, behavioral view of the significant dynamics of a
system such that the model can reproduce the dynamic problem of concern by itself.
Ultimately, understandings and applicaBle policy insights are derived from the resulting
model and corresponding changes are implemented (George, 1991). Abdel-Hamid has
developed a generic system dynamics model of sofiware development (Abdel-Hamid &
Madnick, 1991). Others have modified it to support project and process management in
particular organizations (Lin, Abdel-Hamid & Sherif 1992). Details of the different dynamic
models and their uses are provided in (Madachy, 1994).

1.2.4 Discrete Event Simulation

Discrete Event Simulation (DES) basically considers behavior of a system as a discrete set of
tasks that are normally performed in series. Time advances in a simulation of the model when
a discrete event occurs. In DES models, objects go by process-blocks while simulation is
running. Every process has a unique input and creates unique output products. The main
benefit of using DES for software process modeling is that all items can have unique
attributes and unique values for some common attributes if any. Normally, all software work
products have some unique characterist‘ivcs like complexity, size and quality, among others.
Moreover, software projects normally define their processes in discrete terms like analysis,
design, code, and test; so typical software process looks like a set of discrete events. So to
model a project for management and eétimation, the modeling approach should consider
these discrete event capabilities. However in discrete event simulation, time clock increase in

case of event occurrence.

1.2.5 Hybrid Simulation

The software process consists of a number of activities (e.g., the development of the
specification document, the change management, designs modification on the basis of early
discovered defects, etc.). Activities may be parallel or sequential. Activities coordinate
through the exchange of artifacts to give the final product. All these activities need resources

(e.g. personnel, computer time, etc.) to accomplish the desired job and may cause conflict on
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the use of same resources. The software process therefore exhibits both discrete system
aspects along with continuous ones (resource usage by an activity, milestones achieved,
quantity of discovered defects). The hybrid two-level approach (Madachy, 1996) elaborates
the two levels of abstraction, a higher abstraction level and a lower abstraction level, to
represent the software process by a combination of three methods: the analytical, the
continuous and the discrete-event method. At the higher abstraction level, the process is
modeled by a discrete-event queuing né’;work, consisting of the components, activities, their
interactions, and the exchange of artifacts. The queuing model is a synonym of the software
process, where service stations represent activities, and circulating customers represent
artifacts that move among activities. Each activity in turn can be described by a set of
service-stations to represent the component sub-activities. Some activities/sub-activities may
require resources (e.g. personnel, time), whereas others may be intended to perform co-
ordination tasks only, simulation of managerial policies (e.g. whether to release or not to
release a process artifact to the next stage based on its quality level). At lower abstraction
level, the implementation details of the service stations (i.e. activities) that were introduced at
the higher abstraction level are provided. Here both the analytical and continuous methods
are used. Particularly each activity is modeled either by using an analytical average-type
function, or by using a continuous type time-varying function, or combination of both. Such
type of functions expresses the amount of resources, or time, or effort used by various service

stations to simulate the corresponding activities or sub-activities.
1.3 Research Motivation & Justification

One of the primary advantages of simulation is that it provides users with practical feedback
when designing real world systems. This helps users improve the efficiency and accuracy of
design before constructing it. Users can also explore the merits of alternate system without

physically building the system.

Simulation helps designers to study a problem at different level of abstractions. At higher
level of abstraction the designer can study the behavior and interactions of the components

within the system.

Simulation can also be used for teaching / demonstrating concepts to students, we can show
the dynamic behavior of all the system components, though the simulation in this research

was basically used as tool to demonstrate the behavior of VRRM (Samad, Ikram, &
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Muhammad, 2008). VRRM process was basically designed to manage requirements related

risks in a value based manner.

An effective risk management is critical while developing software systems, where
requirements’ risks are proven to have highest contribution as every requirement contributes
towards achievement of some value for some stakeholder and so it’s important to manage
requirement risks effectively and efficiently. VRRM bears the designed following the
guidelines provided by IEEE standard for Risk Management (IEEE Std. 1540-2001) and
conforms almost fully to the standard’s requirements. Similarly its covers on most part the
requirements of CMMi model. The claims of VRRM were verified on the basis of case study
by (Basit, Murtaza & Ikram, 2009) on very short duration projects. However the practical
implementation of VRRM on large scale project was still missing to verify the claims. So
Inspired by the above mentioned benefits of simulation, I developed a simulation model to

validate claims made by VRRM’s authors on large scale projects.
1.4 Research Question

In software and information business, theory of value is comparatively new and getting
considerable interest in research community in recent years. There is a shortage of research
literature on this concept due to its very new nature. The Value Based Requirement’s Risk
Management (VRRM) Process Model is presented during the year 2008. It introduces a new
concept of value in the process model of Risk Management that is based upon the IEEE
standards for risk management (IEEE Std. 1540-2001). Also, it comprises of almost all
activities considered mandatory by IEEE and CMMI Model (Basit, Murtaza & Ikram, 2009).

The primary focus of our research is to validate claims made in VRRM process proposed in
(Basit, Murtaza & Ikram, 2009) using simulation modeling technique. Software process
simulation plays a significant role in achieving higher level of process maturity and
improvement. (Christie, 1999) argues that CMM-based process improvement can benefit
from process simulation because it provides insights into complex process behavior;
moreover simulation can help to tackle different questions on CMM levels. “Unfortunately
traditional process definition does not shed much light on these behavioral issues and the
usual way to resolve them is to run the actual process and observe the consequence that is

not cost effective to perform process improvement” (Christie, A.M. 1999).
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Problem statement of this experimental study is given as under:
¢ Do claims made in VRRM process model hold?

e What further improvements can be made in VRRM?
1.5 Expected Outcome

o Simulation Model of Value Base Requirement Risk Management (VRRM) process.

e Analysis of data collected in different simulation run and recommendation to improve
VRRM.
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2 - Literature Survey

2.1  Simulation in Software Engineering

Software engineering, right from its emergence requires sound analysis and strong planning
for developing software; the need becomes more critical in case of complex and large
applications where a small mistake can lead to failures and derailment of projects. The main
reason of project disaster is poor planning (Metzger, Boddie, 1996). Over the last few
decades the software engineering has badly suffered several schedule and cost overruns as
well as poor product quality (Marc, Raymond, David, 1999). Although the high level
languages, different advance tools, techniques and development methodologies have helped
software developers to overcome the problem but how these tools, techniques, methodologies
and languages can be effectively merge into a successful software requires a exact, thorough
and detailed planning and with deep insight of future software development activities and
contingency plans that need to be adapted in case of any derailment in schedule, cost and
expected plan. One solution in this situation that has also gained some success is software

simulation.
2.1.1 Project Management

Software project management encompasses the knowledge, techniques, and tools necessary
to man the development of software products (James & Harvey, 1989). The ever increasing
size and complexity of software development requires the managers to have extra skills to
manage critical situations e.g. in case a risk becomes evident, in case projects runs out of
budget etc. such critical situations are ever difficult to handle because of their “being
unpredictable” nature. Simulation helps project managers have a dry run of the project,
consider “What-if” scenarios for acceséing the effects of different management policies
(Bengee, James, 2004) , so that an initial concept and pre-pattern of “healing activities” and
their alternatives can be devised. The overall effect of these activities can be analyzed and
their effectiveness can be studied. Having such a run the managers can be at ease to smoothly

implement any of such activity in case it is so that in case it is needed.

In multi-project environment, where organizations have multiple projects running in parallel,
simulation comes as helping tool. For example, ‘what will happen to project A’s completion

date if project B is delayed? What are the effects of resource contention on individual
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projects? And what are the consequences of the high turnover rate of resource C on the
projects that utilize it?” (Bengee, James, 2004). Simulation helps to analyze and make pre-

decisions regarding such questions before actually running the real facts.
2.1.2 Risk Management

Software development involves high risk profile and hence requires risk management
processes to jump into cater the potential risks in case they occur and effect product delivery,
cost and quality. The important of software process simulation is the management of software
development risks (Marc, Raymond & David, 1999) usually discussed within the category of
project planning/management. Simulation can help sofiware project managers analyze the
impact of risks on project and make preemptive measures whenever needed during the

development phase of project.
2.1.3 Process Engineering

Process engineering focuses on the design, inputs, operation and outputs of a certain software
process, and Simulation is becoming indispensable tool for analysis and design of a software
process (N.T. Koussoulas., S. Daskalaki. 1993). It is directly/indirectly associated with
software process improvement (David, 1999). Organizations can use software process
simulation at different levels of maturity to obtain significant benefits (David, 1999).
Simulation helps software engineers to understand, plan, control and improve software

processes at all levels. Regarding a process, simulation helps organizations:
e To improve organizational decision making
e Provides Justification for process improvement initiatives (Raffo, 1996)

e Supporting quantitative prediction of project level performance in terms of cost,

quality, and schedule (Paulk et al, 1993 , Raffo et al , 1999)

e To forecast process change impact/behavior before implementation (Raffo, D.1996,
Saurabh. K., Krishnan. B. 2009).

Organizations can get help to improve cost, time and schedule. (Zhang, Kitchenham, &
Jeffery, 2007) proposed a framework to adopt simulation for assistance of achieving higher

level of process maturity.
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Figure 1: Framework of adopting process simulation modeling in CMMI organizations (Zhang, H. et al. 2007)

All the discussed benefits are not only for higher maturity level organizations but low

maturity organizations can also equally benefit if simulation is properly implemented.
2.1.4 Requirement Engineering

Simulation serves as a major helping hand in for highlighting software system requirements
early in the software development lifecycle, particularly for examining temporal behavior
(Christie, 1999). Simulation can mimic the performance characteristics of software
components and their interactions, the effects of time delays and feedbacks, and of finite
capacities and resource bottlenecks (Zhang, Kitchenham, & Jeffery, 2007) (Bengee, James,
2004). Thus simulation is an important tool for not only defining the requirements at initial
stage but also but can also be used for testing the alternative modifications, before going for
their actual implementation. Finally, a system simulation can be used an integral part of

requirements which provides the quantitative measures that the software must abide by.
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3 - Research Methodology

The main objective of this research is to analyze behavior and validation of claims made in
value base requirement risk management (VRRM). Simulation research is an ideal
methodology where an in depth analysis is required to understand behavior of process model
in different scenarios prior to implementaﬁon in production environment. In my study I want

to develop simulation model of VRRM to validate its claims.
3.1 Research Methodology Design

This experimental study was conduct into three phases. Unit of analysis was the data

collected from different simulation runs.
3.1.1 Phase I — Analysis of VRRM

The aim of this phase was to get an understanding of conceptual value based requirement risk

management model and analysis of:
a. The information flow in “Value Base Requirement Risk Management” Model
b. Input/Out parameters all activities and sub-activities of model.

c. Case Study Analysis of VRRM (Basit, Murtaza & Ikram , 2009).

3.1.2 Phase II — Simulation Tools Analysis

The purpose of phase-II was to conduct:
a. Analysis and selection of appropriate technique to simulate VRRM.
b. A criteria was prepared to select the simulation tool.

c. Designed a reference model to bridge gap between VRRM conceptual model and

simulation tool.
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3.1.3 Phase Il - VRRM Simulation Model

Simulation model of VRRM was developed in tool selected in phase - II and validation of

model was secondary portion of this phase.

3.1.4 Conclusion and Recommendations

Conclusion and recommendations list were proposed on the basis of data collected during
different Run/Scenario of Model.
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4 — VRRM Analysis

VRRM Process Model was jointly proposed by (Samad,lkram, & Muhammad,2008). It is a
Risk Management Process for software requirements mainly based upon IEEE Std. 1540-
2001 Risk Management Process and fully conforms to the CMMI and covers almost all he
activities that are important, useful and purposeful (Samad,lkram, & Muhammad,2008).
VRRM Process Model functions by considering the concept of “value” in the Software
Requirements owned by different stakeholders. A term ‘Success Critical Stakeholders’ (SCS)
is introduced in this regard to value the requirements and their related risks in order to ensure

that success driven stakeholders participate effectively in the software development projects.

VRRM Process Model is represented at two levels of abstraction. The first level is called as
Abstraction Level-1 and the second level is referred as Abstraction Level-2. At the higher
level, the Abstraction Level-1 comprises of Management and Assessment & Mitigation of
risks. The Management part contains the Planning and Monitoring and Control. The
Assessment and Mitigation part comprises of Identification, Analysis and Treatment of Risks

for a software development project.
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Figure 2: VRRM abstract level 1 (Samad et al. 2008)

Abstraction Level-2 illustrates the complete set of activities divided into six major categories.
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Plan (Samad et al. 2008):

1) The process starts with planning. The.input to Plan RM Process is the organizational risk
management policies and the process evaluation results from past. The output of this activity

is Risk Management Plan which is then further used as input to many succeeding activities.

2) Using this plan, roles & responsible parties are defined and resources are planned. The
criteria for risk attributes, scales and measures, thresholds and risk categories is also planned
and defined here. All this information is stored in their respective data stores. The only

artifact produced here at this stage is risk management plan.

3) Process evaluation is done in Evaluate RM Process activity. This evaluation is performed
according to the strategy planned in Define Evaluation Process activity. All the evaluation
results will be captured in data store Evaluation Results. This data store will have the
evaluation results and the lessons learned: from previous projects too for reference for current

projects.

Identify Risk (Samad et al. 2008):

1) The risks are identified in Identify Risk activity. This activity is put under continuous
Monitor and Control as risk identification is a continuous process and risks can occur at any

time. Also some entity can be a risk at some times but cannot be the risk at some other time.

2) The identified risks are then categorized according to the criteria set during planning
activity. The categorization of risk activity can also point out some other risks that have not

been identified yet.
Analysis (Samad et al. 2008):
1) The likelihood and consequences of each risk item is then calculated.

2) As VRRM Process is focused on requirement risks, the respective requirement is linked

with the business objective that it is assumed to fulfill.
3) Afterwards the success-critical-stakeholders SCSs are identified.

4) These SCSs then assess the value of the subject requirement and the value of risk

identified w.r.t. that requirement. The SCSs assess the value in all three perspectives TOP
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individually. The net value for that particﬁlar risk item is than calculated by taking aggregate

of values of all stakeholders in TOP perspectives.

5) This net value plus the thresholds and consequences of the risk item are then used to

evaluate the risk against thresholds defined during planning.

Treatment (Samad et al. 2008):

1) For risks that are above threshold, the contingency plan is developed.

2) These risks are then put in priority list for treatment. The priority ordering of the risk items
is done on basis of SCSs value-assessments; done in same manner as for risk acceptance.
This value assessment for priority ordering is also done in TOP perspectives and net value is

calculated as aggregate of values of all SCSs in all three perspectives
3) The top-prioritized risk item is then passed on for treatment.

4) The treatment alternatives for top-priority risk item are defined and made available to the
relevant parties in Define Treatment Alternatives activity. These treatment alternatives are
then evaluated for each risk item and thev'value for each alternative is calculated in same way
as for risk acceptance and prioritization in TOP perspectives. The final selection is made on
the basis of net-value of SCSs evaluated with the help of negotiations, either against some

pre-defined or on-spot criteria.

Monitoring & Control Samad et al. 2008):

1) Risks that are below threshold are continuously Monitored and Controlled as some risk

1tem that is below threshold at some time can exceed the threshold at some other moment.
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4.1 VRRM Case Study Analysis

A case study was presented by (Basit, Murtaza & Ikram, 2009) in practical to highlight the
issues and pitfalls and to verify the conclusions made by author of VRRM. Case study
implements all the phases of VRRM Model in two individual organizations. Each phase of
case study is analyzed and presented here with the help of business process modeling
notations along with the inputs, processing and outputs of each activity. Figure 4 is high level
diagram of the case study which shows the flow of information in different activities
(Planning, Identification, and Analysis, Treatment and Monitoring and control). This diagram

shows that:

1. Process starts from planning activity.

. P

Rts Plon RiM Pclicy

Figure 4: Case siudy high level diagram
2. Monitoring & Control is parallel and loop/continuous activity.
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3. Identification starts after planning and it is also loop/continuous activity.
4. Analysis activity starts after the identification activity to analyze the risk item
5. Treatment activity is carried out once the analysis of risk item completed.

Planning:

VRRM process starts from planning activity. The risk management plan is part of the project
plan and it gives the overall risk management process overview that how it was implemented,
how the activities was be carried out, who was responsible for which activities and how was
be the process evaluated for improvement purposes. The Figure 5 is detail diagram of
planning activity which shows flow of information into different eight sub activities.
Business process modeling notation are used to draw high level diagram and Plus sing (+) in

diagram is used to depict the parallel flow of information into different activities.

Figure 5: Planning phase diagram of VRRM case study

The Table-1 shows the details of input /output parameters of each sub activity which is
derived from (Basit et al. 2009) case study along with the their actors.

Plan RM Process Risk Management Risk Management Plan” (Annexure B) Project Team
Polices , Evaluation

Results
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Resource Planning

Resource Pool

Resource Management Plan; Resource

Project Management Team

Information Matrix (Annexure B)
Identifying Stakeholders Analysis | Responsible Parties Project Manager , Risk
Responsible Parties : Management Team
Defining Role and Resource Roles and Responsibilities Risk Management Team,
Responsibility Management Plan project management team ,

Project manager

Defining Scale and Input Data Scale and Measures NiL
Measure
Define Objective and Policies and Objectives and Assumptions NIL
Assumption Guidelines
Risk Category Risk Register Definition of Risk Categories NiL
Definition
Define Threshold Historical Records; Threshold Values NIL

Project Information

Table 1: Participant in planning phase of case study (Basit et al. 200%)

Identification:

The risks are identified in Identify Risk activity which uses the organizational RM policies

and risk management plan from planning phase as input. The detail of input / out and

resource is as in table 3 derived (Basit et al. 2009) case study.

Identification

RM Polices , RM Plan, Project

Documentation

Risk Register

Risk Management team

Table 2: Particlpant in identification phase of case study (Basit et al. 2009)

Analysis phase:

The identified risks are than passed on to Analyze activity. Here these risks are first
categorized according to the pre-defined categories and afterwards the likelihoods and
consequences of the identified risk items are calculated. See figure 6 and table 4 for detail

derived from (Basit, Murtaza & Ikram, 2009).
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Figure é: Analysis diagram of VRRM case study (Basit et al. 2009)
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Categorize risk

Identified risk

Risk assessment register (Annex-
F) updated

Risk management team

Estimate likelihood and | Identified risk (after “Risk assessment register (Annex- | Risk management team, project
consequences specifying its category) F) updated management team
Link risk to Identified risk Risk assessment register (Annex- | Risk management team, success critical

requirements

F) updated

stakeholders

Link requirements to

Identified risk, associated

Requirement document (Annex-

Risk management team,

business objectives requirement(s) E), business objective document

(Annex-D)
Identify success critical | N/A N/A Project management team, risk
stakeholder : management team, author
Success Critical Identified risk, associated | Value assessment register Success critical stockholders, risk
Stakeholders Assess requirement management team
Requirements’ and
Risks’ Value .
Calculate net value Req. risk values Value assessment register risk management team

Evaluate against
threshold

Net req. risk value,
threshold table

List of risks qualified for
treatment. List of risks not
qualified for treatment.

Risk management team

Establish contingency

risks qualified for
treatment

Contingency plan

Risk management team, project
management team or members of
organization

Place in priority order

Risks qualified for
treatment, Regq. risk net
value

Risk assessment register (Annex-
F)

Risk management team, author

Table 3: Participant In Analysis phase of case study (Basit et al. 2009)

Treatment phase:

After analysis the risk items are then passed on for treatment. The Treat activity is also made

value based. See figure 7 and table 5 (Basit, Murtaza & Ikram, 2009) for detail flows:

+ Update
: Risk T ¢ Register
4 o) (Anngx-H)
. p|  Detne Treatmert <
Aternotives ] Not Accepted
. ‘ J
( 2 |
Detne measure for :
eflectivenass
of risk akernative ‘
i
— J
-
Agsess value of each
stemative oo | Update
. l J :
( .
Celadete Net Valse Evaluate
acveptabiity
\, Y,

( 2
implemert treatment
altemative

1

7 ™
Defne implementation 52,
process for selected
treatment

Figure 7: Treatment Diagram of VRRM case study (Basit et al. 2009)
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Define Treatment Risk Register, Risk “Risk Treatment Register” (Annexure | Risk Management Team,
Alternative Management Policies H) Author , Success Ciritical
Stockholder, Project
management Team
Define Measure for Risk Register, Risk Alternate - List of Measures Risk manager
effectiveness of Treatments '
Altemative
Access Value of Each Alternate Risk Treatments “Risk Treatment Register” (Annexure | Success Critical Stakeholder
Alternative H) :
Calculate Net Value Alternate Risk Treatments - “Risk Treatment Register” (Annexure | Risk Manager
H)
Evaluate Acceptability “Risk Treatment Register” “Risk Treatment Register” (Annexure | Project Manager , Success
(Annexure H) H) Critical Stakeholder
Define implementation | Alternate Risk Treatments Execution Resulits and Verifications Risk Management Team,
process for Selected Project Manager
Treatment
Implementation Alternate Risk Treatments Execution Results and Treatments Project Management Team
Treatment Alternative
Table 4: Participants in freatment phase of case study (Basit et al. 2009)
Monitoring:

Monitor & Control is a continuous activity and is performed parallel with all other activities

continuously.

Monitoring

Risk Register Mitigation Plan Risk Management Team ,

Project Management Team

Table 5: Participant in monitoring phase of case study (Basit et al. 2009)

The case study actually implemented VRRM and flagged certain concerns. However,

implementation of just one case study is not sufficient. So keeping resources in view an idea
was devised to simulate VRRM using' some simulation tool. A thorough research was
implemented in this regard, simulation techniques were studied, tools were analyzed,
reference model was developed and ﬁﬁally scenarios were built and run using the selected

simulation tool.
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5 - Simulation Technique & Tool Selection

In this chapter different simulation techniques were studied and appropriate tool selection

was conducted in order to simulate VRRM.
5.1 Simulation Technique

A thorough analysis of simulation techniques was conducted in order to select appropriate
one. This section gives brief overview of all the possible techniques and the reasons for their

being appropriate and inappropriate for VRRM model simulation:

Stochastic: stochastic was not appropriate because in VRRM probabilistic factor is not
involved i.e. each and every variable has a concrete value and nothing like “random

sampling” is involved.

Deterministic: Deterministic was not qualified because deterministic simulation model
deviate the way VRRM works. In VRRM the same set of input variables may not result the
same output values e.g. the same set of risks identified may not qualify for treatment for each

run, depending on the threshold values and weight age assigned by SCS.

Static: Static disqualified as In VRRM, it is not possible to provide all the input parameters
at single point in time e.g. the risk qualification from treatment is evaluated (by SCSs) only

when the risk has identified (at any stage'in model run)

Continuous: Continuous was not qualified because, In VRRM update of model variable
values at equidistance time steps is not required e.g. the criticality of risk can only be entered
/ evaluated when it occurs i.e. it is impossible to predict about, at what instance of time risk

was occur and when was SCS evaluate its weight age and priority for treatment.

Similarly, once the risk has found, it is impossible to predict about when it will qualify for
treatment and when will the SCS prioritize/ select the final treatment from list of alternative

treatments.

Event-Driven: Event-Driven simulation conforms to all the aspects of VRRM as VRRM is
also based on group/network of activities with systematic data flow among them. Similarly

VRRM also requires event driven approach due to its “input required at runtime” and even
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driven nature (occurrence of risk at any instance, qualification of risk for treatment at any

instance).

Quantitative: is not qualified because In VRRM although model parameters are specified as
real or inter numbers but I cannot ensure, for any organization, the availability of empirical

data and experts willing to make the estimates for model parameters

From the above discussion and analyzed it clear that “Event Driven” Simulation technique is

good candidate for VRRM simulation.
5.2 Simulation Tools Survey

Various methods and techniques can be used for modeling business processes in order to
obtain an understanding of possible scenarios for improvement. Many researchers have
suggested the tool which integrates components for system dynamic, hybrid, qualitative and
quantitative to measure the effectiveness and performance of their business processes. A
large number of process simulation modeling tools are available in market but as per VRRM
process requirement we are bound to select a tool which supports “Discrete-Event”
simulation. In order to achieve our research objective and to select appropriate simulation

tool, we have divided tool selection criteria into four categories:
5.2.1 Technique Support

Simulation Techniques (ST) matrixes are divided into nine sub categories. The main
objective of these sub categories is to-evaluate the simulation technique support related
capabilities of a tool. The table 6 depicts simulation techniques along with their possible

values.

System Dynamics Yes OR No
Continuous-Time Yes OR No
Hybrid ' Yes OR No
Discrete-Event Yes OR No
Quantitative Yes OR No
Static : Yes OR No
Qualitative Yes OR No
Object-Oriented & Yes OR No
Hierarchical

Multi-Method Yes OR No

Table é: Simulation technique matrix for tools analysis
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5.2.2 Functional Feature

Functional feature support matrixes are-categorized into seven sub categories to evaluate
functional characteristics of tool which are required during model execution. Table 7

illustrates functional features along with their possible values.

Scenarios Support Yes OR No
Animation . Low OR Medium OR High
Output Statistic ’ Low OR Medium OR High |
Graphic Low OR Medium OR High |
Parallel Activity Support Yes OR No

Activity Base Costing Yes OR No
Database Connectivity Yes OR No

Table 7: Functional Features matrix for tools analysis

5.2.3 Non-Functional Feature

These matrixes are used to evaluate the non-functional characteristic of tool and divided into

five categories in table 8.

Free Yes OR No
Compatibility with other tools Yes OR No
Operating System Support Name(s)

User Friendliness Low OR Medium ORHigh

Table 8: Non-Functional features matrix for tools analysis

5.2.4 Experimentation Feature

The experimentation related matrixes are subdivided into eight categories which can be used
to evaluate simulation model results. The Table 9 demonstrates the features along with their

possible values.

Simulation Experiment T Yes OR No

Optimization Experiment Yes OR No
Parameter Variation Experiment Yes OR No
Compare Run Experiment Yes OR No
Monte Corel Experiment Yes OR No
Sensitivity Analysis Experiment Yes OR No
Calibration Experiment - Yes OR No
Custom Yes OR No

Table 9: Experimentation feature matrix for tools analysis

LY PR . Y [ . P B T . 1N DN Y PR 1N 1 .S 2l W 1 I W DU D I . L Y PR - eoaa



Chapter 5 " Simulation Technique & Tool

5.2.5 Tool Selection

A large number of simulation tools and packages are available in market. Initially we listed
round about twenty tools but shorted only nine tools for further analysis after basic judgment
of the author .In this activity vendor of fools was contacted and a tool evaluation performa
was sent to them to evaluate their respective tool according to criteria define in sections 5.2.
The table 10 gave overview of capabilities of all tools include in survey. Finally GoldSim
was selected as candidate tool for VRRM simulation because it support almost all simulation
techniques including “Discrete Event”, moreover it support parallel activity run, parameter

variation and high support to run different scenarios and free for academic purpose.
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Chapter 6 Reference Simulation Model Implementation

6 - Reference Model Implementation

In this chapter a reference model (RM) was designed to bridge gap between the actual
VRRM and GoldSim, Moreover model validation was also conducted in parallel to the

simulation model development.

6.1 Reference Model

All process modeling tools has modeling elements / constructs to develop a simulation model
of any process. Every modeling tool is composition of different modeling elements and every
element need some pre-requisite to reflect the actual behavior of a process. So we need to
design a reference model to reduce the gap between conceptual model and simulation tools.
A reference model behaves like a bridgé'between the actual VRRM and GoldSim. Figure 8

show graphical representation of model and flow of information.

Mot Midigha rish. sigrel oo wd
O I WO GOAWE < caocncae

Start: Risk Identification
E

Net Risk Value >= Theeshold

Flgure 8: VRRM reference simvlation model

In our reference model (RM), after the risk identification success critical stakeholder assigned
TOP values to risk and all those requirements having any direct/indirect relation with the risk
using equation presented in section 6.1.1. Once TOP values assigned, risk net value was
calculated using the equation presented in section 6.1.1. Moreover risk was considered for
treatment if and only if net risk value was greater than threshold otherwise it was put in
monitoring list. All the risks was monitor regularly on weekly basis and was consider for

treatment when their net risk value was. cross the threshold value. Treatment is also value

- - - . ™t ) RO e . s vk 2% o &8 8 B+~ B a* -
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based, SCS assigned TOP value to every treatment alternative. Once TOP values are assigned
to every alternative then equations given in section 6.1.1 was used to select suitable

alternative for treatment.
6.1.1 RM Equations

All the equations presented in this section were derived from results obtained in (Basit,
Murtaza & Ikram, 2009) case study. However the equations were also slightly modified and
implemented in simulation model as a result of endeavor to overcome the shortcomings of

original VRRM model on which (Samad, Ikram, & Muhammad, 2008) was based.

Equations to calculate Risk Value:

1. Each SCS assigns value to each risk from Technical, Organizational and People point of
view. The average of all the three values is calculated for each risk using following
equation where n represent no. of SCS, wl represent weight for technical value, w2

represents weight for organization value and w3 represents weights for people values.

kil

] = TopValue/Risk == ZSCS;(WixT-i— W2x0+W3xP)/3
i=1 R

2. After each SCS assigns TOP value to each risk, the Net Risk Value is calculated by

taking average of all the TOP values assigned by n Stack holders using the blew equation.

K= Risk value = ;" N = total nuMmber of SCSs

3. Similarly, Each SCS assigns value to each requirement from Technical, Organizational
and People point of view. The average of all the three values is calculated for each
requirement using blew equation where n represent no. of SCS, w1 represent weight for

technical value.

kad
L = TopValue/Req = E SCS,{WI1LIxTH+ WZxO4+ W3 xP)/3

4. After each SCS assigns TOP value to each requirement, the Net Req Value is calculated

by taking average of all the TOP values assigned by n Stack holders to each requirement.

E.

NV = Req value = ;; N = total number of SCSs

- om* 3 mBoE_ 0. s IR A B A 4 Ve~ R v gy,
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5. For each risk the n requirements are linked with, so here the average of all the
requirement values is calculated to get a net requirement value for that risk where Mi

represent the average value of a single requirement.

N = NetRegsValue /Risk = 2?_.:1}4; /n n=total no. of reqs linked per risk

6. The net requirement risk value is calculated by taking the average of net risk value and

net requirement value

O = NetReqgRiskValue = (K + N) /2

Equations to evaluate treatment alternative:

1. Each SCS assigns value to each alternative (expected for a particular risk) from
Technical, Organizational and People point of view. The average of all the three values
is calculated for each alternative where T, O and P represent technical, Organizational

and People values respectively.
P = TopValue/Alternative = 37, SCS,(T+0 + P)/3  n =total number of SCSs

2. For each alternative n SCSs assign the TOP value, so here we calculate the Net
Alternative Value by dividing the TOP value by total number of SCSs (participating in

value assignment)

P

Q = Net Alternate value.= ';1‘ n = total number of SCSs

3. Finally a particular alternative is selected on the basis of the maximum net alternate
value i.e. the alternate having maximum Net Alternative Value is selected for treatment

of risk under consideration.

R = Selected Alternative = Max {3 +Q, + @3 + -+ Q,.)
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6.2 GoldSim Elements Used in RM

Reference model was developed in GoldSim using version 10.11. In RSM seven type of

GoldSim elements were used. Please the next subsequent sections for detail.

6.2.1 Container Element

GoldSim allows user to creating hierarchical “Top-down” model. It provides six types of

container elements. But in RSM case, only two of the containers were used.

Conditionality Container: GoldSim provide conditionality containers to allow users to
activate or deactivate a specific model portion dynamically. User has the choice to make local
or global conditionality containers. Generally, a local container can only be referenced by
other elements inside the container. In RSM local conditionality container was used to divide

RSM into three subsystems.
a. Identification
b. Analysis
¢. Treatment

Global Container: The contents of a global Container can be (referenced) by any other
elements in the model. In RSM I used global container to assign TOP values to “Risk”,

“Requirement” and “Alternative”
6.2.2 Event Elements

In order to start or stop any activity in RSM to reflect the actual behavior of VRRM process,
signals need to be generated. GoldSim. allows its certain elements to give out or receive
information in form of signal. Discrete signals are special type of output which emits
information discretely rather than continuously. In RSM four types of event elements were
used all subsystems (Identification, Analysis and Treatment). Details of these elements are

given below:

Timed Event: RSM was initiated when any risk item was found. In order to start a process, a

signal needs to be generated for other elements of the process to inform them about the new
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risk item being found and consequently, enabling other activities to start with further
processing. GoldSim provides Timed Event to replicate this behavior. Timed Event elements

produce discrete event signals based on a specific rate of occurrence.

Discrete Change Event: In RSM every risk item should be tracked and appropriate actions
should be taken if any risk was found (e.g. whenever a risk was found, a unique ID was
assigned to it and SCS was intimated to assign TOP value to risk, requirements, alternates

etc).

To achieve the required behavior, GoldSim provides a very powerful element ‘Discrete
Change’. Whenever a discrete element was triggered by an event, it emits a discrete change
signal in response. This signal contains information about the response to an event and
consists of two pieces of information, a value (e.g. Rs. 10) and an instruction (e.g. Add). The

discrete change element was used widely for keeping track of every change in RSM.

Decision and Status Element: In RSM whenever some activity was completed, a decision
needs to be taken regarding further processing. To achieve this task, GoldSim provides
different types of elements (Decision or status). We have used both these elements in our
RSM. Decision elements allows for better decision representation or branching logic in a
model. Decision elements have two to three outputs which represent discrete event signals.
When an element was triggered, it emits a discrete event signal from only one of its outputs,
which depends on a set of user-specified conditions or expressions. Status elements allow the
user to observe and monitor the status of anything triggered by the events. The output of a
status element was a Boolean output (i.e. true or false). The element also has an initial

condition (true or false).

s fe A ek 2% R A B b oeme B e ~
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6.2.3 Input Elements

Input elements are used to input data to different activities in GoldSim. There was three types
of input elements (Data, Time series and Stochastic) in GoldSim. In RSM two of inputs

element (Data and Stochastic) was used. -

Data: Data elements are intended to represent the constant, variable inputs in RSM. A Data
element can represent both values and conditions (i.e., True/False), and can represent a single
scalar datum, or an array of data. Data element was excessively used in RSM to input

purpose.

Stochastic: GoldSim provide stochastic element to represent uncertainty in the input data.
This element was used in Identification phase because there was probability whether risk was
found or not, moreover stochastic element support large number of distribution type but in

RSM “Long Normal Distribution” for simplicity.
6.2.4 Output Elements

Time history: Time History results show the "history" of a particular output as a function of

time. It was used in RSM to show output.

Result Distribution: It is often useful to plot the distributions of multiple outputs on a single

plot. It was used in RSM to capture the output in multiple realizations.
6.2.5 Stock Elements & Functions

Reservoir: Reservoir elements are provided by GoldSim to store data which was produced
during simulation. In RSM it was used as registers for storing result. (i.e. Risk Register, Risk

treatment, Register).

External DLL: At certain occasions, there may be a need for defining a complex function
which can not be implemented as it is using the expression editing features which was
provided by GoldSim. To cater these problems, GoldSim was designed in such a way as to
develop separate programming modules (written in C, C++, Pascal, FORTRAN & other
compatible programming languages) which can then be directly linked with the GoldSim
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algorithms. These user defined modules was referred as external functions and the elements
through which it was linked in GoldSim are called External (DLL) elements.

A DLL was developed in C++ which -generates TOP (Technical, Organization & People)
values which was later used by success critical stockholders for assigning TOP value to risk

item, requirement and treatment alternatives. Please see the code of DLL in appendix A.

Selector: GoldSim introduced selector element to deal with such situations where the user
want to use IF-THEN logic in the model to specify how a certain parameter changes as a
function of some state of the system (e.g. time). Selector element was used in treatment

subsystem to select the treatment alternatives.
6.3  Abstract level 1:

RSM has two levels of details just like that of conceptual Value Based Requirement Risk
management (VRRM) (Samad,lkram, & Muhammad,2008). Simulation model consist of
three subsystems and a result container. Every subsystem in simulation model has some pre-
conditions for becoming active or inactive with the exception of results and control variables.
Result container contains the results of “simulation and control variable contain the control

variable to run simulation according to given scenario.
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Figure 9: High level impiementation of VRRM simviation model
The main objective of Rldentification subsystem was to find risk items. It automatically
becomes active when the project starts and become deactivated on the completion of the
project. The working of RAnalysis and RTreatment subsystems was different than
Rldentification. On detection of any risk item, Rldentification subsystem generates a signal to

RAnalysis and RTreatment subsystem concurrently.

RAnalysis subsystem became active on getting a signal from Rldentification however
RTreatment waits for the analysis of risk. When RAnalysis was done with the risk item,
RAnalysis generates a signal to RTreatment subsystem if there was a need for treatment
alternative and goes to inactive state. Upon receiving the signal, RTreatment got activated
and executed treatment alternative, moreover once the selected treatment alternative executed

it also become inactive.

6.4 Abstract Level 2;

1
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6.4.1 Rldentification

In Rldentification subsystem six types of GoldSim elements was used to find risk item. In
this subsystem a timed event was used to generate a signal to Likelihood element to search
for risk item. Likelihood was stochastic data element of GoldSim element used to analyze the
probability of risk to occur. Long-normal distribution was used in the ‘Probability Stochastic’
data elements to calculate the probability of risk. Likelihood hunts for risk items on a daily

basis.

0.4
D.3
0.2
01

0.0
0 2 4 B 8 10 12 14 18

Figure 10: Long-normal distribution of risk occurrence
RiskSignal is a decision element used for decision making regarding sending of risk item for

analysis. Identification subsystem was presented in figure 11.

Probability
\ % ;
Risk_Signal »":
> > )
% \ RiskBank
InitisteRisk B ' > \/
®

Rigk_Found

Figure 11: Risk Identification subsystem dlagram
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RiskFound was a discrete change element for keeping track of changes which occur in the

system. RiskFound updates RiskBank upon receiving a green signal from RiskSignal
element. RiskBank was a data storage element and works in the same way as risk registers in

VRRM Case study (Basit, Murtaza & Tkram, 2009).

6.4.2 RAnalysis: -

Like Ridentification, the RAnalysis phase also behaved like subsystem. In RAnalysis
subsystem, there were seven element of GoldSim used to analyze a risk item. It got activated
when it received any risk signal from Rldentification subsystem and got deactivated when

analysis of the risk was completed.

As the main objective of RAnalysis subsystem was to analysis risk item, to achieve the

required behavior. Its working includes:
1. Success Critical Stockholder (SCS) assigns TOP values to risk item.

2. Only the relevant SCS assigns TOP value to the Risk item as per requirement of
VRRM. Once the TOP values are assigned to risk, System calculates their aggregate

value.

3. In parallel to the above mention activities, requirements are dynamically linked to risk
items by the simulation model and relevant SCS was assigned TOP Value to the

requirements.

4. Apggregate of requirements and risk was be compared with the threshold to decide
whether the risk item needs any treatment or not. If the aggregate is greater than
threshold then risk was be sent to RTreatment subsystem otherwise it was monitor

regularly. See figure 12 for detail.
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Risk TOP Values: - GoldSim provided container element to implement layer architecture
and it was used in RSM excessively. In figure 13 Success Critical Stakeholders (ZTESOFT)
assigned TOP value to risk item. In RSM GoldSim data element used to calculate the risk

TOP and aggregate values.
B B
' " b ' RikVal TESOFT
| ITESOFT Ofganizationa
TTESOFT Technial ITESOFY_Peaple -

TOPRiskValue

Figure 13: TOP value assignment to risk item

Requirement TOP Values:

In figure 14 Success Critical Stakeholders (Chief Information Officer) assigned TOP value to
requirement which was linked to a risk item. The GoldSim data element was used to calculate

the risk TOP and aggregate values of requirement.
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Chief_lnfonnatioh_Oﬂic_People

Chie Infomation_ Offchrical Chief_lnfonnali+n_0ﬂAggriga!a

Chief InformatioOrganizational
Figure 14: TOP value assignment to linked requirements

6.4.3 RTreatment:

The main objective of treatment subsystem was to evaluate and apply the best alternative to a
risk item. In RTreatment subsystem seven different elements of GoldSim was used to

replicate the desire behavior. Treatment subsystem working includes:

1. Treatment subsystem was dependent on both identification and Analysis subsystems.
It got activated only when it received any signal from both identification and Analysis

subsystem concurrently.

2. Once it was activated, then SCS (Success Critical Stakeholder) assigns TOP value to

those treatment alternatives which are appropriate to treat a risk item.

After the TOP value assignment activity was completed, the aggregate of all alternative was

compared with each other. The alternative having highest aggregate value was selected for



Chapter 6 Reference Simulation Model Implementation

the treatment of risk item. Figure 15 show the implementation of RTreatment subsystem in
RSM.

Software_Developer

-~

E

Altemative?

Alternative_Executed

Activate_SCS_Treatmant

Uegioml_Mnagat

] Alternativel
GM_Billing_Solution

Figure 15: Treatment subsystem diagram
Alternative Top Value: -
In figure 16 a Success Critical Stakeholders was shown whileassigning TOP value to
alternative ALT G9. The GoldSim data element was used to calculate the TOP and aggregate

values of alternative.

&

Software_Developer_Technical

ALT_G9 SdfiwareDev_TopVaiCollaction Software_Developer_Psopls Software_Developsr_Aggrgete

\v/
<5

Software_Develo_Organizational

Figure 16: Alternative evaluation diagram
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6.4.4 RMonitoring:

Risk monitoring was vital activity in RSM. This activity was performs separately on weekly

basis using extension model of RSM.

RSM extension model working was similar as based RSM simulation model except

Identification activity. RIdentification subsystem of extension RSM was shown in fi gure 17.

Risk_ID

» ; >

: 5.0

: >
RiskBank InitiateRisk w

RiskBank_Index

RiskSignal

Figure 17 : Identification in monitoring model

In Identification activity all the potential risks were imported in RiskBank on weekly basis
and then extension simulation model simulate all the imported risks to find their criticality

similarly as in the Base VRRM simulation model.

TOP Value Assignment Mechanism:

In RSM random number was used to assign technical, people and organization value to risk,

requirement and treatment alternative excessively. To achieve it, GoldSim provide an extra
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feature to link any external DLL file to imulation model. An external DLL was linked to with
RSM to generate random number See figure 18 for detail.

%
-‘u
ZTESOFT T Pulse ,
1. o1
¢

ZTESOFT T Change

SOFT T Weight
ZTESOFT_T_Weightage ZTESOFT T _func_count

ITESOFT_T_Lowerbound

ZTESOFTI_T_Upperbound

Figure 18; TOP values assignment mechanism

So, external DDL was used to generate random number between the given upper and lower
bound. GoldSim called external DDL if and only if the values of its input parameters change.
But in RSM, we need that whenever SCS need to assign any of the TOP values. In such
cases, GoldSim calls external DDL every time to generate random value. To reproduce this
required behavior, Two GoldSim elements were used, discrete change event and reservoir.
These two elements change one of the input parameters of DDL whenever the SCS needs to
assign the TOP value to risk, requirement or treatment alternative. The code of DLL is given

in appendix A
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6.4.5 RSM Dashboard

A fully equipped dashboard was developed to run different scenario on RSM. Figure 19 show

the graphical representation of dashboard model.

WRAM Process Model was jointly proposed by Samad and Tkram in 2008. It is a Risk Management Process for software
sirernents maindy based upon IEEE Std. 1540-2001 Risk Management Process. It fully confurms to the CMMI and covers
imost all e activities that are important, useful and purposeful, VRRM Process Model funchions by considering the concept of

“walue” in the Software Requiremeants ownad by different stakeholders, A term ‘Suacess Critical Stakeholders’ {8CS) is
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Figure 19: Reference Simulation Model Dashboard

VRRM dashboard is quiet useful for process owner, project manager or any stockholder.
Using VRRM dashboard you can change the controls variables (Top values weight, top
values scales and process/model threshold) at any time. “Simulation setting” button enable

the player to change simulation setting as shown in figure 20.
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Figure 20: Reference Simulation Model Durafion Setting

Player can set the project duration in days or starting and ending date of project. It facilitates
player to run either monte calro probabilistic or monte calro deterministic simulation. See

figure 21 for different option of simulation.
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ha ackiviies that are important, useful and purposeful. VREM Process Model functions by considering the concept of
“in the Software Requirernents ewned by different stakeholders. & term “Sucesss Critical Stakeholders’ (SC8) s
8t success driven stakeholders
to six major Activities as

Define Monte Carlo aptions to carry out a probabilistic simulation,
and specify the sampiling method for Stochastic variables.

{© Probabilistic Simulation ..

benddiisditiibdodbododmd b bndidnd
& Histories to save! e L e VL TN U LI U S

[ Run the following Reakization only: Hoakeator: |0
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[¥] Repeat Sarmping Sequances " Random Seed:

> Deterministic Simulation

Sobvn Grvsiction determinigiicaly using
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Plarmn Mean Values

Specified Quantiie:

Figure 21: Reference Simulation Model Monte Carlo Setting

6.5 Model Validation

Face validation and parameter validity were user by (David., Marc. 2000, David. 2005,
Pfahl., Lebsanft. 2000) to validate simulation model. So we used both techniques to validate
VRRM simulation model. Parameter validity technique was already complied with VRRM as
VRRM simulation model was run number of times by changing the value of input parameters
e.g. threshold value for risks and the internal parameters e.g. TOP values assigned by success
critical stakeholders. The behavior of simulation model was studied and results were

analyzed for conclusions presented in next section.
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7 —Scenarios & Results

In this chapter scenarios was developed and run to collect the data for further analysis,

moreover the some improvement areas of VRRM are highlighted.

7.1 Scenarios formulation

In simulation case study two different scenarios was created to know and observe the process
behavior. Data was collected from simulation model while running scenarios (one and two),
see section 7.1.1 and 7.1.2 for scenario detail. Every scenario had different simulation setting

and analyzed for following three cases:

e Risk Analysis
e Risk treatment
e Risk Monitoring

7.1.1 Scenario One

In this scenario, author intension was to observed VRRM RSM model behavior on small
scale project from six month to one year project. In this scenario success critical stockholder

was able to assigned TOP value on the scale of 1 to 15.

RSM use random value between a given scale to assign top value to risk and requirement. In
order to reduce this randomness, weight of 45%, 20% and 35% was attached to Technical,

Organizational and People respectively. See the detail of scenario one in table 13.

nalvsis

Technical People Technical

45%

Organizational
20%

Organizational
15

365 days Probabilistic
- Risk has already identified
- Concemed SCSs are identified

- N number of risks was qualify for treatment

- X -—Nrisk was entered in monitoring phase where X
is total risk identified.
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Technical | Organizational | People | Technical | Organizational

15

356 days Probabilistic

- Risk identified and has crossed the process threshold

- Treatment alternatives have been identified and
rated/valued by concerned SCSs

- Risk was treated with highest valued treatment

alternatives

Risk Monitoring

365 days
- Risk identified and have not cross the threshold

- Risk was be monitor regularly on the basis of TOP
values assigned by concerned SCSs, until it does not
cross the threshold to qualify for treatment

Table 11: Scenario one

In general a scenario has some pre / post condition, with that in mind some identified pre and

post condition of every sub case of a scenario.

7.1.2 Scenario Two

Like “Scenario one” Scenario two was designed to observe VRRM RSM model behavior
on large scale project. In this scenario project duration is 2 years and Success Critical
stockholders were able to assign TOP value on the scale of 1 to 10. The TOP value
weight-age was 65%, 15%, and 25% for Technical, Organizational and People

respectively. See the detail of scenario in table14.

| 1 . .
ase 17 : Risk Analvsis

Technical | Organizational | People | Technical | Organizational

10

2 years Probabilistic
- Risk has already identified
- _Concerned SCSs are identified

- N number of risks was qualify for treatment
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- X —Nrrisk was entered in monitoring phase where X
is total risk 1dentified.

| .y rae
2" Risk Treatment

al Organizational | People | Technical | Organizational
65% 15% 25% | 10 10 10

2 years Probabilistic | 1
- Risk identified and has crossed the process

threshold

- Treatment alternatives have been identified and
rated/valued by concerned SCSs

- Risk was treated with highest valued treatment
alternatives

Peﬁple' Technical | Organizational
10 10

Probabilistic
- Risk identified and have not cross the threshold

- Risk was monitored regularly on the basis of TOP
values assigned by concerned SCSs, until it does not
cross the threshold to qualify for treatment

Table 12: Scenario two

Although this scenario has different setting and initial values to run than “scenario one”

but pre/post condition was remain same.

7.1.3 Results and Observations

During this experimental study model was run for two hypothetic projects with duration
one and 2 years. Overall numbers of runs were made against threshold 4 and 5.In each run
different TOP values were assigned to risk and requirements. In scenario one and two 8
and 15 risks qualified for treatment when threshold value was 4 and 5 respectively. The
table 15 shows the total number of risks occurred and total number of risks treated in

every scenario.

Risk Identified Risk Treated Risk Not Treated
Scenario 1 15 8 7
Scenarlo 2 34 15 19

Table 13: Risks Summary in both scenarios
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As mentioned earlier thatlst Scenario was design to observe the VRRM RSM behavior

on the small scale project, so graph in figure 23 depict the risk identification trends in

project duration of one year.

RIT

Jan

Scenario 1st: Risk Identification Trends (RIT)

Feb

High Risky Area

Apr May Jun Ju Aug | Sep Oct Nov

Dec

|—e—Scerario 1st| 0

1 4 2 2 1 1 1 2

Figure 22: Risk Identification Trends in Scenario one

Risk identification rate increases from mid of March to end of August.

Second scenario was run on project duration of two year. This scenario has different

parameter values than scenario one except pre/post condition but the risk identification

behavior was same as in scenario one. See graph in figure 24.

RIT

Scenario 2,nd: Risk Identification Trend

Period 1

High Risky Area

Period 2

Period 3

Period 4

Period 5

Period 6

!—0— Scenario 2nd

3

8

10

6

5

2

Figure 23: Risk Identification Trends in Scenario Two
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In second scenario risk identification remains high from “Period 2” to “Period 4”. So
from this behavior, it is clear that requirement related risks can increase in the middle of
project if and only if the project duration is one year. The reasons of the this behavior can
be due to new or change requirement as in initial stage of project some time client remain
unclear about the exact requirement or reluctant to communicate due to some

organizational policy.

In the RSM model once risk identified, after analysis it was send for treatment if and only
if it crosses the process / model threshold otherwise it was sent to monitoring activity
where it was monitor regularly on §veek1y basis. Monitoring activity run parallel with
other activities to keep the track of risk criticality. During monitoring activity if risk
threshold crosses the process / model threshold it was consider for treatment. In 1%

scenario risk monitoring trends observed as in figure 25.

Risk Analysis / Monitoring

12
10

RAMT

Heavy Loaded Area

O N O ®

Jan | Feb | Mar | Apr {May | Jun | Jul | Aug | Sep | Oct | Nov | Dec
—e—Scenario 1st| 0 1 1 2 6 8 8 10 8 7 7 7

Figure 24: Risk Analysis & Monitoring Trends In scenario one

It was observed that load on monitoring and analysis activity start increasing after 1% quarter,
but it remains constant in last quarter of 1% scenario. Similarly in the 2™ scenario same

behavior observed in figure 26.
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Risk Analysis / Monitoring

[
g Heavy Loaded Area
Period 1 Period 2 Period 3 Period 4 Period 5 Period 6
—e— Scenario 2nd 3 10 19 21 21 21

Figure 25: Risk Analysis & Monltoring Trends In scenario two
Treatment activity was a major activity of the RSM. In both scenario different treatment

trends were observed. In 1st quarter of first scenario no risk qualify for treatment but second
scenario two risk treated in first two quarter. See risk treatment trends in figure 27 of 1%

scenario.

Risk Treatment Trends

RTT

Jn Fe Mar | Apr (May | Jun | Jul | Aug | Sep | Oct | Nov | Dec

| —— Scenario 1st 0 0 0 0 0 2 1 2 1 0 0 2

Figure 26: Risk Treatment frends in scenario one

In both scenario treatment activity was heavily load in middle of the project. See figure 28.
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| Risk Treatment Trends

RTT
O AN W s OO

Period1 | Period2 | Period3 | Period4 | Period5 | Period 6

| —e—Scenario 2nd| 1 1 4 5 2 2

Figure 27: Risk Treatment frends In scenario two

During these simulation runs an inversely proportional relationship observed between
threshold and total number of risks treated. That is low values of process / model threshold
lead to more no of risks qualification for treatment in contrast with the high values that lead
to the less number of risks to be treated, and percentage decreases along with increase in
threshold. So following expression shows the exact relationship between threshold and

percentage of risks treated.

9
% of Risks Treated * Tareshald

Moreover in both scenario positive as well as negative risk maturity trends were observed at
given time period T1 and T. For this sake the data (net risk value) of each risk that entered in

monitoring phase was collected on weekly basis. The figure 28 shows positive maturity of a

risks (R1, R2) at given time.

Risk Maturity (+) at Time (T)

|—=—R2| 1.67 2.57 2.67 3.97 4.80 4.80

(
[
|
|
|
I |—-—R1| 3.78 2.00 3.53 3.53 3.78 4.87

Figure 28: Posltive Risk Maturity at time (T)
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The figure 29 depicted the negative maturity of risks (R3 and R4) at time T.

f

1 Risk Maturity (-) at Time (T)

|

! 5.00

; 4.00

E 3.00

! 2.00

{

| 1.00

|

| 0.00 T4 T6
; ——R3| 278 316 | 3.53 2.65 224 2.08
i |-=—R4| 1.58 2.54 2.66 3.97 2.63 3.24

Figure 29: Negative Risk Maturity at time (T)

Intention to represent net risk value with a straight line was to drive a relation for the rate of
maturity of risk between any two time periods, on the base of slope of the line representing

the net risk value at consecutive day.

The equation above is the verbatim form of equation of slope (rate of change) of line where
time period was taken as horizontal axis and net requirement risk vale along y-axis. During
these both simulation runs it is also observed that no of requirements linked with risk impact

the risk maturity positively and negatively depending on the net value of require requirement.

After that simulation model was run for 100 realizations against each threshold (4 and 5) to
predict the probability of risk qualification for treatment. Blew graph plots the probabilities of

risk qualify for treatments. In 1* scenario risk treatment probability was 0.01 % as depicted in

table blew.
Probahility | Value
0.99 ' false
0.01 true

In 2nd Scenario risk treatment probability was 0.02 % as depicted in table blew.

Probability Value |
0.88 false
0.02 true
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7.2 Process Improvement Areas

VRRM introduce new concept to detail with requirement related risk, however few

improvement can make it more detail and more effective model:

L

IL

III.

WA

7.3

VRRM waits for a risk to cross' threshold. Until a risk does not cross threshold,
VRRM does not accept it for treatment. However sometimes a risk does not cross
threshold but it is believed (Based on previous history, organizational context,
availability of resources etc.) thaf this risk was become critical at next stage, so we

should handle it immediately instead of waiting it to cross threshold.

If some or all risks cross threshold with same net value then VRRM provides no
mechanism to prioritize the risks to decide for which risk to handle first. E.g. consider
the risks ids 50 and 51 both risks cross threshold with net risk value of 5.33 now there
is no mechanism present in VRRM to decide upon which risk was be dealt first.
Similarly risk IDs 233 and 254 cross the threshold with net risk value of 5.00 and we

cannot prioritize them for treatment.

Same is the case with risk treatment alternatives. VRRM lacks the prioritization
mechanism to provide best treatment alternatives in case all the proposed alternatives
get the same net value. E.g. in case of risk ID 3, the alternative IDs 5.09, 16.70 and
3.10 and 13.60 qualified for being treatment. However note that both IDs 3.10 and
13.60 have the same aggregate value of 8. Now among them which treatment

alternative to execute, VRRM does not provide any idea.

Threshold should be fixed during the entire run of VRRM and changing the threshold

overloads the model with bulk of risks to become candidate for immediate treatment.

VRRM accepts a risk for treatment only in case a net risk value crosses or equals the
threshold; however a risk is not treated if the net risk value is less than but close to
threshold. '

No mechanism has been provided by VRRM to select the threshold value, i.e. on
which factors threshold value must be based, VRRM does not provide any help.
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VRRM: Value base requirement risk mahagement model
Rldentification: Risk Identification

RAnalysis: Risk Analysis

RTreatment: Risk Treatment

RSM: Reference Simulation Model

SCS: Success Critical Stockholders



Appendix A

class ManageRiskValue : public SExtFcnBase
{
public:
static long ecnt;
ManageRiskValue() { }
// Override of SExtFcnBase virtual method to return the version
ramber.
virtual double GetVersion() const { return 1.02; }
// Override of SExtFcnBase virtual method to return the number of
input arguments. -
virtual int GetNumInputs() const { return 4; }
// Override of SExtFcnBase virtual method to return the number of
cutput argquments.
virtual int GetNumOutputs() const { return 2; }
// Override of SExtFcnBase virtual method to perform the calculation.
virtual StatusID Calculatel (const double* inargs, double* outargs)
{
cnt+= rand() $10;
outargs [0] = rand() % (int) (inargs([1] - inargs (0] + 1) +
inargs[0]; '
//outargs (0] = (rand() % 100) + 90 ;
outargs [1]=cnt;
return SUCCESS;

}

virtual StatusID Calculate2 (const double* inargs, double* outargs)
{
cnt+= rand() $50;
outargs [0] = rand() % (int) (inargs[1] - inargs[0] + 1) +
inargs[0]; .
//outargs[0] = (rand() % 100) + 90 ;
outargs [1] =cnt;

return SUCCESS;
}

virtual StatusID Calculate3 (const double* inargs, double* outargs)

{

cnt+= rand () $100;

//outargs[0] = (int) (::GetTickCount()* inargs([2]+cnt) $
{{int)inargs[l]-{int)inargs([0]) + (int)inargs[0] ;

outargs[0] = rand() % (int) (inargs[l1] - inargs[0] + 1) +
inargs [0] ;

//outargs[0] = (rand() % 100) + 90 ;

outargs (1] =cnt; :

return SUCCESS;

i

long ManageRiskValue::cnt=0;

// Entry point for add mult scalars call from a GoldSim External element.
/7

extern "C" void _ declspec(dllexport) get_values(const int methodID,

int#* status,
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const double* inargs,
doublex* outargs) -

{

// Create an instance of ManageRiskValue to perform the
initialization

// and calculation.

ManageRiskValue sExternal;

*status = sExternal.ProcessRequest (methodID, inargs, outargs);




