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Abstract 

In this dissertation, receiver optimizntion techniques are being investigated 

under supervised Genetic Algorithm and Time and Frequency domain spreading, for a 

synchronous, multi-carrier direct-sequence code-division multiple-access MC DS- 

CDMA system has been used in optimization. 

In case of multi-user detection, the multiple access interference (MAI) is 

introduced that makes the detector inefficient. The proposed system is comparatively 

less vulnerable to such inefficiencies in CDMA communication. 

Furthermore, the performance of Decorrelating detector has been investigated 

for said scenario and is compared with that of Genetic Algorithm. The role of Walsh 

spreading sequences has also been examined for different number of users. A 

demonstrative comparison of this scheme in, contrast to the above two detectors is 

illustrated; which reveals that GA assisted MUD perfoms better as compared to the 

Decorrelating detector, which is due to inherent noise amplification factor. 
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CHAPTER 1 

Introduction 

1.1 Introduction to thesis 

Code Division Multiple Access (CDMA) is digital technology in which each user 

is assigned a unique code to transmit the data over a wireless channel in the form of radio 

wave. Since the available bandwidth is limited. Therefore, the efficient utilization is 

requirement. CDMA uses the spechum very efficiently, enabling more users to share 

radio waves simultaneously with the minimum interference. 

Multi-canier Code Division Multiple Access (MC-CDMA) [I] [2] [3] is a digital 

wireless communication technique, which combines Orthogonal Frequency Division 

Multiplexing (OFDM) [4, 5, 6, 71 and Direct Sequence CDMA (DS-CDMA). 

Conventionally, only one spreading sequence is used for each bit. Thls spreading 

sequence could be either in time domain or in frequency domain. 

In MC-CDMA systems, we use spreading sequence both in times as well as in 

frequency domain. Hence we are capable of achieving frequency diversity gain at the cost 

of a reduced spreading gain. 

In multi-user scenario when there are multiple users are transmitting data 

simultaneously; at the in receiver if we extract data of only one user, that is the user of 

interest, while considering rest of them as  noise then this is called Single User Detection. 



In contrast various Multi-user Detection (MUD) schemes have been proposed in 

the literature [8] [9] [I31 in which all the received signals are considered useful and each 

user is separated. For example, the MUD based on Maximum Likelihood (ML) criterion. 

An Lnterference Cancellation (IC) based MUD has been proposed in [3], [9]. The 

examples are parallel interference cancellation based MUD and Successive interference 

Cancellation based MUD. 

The Minimum Mean Square Error (MMSE) MUD has been described in [3], [8]. 

The noise amplification problem of the Decorrelating detector is mitigated by the linear 

MMSE MUD In this specific MMSE, which jointly minimizes the effect of the 

background noise and that of the MA1 by exploiting the knowledge of the received signal 

power of K users. But it requires the training sequence that causes the detection process 

slower. Initially some known sequences are sent and hence channel is estimated 

subsequently. 

Physically, the MMSE detector balances the desire to completely eliminate the 

MA1 with the desire of avoiding the background noise enhancement problem. Since it 

takes into account the effects of the background noise, the MMSE detector usually 

provides a better performance than the Decorrelating detector, which is likely to be the 
@ 

zero-forcing algorithm. It simply applies the inverse of channel effects to recover the 

desired signal but at the same time accumulative noise is also enhanced. The proposed 

scheme is equally beneficial for the Time Division Multiple Access (TDMA) and 

Frequency Division Multiple Access (FDMA). 



1.2 Contribution 

The novel contributions of this dissertation are given below: 

Instead of using spreading sequences in the time domain or frequency domain 

individually we have used the combined spreading in both time as well as the frequency 

domain. Moreover the sequences we have investigated for time domain spreading are the 

Gold sequences, while Walsh codes for frequency domain spreading has been 

investigated. Since the carriers are few compared to the number of users, therefore, 

Walsh codes are easily available. The Gold sequences are more practical from users' 

separation point of view. 

We have investigated the scheme for synchronous DS-CDMA system communication 

over AWGN channel for downlink scenario. 

At the receiver end we separately despread time and frequency sequences by using Walsh 

codes for K=64 and 128 users. The Genetic Algorithm as MUD scheme have been 

adopted and compared with Decorrelating detector. 

Simulation results show that the proposed scheme can support large number of user with 

low bit error rate. 

1.3 Organization 

The outline of the dissertation is as follows: 

Chapter 2 In this chapter the cellular concepts regarding to American Mobile Phone 

Systems (AMPS) and Global System for Mobile (GSM) systems have been discussed. 

Chapter 3 The structure of Multiuser Detectors and their history has been given in this 

chapter. Pros and cons of each scheme are given as well. 



Chapter 4 In this chapter a TF-assisted MUD is invoked for Synchronous MC-CDMA 

system (base station). Simulation results are presented for K=55 and 117 number of 

simultaneous users, using Walsh Codes M orthogonal carriers. The complexity reduction 

factor is simulated versus increasing number of users. 

Chapter 5 In this chapter, the conclusions and future extendable dimension regarding 

this scheme are mentioned which is followed by the list of references. 



CHAPTER 2 

Cellular concepts 

2.1 Wireless mobile communications 

The wireless communication is being used in number of communication systems 

in these days. Satellite networks, fixed wireless local loops, digital radio/television 

broadcasting & mobile telephony are few examples of wireless communication systems. 

Wireless mobile communications is very significant because of the fact that it has basic 

and revolutionized the communications. 

The instant connectivity, anytime and anywhere is the main reason of success of 

mobile communications. Providing high-speed data services to the mobile user is big 

advantage of wireless system. The speeds and quality of mobile environment should be 

equals to the fixed networks if the convergence of the mobile wireless and fixed 

communication networks is to happen in the real sense. So, the challenges for the mobile 

networks are to deliver the high speed and reliable data services along with high quality 

voice signal. 

High quality mobile technologies are existing in different parts of the world and 

they are evolving to fulfill the requirements. Here we are particularly interested in the 

cellular mobile environment therefore our attention will be focused to this area. In next 

section the brief introduction of the cellular concepts is given however the general idea 

behind this type of wireless communications. 



2.1.1 Cellular communications 

In early mobile radio systems less number of users could be allocated in a large 

area due to the small number of available radio frequencies, so we place an antenna with 

a high-power transmitter on the point of the coverage area for instance, on the top of a 

hill or a high building for attaining a large coverage. So frequency reuse causes the 

interference in the system. 

Thus it required higher capacity with limited radio channels in the cellular system. 

The cellular mobile system uses number of low-power wireless transmitters to create 

cells, which called geographic service area of a wireless system. Figure 2.1 shows the 

structure of a cellular communication system. Each cell (usually depicted as hexagon) has 

a base station (BS) trammitting over a small area. The cell size is determined according 

to the density and demand of mobile station (MS) within a certain region. 

Base stations are connected to the mobile switching centre (MSC) which provides 

connectivity between the public switched telephone network (PSTN) and the base 

stations. A communication network is formed with PTSNs which connects the telephone 

switching centers with MSCs all over the world. 



Figure 2.1 Structure of a cellular communication system 

PSTN 

An obstacle arises in the cellular network, when a mobile user travels from one 

cell to another during a call. For keeping mutual interferences between users remains 

low. The adjacent cells do not use same radio frequency channel. Then if a user moves 

from a cell then the call has to be transferred to another stronger frequency channel. This 

thing is called hand-off or hand-over. The hand-off is changing a call from one cell to 

another without being notice by the users. 

MSC 



Frequency planning or frequency reuse is one more concept in cellular systems. 

Due to limited radio frequency channels available in mobile systems, the rule of 

frequency channels reuse is implemented into the cellular concept. The reuse process 

means that the radio frequency channels can be used in one cell can also be reused in 

another cell at some distance. Usually clusters of cells are reused in a regular pattern in 

the entire coverage area. So frequency reuse factor in a system is determined by the 

available frequency channels, i.e if there 7 cells per cluster in the system then its 

frequency reuse factor is 117. 

2.1.2 Mobile cellular environment 

Cellular system provides with a 1 1 1  duplex communication between the mobile 

user and base stations for a normal conversation talk. For this type of radio transmission 

both mobile users and the base station need circuitries to transmit on one frequency while 

receiving on another. The communication link from the base station to the mobile phone 

is called as downlink (or forward link) and the inverse process is called uplink (or reverse 

link). 

All the users' signals are transmitted by the same single source, base station, in 

the downlink; therefore the received signals at each mobile terminal are synchronous. But 

in the uplink the signals received in the base station are asynchronous. 

In a mobile cellular system interference is a big limiting factor in increasing 

capacity. The major interference sources are mentioned below 

Other base station transmitting in the same frequency band. 

Another mobile user in the same cell. 

A call in progress in a neighboring cell. 



Impairments caused by the propagation of radio waves. 

There are different types of system interference are yielded in the network. 

Among those interferences the most important are the following: 

Co-channel interference (CCI). It is caused by the interference between co-channel 

cells due to the frequency reuse. To reduce CCI, the minimum distance to provide 

sufficient isolation because of propagation distance must separate co-channel cells. 

Adjacent channel interference (ACI). This type of interference accuse when two 

frequency channels are adjacent in the frequency spectrum and one of them is leaking 

into pass-band causing interfering into the adjacent channel. It is due to imperfect 

receiver filters. The problem can minimized with a careful filtering and channel 

assignments. 

Inter-symbol interference (ISI). objects in the transmission path can create multiple 

echoes of the transmitted signal if the signal travels through a channel. The echoes occur 

on the receiver and overlap in successive time slots. This process is called inter-symbol 

interference. Equalizers can be used to compensate the effect of IS1 created by multipath 

within time dispersive channels, at the receiver end. 

Fading. Signal fading accuse if a signal passes through a time-varying multipath 

channel. So due to this channel the propagation delays & the random impulse responses 

of the channel will invoke some attenuation and time spread of the signal transmitted. 

Thermal noise. Thermal noise always corrupts a transmitted signal through a 

communication channel. Generally it is assumed to be an additive white Gaussian noise 

(AWGN). 



Therefore, advanced signal processing techniques in the receivers are required to 

overcome these types of interferences. Lot of mobile systems exist today each having 

influence in specific parts of the world. GSM, TDMA (IS 136), and CDMA (IS 95) are 

the main technology in the 2G mobile market. 

Up till now GSM has been the most successful standard due to its coverage. All 

systems have distinct features and capabilities. Both GSM and TDMA networks use time 

division multiplexing on the air interfaces but their channel sizes, structures and core 

networks are different. CDMA has different air interface. 



CHAPTER 3 

Multiuser detection schemes 

An intelligent way of overcoming the limitations of the traditional DS-CDMA 

detector and efficient utilization of the available frequency spectrum is known as 

Multiuser detection (MUD). Major benefit of using MUD in a cellular system is 

significant increase in capacity, but the receiver complexity is a main limitation of MUD. 

However the basic concern is the constraints in cost, weight and size of the receiver. 

Therefore to ensure practical implementation, it needs to provide mobile multiuser 

receivers that have reasonable computational complexity with acceptable performance. 

An overview of MUD is presented in Figure 3.1. MUD can be divided mainly into 

following three categories: 

1. Interference cancellation (IC). 

2. Joint detection (JD). 

3. Stmctures with combined schemes. 

The interference cancellation schemes are characterized by the regeneration and 

subtraction of interference based on the data estimates. The 2nd category is a bank of 

conventional detectors followed by filters that performs non-linear or linear 

transformations. Joint detection structures are generally computationally more expensive 

due to complex matrix calculations and inversions as compared to the conventional 



detector. Finally, a third category of MUD is considered as the group of multiuser 

detectors that combine detection techniques from the two groups of MUD as mentioned 

above 

Joint Detection 

Combined Schemes LI 

SIC 

PIC 

HIC 

Detector 

MMSE 

Tree Search 

ML (Optimum) 

Zero Forcing Decision Feedback 

Decorr/PIC 

MMSClPIC 

Figure 3.1: Classification of multiuser detection structures. 

To simplify the discussion on the multiuser detector structures, we will assume a 

conventional synchronous DS-CDMA system model over an AWGN channel (without 

multipath). The received signal can be expressed in a matrix notation as follow 

r(t) = CAb(t) + n(t) 
(3.1) 

A is the user's amplitude matrix of dimensions U*Uand denoted by 

Where the N*Umatrix of codes C i s  given as 



The users' data and noise components are mentioned respectively in vector form 

are 

b(t)=[b,(t) b,(t) ... bu(t)]'& n(t)=[n,(t) n,(t) ... n,(t)]'. 

The noise vector elements of are considered independent and identically 

distributed (i.i.d) Gaussian noise samples with zero mean and two-sided power spectral 

density equals to c2 = N o  1 2 .  In this section we will present some of the multiuser 

detector. 

3.1 Interference cancellation schemes 

Second way of performing MUD is using an interference cancellation. This Type 

of detectors can be classified mainly into three categories: parallel interference 

cancellation (PIC), successive interference cancellation (SIC) and hybrid interference 

cancellation (HIC). 

The principle of these schemes is to estimate MA1 generated by each user at the 

receiver the in order to subtract it. 



SIC detector. 

The SIC detector [15, 161 takes the serial approach for canceling interference. 

Initially SIC detector consists of sorting the users' signals out in the descending order 

according to theirs powers, which are estimated by the output of the conventional 

detector. The first stage of SIC is to regenerate the transmitted signal of the strongest 

user. Then this regenerated signal provides an estimate of the MA1 caused by the 

strongest user, b, ( t ) ,  then it is subtracted from the total received signal r ( t )  yielding a 

partially cleaned version of the received signal r, ( t )  .If the estimate of user is accurate, 

then the remaining users see less MA1 in the next stages. So, this new version of the 

received signal can used to detect the next strongest user in the system. This process is 

continued ti1 all users are detected. 

PIC detector. 

With known powers and codes of all interfering users, the PIC detector [16,29] makes an 

estimate of MA1 for each user and subtracts them in a parallel scheme. The fxst bit 

estimates, iu ( t )  for u E {1,2,...,U} are provided by the output of a bank of conventional 

detectors. These estimates are then again spreaded and added to regenerate the MA1 

estimates for each of the user. 

Hybrid detector. 

When the group of subtractive interference cancellation schemes combine certain positive 

features of the SIC and PIC detector into a hybrid scheme. Advantage of these schemes is 

that at the expense of some performance degradation, they offer hardware reduction & 

delay over the conventional SIC and PIC. Some examples of this type of structures are 

the schemes proposed in [15, 16, 19-20,301. 



3.2 Joint detection 

In this section the most important JD techniques proposed in the literature is to be 

discussed. The most widely recognized joint multiuser receiver s is the optimal multiuser 

detector or the maximum likelihood (ML) detector introduced by Verd'u in 1986 [lo]. 

However, but its computational complexity which grows exponentially with the number 

of users, O(2"). There is a big difference in performance and complexity between the 

conventional detector and the ML detector, over the last 15 years. Therefore most of the 

search has been in finding sub-optimal multiuser detectors that show good performance 

and complexity. Instead of the high complexity of the ML, its performance serves as a 

benchmark for the comparison with other sub-optimal multiuser detector structures. The 

sub-optimal structures are divided into two classes, namely linear and non-linear 

detection methods. A brief description of these detectors is given in the sections given 

below. 

3.2.1 Optimum multiuser detector 

The optimum multiuser detectors are divided into two categories, jointly optimum 

and individually optimum multiuser detector. In jointly optimum multiuser detector 

receiver selects the most likely transmitted vector of symbols b(t) given that r(t)was 

received. In other words, the minimum probability of sequence error decision is obtained 

by selecting the vector b(t) that maximises the joint a posteriori probability 

(APP)p(b(i) ( r(t)) .The objective of the individually optimum multiuser detector is to 

find the most likely transmitted symbol bu(t);u E {1,2, .... U ) , i.e to maximize the APP 

p(b,,(t) I r(t)) . The two decision criteria either for jointly or individually detection is the 

MAP and the ML criteria. So the individually optimum multiuser detector achieves the 



minimum probability of error for each user. Now we are focusing our attention to the 

analysis on only this type detector structure. Mathematically, the MAP decision criterion 

is given as 

Where R, is the set of vectors b(r) with b, (t) = b. 

By Using Bayes' theorem the APP in (3.2) can be expressed as 

Where p(r(t) 1 b(f)) is the conditional probability of the observed signal,r(t), 

given b,(t) and pr(b(f)) is the a priori probability of b(r)being transmitted. So 

pr(r(f)) is not dependent on b,(t), it can be neglected from equation (3.3) resulting 

Where 

The probability function p(r(t) I b(t)) can be computed as 

T Where at time f the received vector is r ( t )=[ r  ,,,, r,,;..,r,,,] 

and x(t) = [ x  ,,,, x ,,,, ..., x,,,IT is the channel input when b(t) is transmitted. 



Therefore in the case of the ML criterion, the a priori probability of b(r) 

i.epr(b,(t)) for all u E {I,Z;..,U) is not taken into account as it is assumed that all 

symbols occur with equal probability. Therefore, (3.4) is simplified to 

Where Obis  defined as before. It is clear, however, that if the a priori 

probabilities are equal, so the results of both the MAP and the ML criteria will be the 

same. In other words, the optimum multiuser detector searches through all possible 

combinations in b(f)and selects only the closest to the received signal r(t)based on the 

Euclidean distance. 

Euclidean distance can be calculated either at the chip level (3.6) or at the bit 

level. The decision rule of the ML multiuser detector with equal apriori  information and 

using (3.6) can he then written as 

I otherwise 

For a synchronous DS-CDMA system in AWGN channel, the resulting 

complexity of the ML multiuser detector is 0(2"). 

RBF detector. In [ I l l  it was shown that if all of the system parameters are known 

(number of users and their spreading codes) then individually optimum multiuser detector 

for a synchronous DS-CDMA system can be implemented with a radial basis function 

(RBF) network. The RBF detectors output is a linear combination of 2'with U as the 

number of users. Mathematically, the RBF detector output can be expressed as 



Where $,;I 5 {1,2;..,2') is a scalar and radially symmetric non-linear function 

(normally a Gaussian kernel function [12]) witha,(t)and w,as the lth centre and lth 

weight that optimize some performance criterion. The norm of a vector 11.11 is the 

Euclidean distance between the vectors r(t) and a,(t). For all possible combinations of 

the data vector b(r) the noise free received vectors represented as the vector of centers 

{a,(t));l E {1,2;..,2'). For the RBF detector the decision rule is then given as 

As w,is substituted by the value of b,(t) (+I  or -1) associated with the lth centre 

a1 (t). 

This detector can also be applied when the received signal are preprocessed by the 

conventional detector, i.e detection at the bit rate. The noise components are neither 

correlated with the signal nor other noise components without pre-processing the 

received signal. Therefore Euclidean distance is the optimum measure for the chip rate 

RBF detector. However, due to pre-processing the noise components becomes correlated 

[7, 121 and Euclidean distance measure non-optimum. So, the bit rate RBF detector will 

reflect the correlated nature of the noise components by using the Mahalanobis distance 

[13] rather than using Euclidean distance. 



Where 

v = E[(r(t) - a , ( N r ( t )  - a,(tNT1 

Similarly the ML detector, the complexity of the RBF detector is 0(2") for an 

AWGN channel. 

3.2.2 Linear multiuser detectors 

A number of reduced complexity detectors based on linear techniques have been 

proposed due to the complexity of the optimum detector. By applying a linear 

transformation to the output vector of the conventional DS-CDMA detector, this group of 

detectors mitigates interferences. In this section we study the two most common linear 

detectors, the minimum mean squared error (MMSE) detectors and decorrelator. First, the 

decorrelator detector [14-161 is a transformation which applies the inverse of the 

correlation matrix leaving the received signal without interference. The drawback of this 

detector is noise enhancement. The other detector is the MMSE detector [28, 171 which 

takes into account the background noise and utilizes the knowledge of the received signal 

powers. 

The output vector of the conventional detector (bank of U matched filters), 

equation (3.1) is multiplied by C T  

Y(t) = RAb(t)+z(t) (3.1 1) 

Where Z(t) is the vector with the correlated noise created by the bank of matched 

filters and R is the correlation matrix. 

Decorrelator detector. By considering that the correlation matrix R is positive definite 

(ie invertible) and inspection of (3.1 1) , it is clear that by multiplying both sides of (3.1 1) 



with the inverse of R the users signals in the system can be decoupled. Thus, the soft 

decision estimate of the decorrelator detector is 

Now zAC(t) is a noise vector with zero mean and covariance matrix 

V"C = a ~ ~ - l  . and &t) = [il (t),& (t);..&, (t),]' .From (3.12), we can see that the user 

u(uth component ofb^(t)) does not contain interference from other users, therefore, the 

MA1 is completely canceled by the decorrelator detector. Performance gain is provided 

by this detector over the conventional detector. One more significant feature is that it 

does not need to estimate the amplitudes of received users. Moreover the level power of 

the users are independent from each other. The decorrelator detector performs the 

optimum near-far resistance performance metric. Furthermore the complexity is linear 

with the number of users O(U). 

More over there are two significant disadvantages of this detector. Firstly, it 

causes noise enhancement which can be observed from the term R-'z(i) in (3.12). It has 

been shown in [IS] that at the output of the conventional detector, the noise power 

associated with the noise term R-'z(t) is always greater or equal to the noise term. So, it 

can occur that if the MA1 is weak, the conventional detector will outperform the 

decorrelator. It is simply due to the MA1 terms is smaller than the noise enhanced term in 

(3.12). The second and drawback is the need to invert the matrix R. For synchronous 

systems the problem is somewhat simplified to invert a U*Umatrix, where detection can 

be performed at a bit basis. However, the dimensions of this matrix increase with the 

message length for asynchronous systems. The computation required is substantially 



increased. This situation cans worst in multipath channels where the paths are treated as 

an indusial users. Many suboptimal approaches to implementing the decorrelator detector 

have already been presented in literature [19-201. 

Minimum mean squared error (MMSE) detector. Just like the decorrelator detector, 

the MMSE detector applies a linear transformation to the output of the conventional 

detector (3.11). However, as distinct from the decorrelator, the MMSE detector takes into 

account utilizes knowledge of the received signal power and background noise. The 

MMSE detector makes a balance between the residual interference and the noise 

enhancement. This transformation is selected to minimize the mean-square error between 

its output and the data, i.e 

Where T is the U*Utransformation matrix. Thus, the soft decision estimate vector 

ofthe MMSE detector is given as [21] 

The MMSE detector minimises the squared error in presence of noise, and 

becomes the decorrelator detector without noise. Its performance is very similar to the 

decorrelator, when the SNR is relatively high (a2 + 0) but MMSE is better at low 

SNR's. Alternatively, if the MA1 is small as compared with the noise, the MMSE 

detector approaches the conventional detector. For combating IS1 for a single-user 

channel, the analogy to the MMSE detector is the MMSE linear equalizer [7]. 

Important drawbacks of this detector are that it requires an estimate of the 

received amplitudes and that its performance depends on the power of the interfering 

users. In terms of complexity, the MMSE detector faces, like the decorrelator detector, 



the problem of implementing matrix inversion. So most of the sub-optimal approaches 

are implementing by decorrelator detector are applicable to the MMSE detector. 

Moreover, the DS-CDMA receiver structure can be confined to being a finite 

impulse response (FIR) filter. Therefore, MMSE detector can also be implemented with a 

single-user FIR filter without the need of pre-processing the received signal with the 

conventional detector. By supposing the received signal as given in (3.1), the Wiener 

filter theory [22,23] states that the optimal weights for a FIR wu is given by 

Where the N*N matrix 4,7 is the autocorrelation matrix of the input signal r(t) 

suppose that the data is independent from different users, i.e E[b,(t)b,(t)] = 0 with 

k + u and k,u E {1,2;..,U) then it can be shown [24] that 

Where P =  is a U+U diagonal matrix with A as defined in (3.1) and C is the 

N*U matrix with the codes, and I is the identity matrix with dimensions NtN. The N*l 

vector 4,b represents the desired response, i.e 4: = P,c,(t)for the znh user. The soft 

estimate of the 

For uth user wiener detector output is then given as 

3.2.3 Non-linear multiuser receivers 

These detection techniques are generally overcome the problem of complexity, 

however, it generates poor performance in the receiver at the presence of high levels of 



MA1 andlor ISI. This degradation is due to that, in such scenarios the desired signals are 

no longer linearly separable [25]. Therefore, non-linear detection have to be considered. 

Recently, tree search technique, have been studied extensively. In general, tree search 

based sub-optimal detectors provide with the next best performance to the optimum 

detector but with a significant reduction in complexity. A number of such detectors have 

been proposed for improving performance. These include the following detector 

structures mentioned below: 

Pre-selection maximum likelihood (PSML) multiuser detector. It is reduced 

complexity ML detector it uses two distinct stages in approximating the ML solution 

[26] .  Figure 3.3 shows the structure of PSML detector. 

I 1st Stage I 
Select 
Using 

-. 
Metric 

- 

2nd Stage 
I 1 

Sub optimum I Search 1 1 + 

Figure 3.2: PSML multiuser detector structure. 

The PSML detector uses an initial stage to assess the received signal in order to 

confine the search to a smaller number of possible combinations. The basic functioning 

of the first stage is to make the soft estimates of the interfering users which are used to 

provide with a measure of how likely they can be correctly detected. The initial detector 



provides with the soft estimates of the users' symbols & implemented by a linear 

detection technique, i.e MMSE, conventional detector or decorrelator detectors. On the 

bases on these estimates, a metric of how likely each symbol can be detected correctly is 

obtained by using the magnitude of the likelihood ratio ILLRI. After first stage, a hard 

decision is made on those users' symbols with the highest metrics. On the other way 

around, the symbols with lower ILLRl values are kept as soft estimates for the second 

stage of the detector. Second stage of the detector is the optimum multiuser detector with 

reduced complexity as the number of possible combinations has been reduced by the hard 

decision made by the first stage. It was shown in [26] that the PSML detector 

approximated the ML with less complexity at the expense of small degradation 

performance. 

M and T-Algorithm detectors. The M or T algorithms [27] are breadth-first trellis 

search algorithms. It differ only in the criterion used to discard paths. M-algorithm 

instead maintains the M paths of minimum metrics & then a search through all M 

remaining paths is applied to get the soft outputs of the M-algorithm detector. In T- 

algorithm, the criterion to discard paths is different. It initially finds the overall best path 

of minimum metric and then rejects all paths whose mehics exceed this minimum metric 

by more than a threshold T. So the number of paths kept by the T-algorithm is variable. 

Greedy detector. The most recent multiuser detector is the greedy detector (GD) which 

was proposed in [28]. This algorithm utilises the coefficients of the user's symbols as 

weights in the maximum likelihood metric to indicate the order in which symbols can be 

estimated. 



On the bases of these coefficients, this detector forms a modified trellis tree with 

complexity is lower than that needed for the optimum multiuser detector. Performance 

gain is achieved by the GD with a complexity only of the order of U2 logU as compared 

to the2' of the optimum multiuser detector. 

3.3 Combined schemes 

In Last group of multiuser detectors are those schemes that combine a linear 

transformation with subtractive cancellation schemes. Zeroforcing decision-feedback 

(ZF-DF) detector, decorrelatorlPIC, MMSEPIC, etc, [15, 16, 20, 29-31] are the 

examples of this detection schemes. 

In IS1 channels [7], ZF-DF detector is an analogous to the decision-feedback 

equalisers. It is a linear transformation is performed at an initial stage followed by a form 

of SIC detection. SIC operates by making decision and subtracting the interference in a 

descending order of the signal strength. This thing is clarify that, the success of any 

cancellation scheme relies on the initial data estimates. 



CHAPTER 4 

The Genetic Algorithm 

4.1 Introduction 

Main idea in ths  Theory of Charles R. Darwin is the survival of the fittest, it is 

also known as natural selection. According to the theory, in a population of living things, 

better chance to stay alive which is fitter generally. So, they, and their offspring who 

inherit their genetic content partially or completely from their parents, have a more 

probability to go into next generations, and thus have a more chance to transfer their 

genetic material to individuals which will appear in successor generations. Genetic 

Algorithms, which is also known as Evolutionary Algorithms, is a well known and 

widely accepted local search algorithm, which tries to simulate this theory. 

4.2 Concepts of Genetic Algorithm 

Genetic algorithm provides number of potential solutions in parallel. GA initially 

creates a population. The population is a set of individtrals, from which each has its own 

genetic content: chromosome. In GA, this genetic content, which is represented as a 

string over a finite alphabet, belongs to a potential solution instance to the problem, and it 

is accordingly coded to a problem-specific coding scheme. In the initial population 

creation process, the genetic contents of individuals "chromosomes" are generally 

produced in a random fashion in order to assure diversity in the initial population. After 

that, in process of evolution, individuals and their offspring are transferred to new 



generations & then taking into consideration the quality of their chromosomes, which is 

calledfitness. Fitness is the function which takes an individual as an argument, evaluates 

its eligibility as a solution to that problem by examining its genetic content 

(chromosome), and assigns a fitness value to the individual as a result. The stronger 

fitness value gives to an individual a better chance to be selected for survival or 

reproduction. 

The individual that exists in the current generation may be selected directly, or it 

may be matched with another individual and the resulting offspring may be transferred to 

the next generation. The parameter that determines what percentage of the new 

generation will be composed of the individuals directly transferred from the previous 

generation and what percentage will be composed of newly produced offspring is 

Reproduction probability. 

At some point GA should stop the simulation of the evolution process. GA may 

be terminated after exceeding a predetermined time threshold, after producing a 

predetermined number of generations or reaching a desired fitness threshold. GA is 

generally terminated when it converges. Convergence occurs when most of the 

individuals in a population have very similar genetic properties. In some situations, this 

may happen very rapidly so that it becomes impossible to reach to the desired solution. 

This problem, which is calledpretnature convergence, is just like to the problem of stuck 

on a local maximum that is encountered in local search methods. In order to overcome 

the problem of premature convergence, mutation can be employed 

While the transfer of genetic contents from parents to offspring, something may 

go wrong, and random changes may occur in chromosome. Such changes may also occur 



when an individual is exposed to extreme conditions such as radiation. As a result, the 

fitness value of the individual can be degrading. However, this helps to keep diversity in 

population and such changes provide very good results in the next generations. 

By introducing a mutation probability parameter, in GA the concept of mutation 

is employed. Before inserting an individual to the next generation, random changes on its 

chromosome is performed according to this probability. 



CHAPTER 5 

TF-domain assisted MUD for MC DS-CDMA 

5.1 Introduction 

Multi-carrier Code Division Multiple Access (MC-CDMA) is a digital transmission 

technique, which combines orthogonal Frequency Division Multiplexing (OFDM) and 

Direct Sequence CDMA (DS-CDMA). In MC-CDMA systems, instead of using 

spreading sequences in the time domain or frequency domain for spreading each bit, we 

use spreading sequences both in Time and the frequency domain. Hence we are capable 

of achieving frequency diversity gain at the cost of a reduced spreading gain. 

0 
Each bit of each user is initially spread using a code in time domain. Then each 

4 
s chip of that spread sequence is further spread over all the carriers using a frequency 

$ domain spreading code. 

System considered here consists of K number of simultaneous users 

communicating over AWGN channel with h o w n  channel parameters. Each bit of each 

user is spread using spreading sequence in time domain (T-Domain signature) of length 

N (Gold sequences) Then we spread signal into M parallel branches, where each branch 

of is multiplied by frequency domain (F-Domain signature) spreading sequence of length 

M. We have assumed that length of frequency domain spreading code (Walsh codes) is 

equal to the number of sub-carriers. Then independently modulated over orthogonal 



frequencies in order to get frequency diversity gain by mean of maximum ratio 

combining. 

5.2 System Model 

Following are the component of the system assumed. 

Figure 5.1 Transmitter model of MC DS-CDMA using both Time & Frequency domain 

spreading 

5.2.1 Transmitter 

We consider a bit-synchronous MC DS-CDMA system illustrated in Figure 

5.1. It can be seen from the figure given above that the binary data streamd,(t)ofkth user 

is spreaded in time using spreading sequencem,(t). Each chip of this spreaded signal is 

then divided into M parallel branches, where each branch of signal is multiplied by 

corresponding chips of Frequency domain spreading sequence 



Pk = [ p ,  [ I ] ,  p,[2] ,................, p , [ ~ ] ] ~  of length M .  Following the F-domain spreading, 

each of the M branch signals modulates a subcarrier frequency using binary phase shift 

keying (BPSK). Then the M numbers of subcarrier-modulated substreams are 

accumulated in order to make the transmitted signal. Hence, the composite transmitted 

signal of kth user can be expressed as: 

where P represents the identical transmitted power of each user and {o,) , q = 1,2, ..., M 

represents the subcarrier frequency. The binary data stream's waveform can be written 

as: 

Where d, E[-1,1] is the kth user's bit and @(t)is the waveform consisted of rectangular 

pulses with a duration T, 

The spreading sequence in time domain (T-Domain) of the k th user can be 

expressed as: 

Where i = 1 ,  2, ....., K ,where p(r) represents is the rectangular T-domain chip waveform, 

which is defined over the interval [o,T,].w~ assume that the T-domain spreading factor 



N=T,IT  

That tells the number of chips per bit or chip rate and Time domain spreading codes are 

used. Furthermore, we assume that the subcarrier signals are orthogonal and they do not 

interfere each other so no Inter-symbol Interference. 

5.2.2 Channel 

We assume that K synchronous TF-domain spread MC DS-CDMA signals according to 

the form of (5.1) are transmitted over the frequency selective channel, but each subcarrier 

of each user experiences statistically independent non-dispersive AWGN channel. We 

assume that the power received from each user is identical. 

5.2.3 Receiver 

In accordance with transmitter and channel described, the received signal can be 

expressed as: 

Where n(/) represents the AWGN Gaussian noise process with zero mean and double- 

sided power spectral density ofN, 1 2 .  



Figure 5.2 Correlator based receiver under supervision of TF-domain 

We shall reverse all the processes we have made. The first step of the receiver's operation 

is the demodulation of all the subcarrier signals which carries out the inverse operations 

of the function seen in Figure 5.1. Let us consider the kth user be the user-of- interest, 

then the output variable related to the first data bit corresponding to nth subcarrier of the 

kth user can be expressed as; 

6," = r(/)nnr, (I) cos(o,r)dr (5.6) 

Where k = 1,2 ,......., K;n = 1,2 ,......,.., M . Upon substituting (5.5) into (5.6) and 

considering the orthognality between different sub-carriers, it can be shown that the 

output variable of Fig. 5.2 can be expressed as; 



Where k = 1,2 ,......., K ; n  = 1,2 ,........., M , where N,," is Gaussian random variable 

having zero mean and variance oflWVo 1 2E,, where E, = PT, represents the energy per 

bit, where 

1 
P A" = - mu (Om, (W 

Th 
(5.8) 

Above (5.8) represents the correlation factor between the T-domain spreading 

sequences m,(t) and m,(t)  of users u and k. Following Figure 5.2 shows the receiver 

model, 

The decision variable W, of Figure 5.2, which corresponds to first, transmitted 

data bit of reference user k is obtained by dispreading of each A4 branch outputs 

w , , , , , , , ,  W }  using the kth user's F-domain spreading sequence<, which can be 

expressed as: 

Where & I ,  2 ,....., K, where 

Which is a Guassian random variable having zero mean and variance No 12Eb. 

Furthermore, 



Which is the correlation factor behveen the F-domain spreading sequences P, and 

P,assigned to user to u and k, 

5.2.4 Detection schemes applied on received signal 

In the detection of TF-domain spread MC DS-CDMA signals we investigate 

jointly and separately TF-domain detection schemes. The decision of joint TF-domain 

detection is obtained after both TF-domain dispreading 

5.2.4.1 TF-domain Decorrelating MUD 

By observing Equation 5.9 and considering the detection of K users, it can be shown that 

after removing the common factor of -T, associated with all the different users, the E 
decision variable of the K users can be written as; 

W = R A d + n  

Where we have, 

..... -1 

and 



Since I have utilized Walsh codes in time domain so; pi,j =e.,j. In context of the 

joint TF-domain Decorrelating MUD the final decision variables associated withd,, k = 

1,2..  . K can be expressed as; 

R-'W = d + R"n (5.1 5) 

A 

And the corresponding data bit d, = sgn((R-'W),) for k = 1,2. .. K, by hard decision. 

5.2.4.2 Genetic Algorithm Assisted MUD 

In GA we have to maximize the cost function. So instead of investigating all the 

sequences, we will restrict to few of them. 

J ( d )  = 2 ~ e [ d ' A ]  - dTAFWd 

The maximization of Equation 5.14 is a combinational optimization problem, which 

requires an exhaustive search for each of the Pcombination of d, in order to find the one 

of that maximizes the metric of Equation 5.16. And in case of non binary symbols this 

computational complexity is even high. Hence the complexity will increase exponentially 

with increasing number of users. 

Hence, 1 have utilized GA for finding a solution approximately near to that of 

optimum ML detector. Also since the orthogonal codes are not very practical so non- 

orthogonal codes are being utilized and effect of non-orthogonality is measured on the 

said scenario. Now to start GA we need some initial points and considerations. If we 

consider K users data as a single vector then that can be designated as the initial 

. - - 
chromosome. Asdn(y) =[d,,,(y) ,..., d,,,(y)], where y, y = 1 ,..., Y denotes the yth 

generation, and n, n=I,2, ... Ndenotes the nth individual of the mating pool. 



We received the signal from all subcarriers; sum them up using Maximum Ratio 

Combiner (MRC) and took it as initial chromosome. Then by mutating it in a special 

manner we get entire generation. The MRC-combined output vector d- of the matched 

A A A 

filter output can be expressed as: dmc = [dlhm,. . . , ~ K M c ]  where we have: 

A A 

Having g e n e r a t e d d ~ ~ ,  I adopted a 'mutated' version of the hard decision vector bmc 

for creating each individual in the initial population, where each bits of the MRC-vector 

is toggled according to the mutation probability used, in this case we utilized 0.1; means 

one of the 10 bits will be toggled. Hence, the first individual of the population namely 

- 
dl (0) can be written as: 

- 
dl (0) = ~ A T I O N [ ~ M R C ]  (5.18) 

So one can easily note that MUTATION is an operator, which when applied to a string of 

(I,-]), will produce toggled versions of initial vector. 

5.4 Simulation Results 

Figure 5.3 and 5.4 compare the BER versus SNR per bit or E, IN, performance of TF- 

domain spread MC DS-CDMA using the parameters of N=3I (Gold sequences), M = 8 

(Walsh codes). The results show that GA out performs than that of decorrelating detector. 

Explicitly, the BER curve of the decorrelating detector exhibits an error floor at high 

SNR per bit values. 



In Fig 5.3 we compare the BER versus SNR performance of TF-domain spread 

MC DS-CDMA using the parameters of N=31, M=8 as time and frequency domain 

signature lengths respectively. Now GA plays its role for improving the BER 

performance. Only at the complexity of 400 we can achieve a considerable BER. 

In Fig 5.4 number of users is doubled and so we have to pay in terms of more 

decoding complexity of GA. We went till 1600 (4 times as in 64 users case), to achieve a 

better performance. But even then the price is not much since the number of users 

supported is quite high. One can easily say that conventional Decorrelaing Detector gives 

poor performance when number of users is quite high. 

In Fig 5.5 there is given a complexity reduction graph with increase in number of 

users. So GA is capable of achieving quite moderate level complexity even in huge 

number of users. 
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Figure 5.3 Comparison of BER performance of different MUD schemes with N=31, M=8 

and K=64 users supported 
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Figure 5.4 comparison of BER performance of different MUD schemes with N=31, M=8 

and K=128 users supported 
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CHAPTER 6 

Conclusions 

Summary 

In this study it has been demonstrated that the separate TF-domain GA assisted MUD 

schemes is capable of achieving a better BER performance than that of the joint 

Decorrelating TF-domain MUD schemes, while imposing a significantly lower detection 

complexity than the joint Decorrelating TF-domain MUD schemes. 

By using that technique we are able to get a better BER at the cost of reduced 

computational complexity. Also if we increase the affordable complexity or the SNR we 

can achieve the single user bound. Further in this system we reduce the complexity of 

ML by a factor of 2"N 12" = 2N while achieving Mth order frequency diversity. Where M 

is total number of subcarriers. 

This scheme can further be extended to other sub-optimum MUD schemes 

worked in literature with its multiple variations. So far the entire scheme was in un-coded 

fashion, therefore the channel-coding schemes such as Turbo Trellis Codes (TTC) and 

Space Time Block Codes (STBC) can be exploited to achieve further precision. Other 

diversity techniques can also be used instead of Frequency diversity. The different 

variations of CDMA can also be investigated for improved performance. 
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