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Abstract

Abstract

This research study is for organized data warehouse architecture. The study includes
finding efficient way of answering queries that are coming from multiple classes of
users. The study also discusses the order of processing for the desired result. The
category of users is differentiated with respect to priority level. The rank is pre

assigned to a set of users according to the hierarchical order.

As priority level is already assigned to a set of users, the results are generated toward

different classes of users accordingly. The threshold value is also maintained in order

‘to accommodate the users that have very low query processing time. In this way the

research study also focuses on time management and avoids long wait for modest
query. The different architectures are studied and then a new phase name “Priority
Allocation Layer” has been introduced in this research work. The layer’s internal
working and related algorithm is also presented here. The objective of research work
is to introduce a new dimension in data warehouse architecture; the proposed research

is towards query handling generated from multiple directions in an organized way.
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Chapter 1 Introduction

1 Introduction

A data vs;arehouse is a logical collection of information gathered from many different
operational databases used to create business intelligence that supports business
analysis activities and decision making tasks. The data warehousing market consists
of tools, technologies, and methodologies that allow for the construction, usage,
management, and maintenance of the hardware and software used for a data

warehouse, as well as the actual data itself.

Data warehouses support business decisions by collecting, consolidating, and
organizing data for reporting and analysis with tools such as online analytical
processing (OLAP) and data mining. Although data warehouses are built on relational
database technology, the design of a data warehouse database differs substantially

from the design of an online transaction processing system (OLTP) database.

1.1 Motivations and Challenges

With rapid growth of traffic, efficient decision making is required. Query in bulky
system is slow to process and this results in increased turnout time of applied query.
In order to obtain rapid decision at right time, without delay is essential. To answer
multiple queries at a time efficiently in order to get plentiful results is not possible in
[1]. There is high demand of maintenances and construction work, tracks security,
roots changing scenarios, security measures, etc. in day to day increasing with swift
increase of traffic

In the present time complex system analysis, management, controls and decision
making process of highway management, to answer multiple queries at same time in
efficient way need better distributed system. There is also a need to connect all these
Online Transaction Processing Systems (OLTPs), to meet the integrated data analysis

need.

The Study on Distributed Data Warehouse Modeling 1



Chapter. I Introduction

1.2 Background

This research study will make survey of existing technologies, propose a new
architecture and then the validation of proposed architecture will be taken through a
case study of educational sector. I will design architecture of data warehouse that may
apply on any business application in a certain scenario, like Highway management

system, Motorway, Educational Institutes, Industries, etc.

1.3 Research Domain

As Data warehouse is a subject-oriented, integrated, time-variant, and non-volatile

collection of data therefore it supports management’s decision-making process.

On-line analytical processing (OLAP) technology is a useful tool that can realize
multidimensional analysis of data warehouse. OLAP can take advantage of data in
data Warehouse to carry out different kinds of analysis operation and provide the

result easily for the users to understand by direct viewing according to user’s request.

OLAP is designed to support complex analysis operation, and it is mainly to help in
decision-making. It can carry out complex inquiry processing in huge data rapidly
and flexibly according to analyst’s request, and provide the result to the decision-

makers easily enabling them to understand in direct-viewing form.

Distributed computing refers to the use of distributed systems to solve computational
problems. In distributed computing, a problem is divided into many tasks, each of

which is solved by one computer.

Precisely, the research will work around distributed environment, Data warehouse,

Query management, Data marts, Hierarchical distribution of data marts etc.

The Study on Distributed Data Warehouse Modeling 2
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1.4 Proposed Approach

Proposed approach will improve the system in a way that brings improved and
beneficial outcome as compared to previous study [1]. To acquire maximum benefits
of OLAP and warehouse efficient decision making can take place in much improved

way.

Research will purely focus on distributed approach. In ordér to improve the current
work [1] ZHOU Qian, et.al.2009, the research study proposes an algorithm that
works against user’s priority. Here research takes place on hierarchical approach.

For example data is handled first on top level by taking the data on country level, then

split on provincial level, then on district level, and finally at the lower level of towns.

Here summaries of detailed data are copied at lower level of hierarchy and at higher

level detailed information will be managed.

The main focus is on better management of desired data and use of OLAP in efficient
way, so that queries take less time to be executed, and load will be divided on
separate individual systems in order to be on safe side, as data is being distributed on
separate systems. Reliability is increased in this way as load is also divided on
separate individual marts. Query processing time will be reduced and querying will
be better optimized. Query will be executed only 'on desired domain. Due to this
approach turnaround time will be decreased and users don’t have to wait long to get a

reply of small query.

A subject-oriented, integrated, time-variant, and non-volatile collection of data in

support of management’s decision-making process is a key idea of this thesis.

On-line analytical processing (OLAP) technology is a useful tool that can realize
multidimensional analysis of data warehouse. OLAP can take advantage of data in

data warehouse is used to carry on different kinds of analysis operation and provides

The Study on Distributed Data Warehouse Modeling 3
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the result easily for the users to understand by direct viewing according to user’s

request,

The architecture discussed in [1] is not using the advantages of distributed system at
its fullest. This study proposes a distributed architecture in order to gain maximum

benefits of OLAP and warehouse technologies.

1.5 Thesis Qutline

This research study focuses on distribution of queries on separate data marts and
query optimization. The hierarchical architecture and Priority Allocation procedure

will used to cope with related problems of a data warehouse.

First chapter is about the introduction and background of the problem. The proposed

solution is also discussed here.

The second chapter describes literature study. The related work and its relevance and

further limitations are discussed.

This third chapter explains problem analysis, functional as well as non functional
requirements of data warehouse. This chapter discusses the main points related to

proposed work.

The fourth chapter briefly explains the proposed solution to the problem. The related

architectures are also discussed here.

The fifth chapter explains the classes and diagrams to work in UML. Data flow charts

are also discussed here.

The Study on Distributed Data Warehouse Modeling 4
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the result easily for the users to understand by direct viewing according to user’s
request.

The architecture discussed in [1] is not using the advantages of distributed system at
its fullest. This study proposes a distributed architecture in order to gain maximum

benefits of OLAP and warehouse technologies.

1.5 Thesis Outline

This research study focuses on distribution of queries on separate data marts and
query optimization. The hierarchical architecture and Priority Allocation procedure

will used to cope with related problems of a data warehouse.

First chapter is about the introduction and background of the problem. The
proposed solution is also discussed here.

The second chapter describes literature study. The related work and its relevance
and further limitations are discussed.

This third chapter explains problem analysis, functional as well as non functional
requirements of data warchouse. This chapter discusses the main points related to
proposed work.

The fourth chapter briefly explains the proposed solution to the problem. The
related architectures are also discussed here.

The fifth chapter explains the classes and diagrams to work in UML. Data flow

charts are also discussed here.

In the sixth chapter the simulation of algorithm is described. The code and snap

shots are given to show the work in detail.

The last chapter describes conclusion of related and proposed work. In this

chapter future work is also described.
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Chapter 2 Literature Survey

2 Literature Survey

This chapter is about the literature study and all the material related to this survey.

2.1 Introduction

The Data warehouse is used to create business intelligence that supports business
analysis activities and an optimum way for decision-making process. Market of data
warehouse consists of tools, technologies, and methodologies that allow for the
construction, usage, management, and maintenance of the hardware and software.
The normal size of data warehouse varies from hundreds of gigabytes to terabytes.
Different scans, joins, and aggregates are performed while querying the data
warehouse. The queries on data warehouse are ad hoc and multi- faceted. Throughput
of query determines the success of data warehousing project. The query response time
is also important factor in data warehouse success. The allocation of facts &

dimension in a certain schema also affect on query success.

2.1.1 Data Warehouse

Connolly et al. defined data warehouse as “Data Warehouse is a subject-oriented,
integrated, time-variant, non volatile collection of data in support of management
decisions”. References [14][17] and [18] define data warehouse as “4 set of

materialized views over data sources”.
2.1.2 Subject Oriented
A data warehouse works on subject oriented approach, where subject could be

customer, dealer, product or sales. It doesn’t deal with day to day transactions. Hence,

data warchouses typically provide a simple and concise view about particular subject.

The Study on Distributed Data Warehouse Modeling 6
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2.1.3 Integrated

The data from multiple heterogeneous sources are gathered to data warehouse, such
as relational databases, flat files, and on-line transaction records. To ensure

consistency, data cleaning & integration techniques are applied.

2.1.4 Time-variant

A warehouse focuses on change over time to analyze trend in different time. Archive

data is also stored to provide information from historical viewpoint.

2.1.5 Non-volatile
Data warehouse always store the transformed data from the operational environment

into a physically separate storage. Due to this separation, a data warehouse does not

require transaction processing, recovery, and concurrency control mechanisms.

2.2 Architecture of data Warehouse

Basic architecture of a data warehouse consists of data source layer, integration
process layer, storage area, Metadata and end user query and analysis tools. Figure
2.1 shows the basic architecture of a data warehouse. Detailed logical architecture of
a data warehouse is shown in Figure 2.2 Integration and transformation programs
convert data from multiple sources (system of record) into a unified format. Unified
data then stored into data warehouse storage areas. As shown in Figure 2.2 data
warehouse contains old data, current data, highly summarized data and data marts.
The design of data warehouse includes Schemas like snow flake and star schema to
hold facts and dimensions. A fact is used to record measures or states concerning an
event or situation. The states are analyzed through different criteria organized in
dimension.[5].The Data warehouse graph is also very helpful for design of

warehouse.[5].

The Study on Distributed Data Warehouse Modeling 7
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Data Sources Warehouse Usars

Operational
System

Operational
System

Flat Flles
Figure 2-1 Basic Architecture of Data Warehouse by Bill Inmon

Departmental/Data Mart
EISHighly
Summarized

IS Highly

Legacy Smarized

Applications
(System of Record)

Integration/ _
Transformation Old Detail
Programs

Figure 2-2 Detailed Logical Architecture of Data Warehouse [19]
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Dimension 4 )

Figure 2-3 Star Schema [7]

The design of data warehouse includes Schemas, such as snow flake and star, to old facts
and dimensions.

Sub Cat

varter
Sub
Program
Year

Figure 2-4 Snow Flake Schema [7]

2.2.1 Two Level Architecture of Data Warehouse

Hoffer et. al. presented generic two level architecture of data warehouse [22].

I. Data Source Systems

Data from multiple internal and external sources are extracted to load into a data
warehouse. Data cleaning and data transformation operations are performed on data
before loading it into the data warehouse. Data cleaning enhances the quality of data

whereas transformation process converts data into a single format.
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Data sources can be quite diverse, such as

a. Databases
b. Excel Sheets.

c. Flat files.

I1. Data Staging Area

Data staging area layer perform three functions on data; data cleaning, data
transformation and loading data into data warehouse. It cleans data that comes from
multiple internal and external sources. After cleaning, data is transformed into one

unified format and then loaded in to data warehouse.

I11. Data and Metadata Storage Area (Data Warehouse)

Data and Metadata storage area is a place where data is organized, stored, and made
available for the direct querying by the end users. This layer consists of Metadata,

current detailed data, old detail data, highly and lightly summarized data.

IV. End User Presentation Tools

User interacts with a data warehouse by means of end user presentation tools. A
variety of end user presentation tools are available that provides user multi dimension
view of the data. End user access tools can be query and reporting tools, executive

information system and data visualization tools.

2.2.2 Independent Data Mart Data Warehouse Environment

Implementing a data warehouse is a complicated task. Some organizations break
down implementation of a data warehouse into data marts. Organization first creates
different independent data marts and then integrates them to provide éompany wide

view of data.
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A data mart is a data warehouse that is limited in scope. Contents of data mart is
obtained from independent ETL (extract, transform and load) process or derived from
the data warehouse [22]. Figure 2.3 shows independent data mart data warehouse
architecture.

A End-Uset
.~ Prosantation Tools

Ad hoc query
to0ls
matched to

prescntabion
format

Repoct writers

End-user
applications

Modeling/
mining tools

eapert to data
masts

T

Visyalization
tools

Figure 2-5 Independent Data Mart Data Warehouse Environment [22]

2.2.3 Dependent Data Mart Data Warehouse Environment

The study depicted few limitations of independent data mart Kimball strongly
supported development of independent data mart data [21]. Dependent data mart
overcomes some limitations of independent data mart. A data mart filled fully from
enterprise data warehouse and its submissive data is called dependant data mart [22]

Figure 2.4 shows dependant data mart data warehouse architecture.
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2.2.4 Implementing a Data Warehouse

Enterprive
Data
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ateteiaite e i
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1o0ls
matched 1

prosentation
format

Report writers
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Visualization
tools

Vi \J :

Smglc ETL for )
- enterprise duts warehonse

s Sunpl

er data access

Dependent data marts
loaded from EDW

Figure 2-6 Dependent Data Mart Data Warehouse Environment [22]

Implementation of a data warehouse involves four phases [20]. Each step is explained

below.

I. Monitoring Phase

Transfer data from multiple sources to a data warehouse is called monitoring. There

is variety of data source for data warehouse such as relational, flat file, excel sheets,

news-wire, and databases. Different monitoring techniques are used such as periodic

snapshots, database triggers, log shipping, data shipping (replication service),

transaction shipping, polling (queries to source), screen scraping and application level

monitoring.

The Study on Distributed Data Warehouse Modeling

12



Chapter 2 Literature Survey

Monitoring relates with some issues such as data compatibility and data transfer rate.
Transformation is applied to compose the data into single format that is coming from

multiple sources.

I1. Integrating phase

Processing step involves query processing, creation of indexes and materialized
views. Once data is loaded into data warehouse, it should be maintained in data
warehouse and later on accessed to fulfill the requirement of a user. Many access
methods are available and used to access data such as B-trees, hash tables, R-trees
and grids. But these methods are not used in data warehouse. Data access methods
used in data warehouse are inverted lists, bit map indexes, join indexes and text

indexes.
III. Managing Phase

Management of data warehouse is mandatory after building it up. There are several
management techniques such as metadata creation, summarized data creation, archive

and back up activities.

2.2.5 Tools for Accessing Data Warehouse

Special query tools have been developed and used with data warehouse. These tools
include OLAP, ETL, data mining and data visualization. These query tools provide

user multi dimension view of data.
I. Online Analytical Processing (OLAP)

The study of various research papers including [23] “Online Analytical Processing
(OLAP) is an efficient way to access data warehouse for multidimensional analysis
and decision support”. Three types of OLAP operations are available to provide user
multi dimensional view of data; roll up, drill down and pivoting. Three types of
OLAP servers are available; relational, multidimensional and hybrid OLAP servers.

The purpose of OLAP is also to discover trends.[12].

The Study on Distributed Data Warehouse Modeling 13



Chapter 2 Literature Survey

II. ETL

ETL, Extract, transform, and load (ETL) is a process in database usage and especially

in data warehousing that involves:

. Extracting data from outside sources :
. Transforming it to fit operational needs (which can include quality levels)

. Loading it into the end target (database or data warehouse)
II1. Data Mining

Data mining is the process to discover hidden facts. Data mining explores massive
datasets in order to search valuable information and knowledge. Data mining uses a
variety of different techniques such as clustering, association analysis, classification,
and regression and deviation detection to analyze massive data sets. Data mining have
been applied to diverse domains like, biosciences, marketing, financial industry,

banking and pharmaceutical companies.
IV. Data Visualization

“Visualization is the graphical presentation of information, with the goal of providing
the viewer with a qualitative understanding of the information contents”[24].
To recognize the data precisely data visualization takes place. Data visualization
represents data in the form of graph to make it easily understandable for viewer.
Many analytic techniques use data visualization to represent their results in suitable

format.
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2.2.6 Data reporting tools
Reporting tools further divide in to two parts.
1 Production reporting tools will let companies generate regular operational reports or

support high level batch job, such as calculating and printing paychecks. [11].

2 Report writer, are expensive desktop tools designed for end users.

2.3 Limitations and Issues

The existing architecture of the data Warehouse (DW) has the following limitations

and issues which need to be addressed.

A4

The existing architecture of DW is basic and at abstract level.

A4

In presents architecture data is coming from different sources & centralized over
country level for decision making purpose.

How data will be gathered and extracted from different sources.

How the stored data will be accessed and processed using warehouse tools.
How to distribute related data over different levels of hierarchy.

How captured data will be distributed using different technologies.

How to handle multiple users on the basis of priority level.

How to resourcefully manage multiple quires at a time.

How to reduce query response time.

How to provide summaries of data & reduce redundancy of required data.
How to efficiently structure schemas for warehouse.

How to provide updates to operational level (lower level) of hierarchy.

VvV V V V V V V V V V V¥V

How to maintain the historical data of data warehouse in an improved way.

The Study on Distributed Data Warehouse Modeling 15
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2.4 Summary

In this chapter literature review different terminologies related to architecture of data
warehouse are discussed. It views how to develop new architecture of the data
warehouse from the existing information.

The study identifies the limitation of the existing architecture. The coming chapter
will propose the improved architecture of data warehouse which would more efficient
methodology than is currently available. In the subsequent chapter, the research study

will focus on the educational sector with emphasis on data warehouse architecture.
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the design of current architecture of a data warehouse, the required data is completely

copied to desired destination which involves a lot of memory and time.

The main focus of research is on the design of data warehouse architecture in
distributed manner and to handle multiple queries in an organized way, to provide
better management of desired data with the use of OLAP in efficient way. In this way
queries take less time to be executed and load will be divided on separate individual
system (data marts). It is also safer, as data is being distributed on separate individual
systems. Queries are executed only on the desired domain. Due to this approach

turnaround time is decreased.

In short the research study works on distributed architecture of data warehouse,
OALP query optimization, Priority Allocation Process (PAP), data marts and
conceptual model.

The distributed approach of a data warehouse can be applied in diverse areas and
scenarios. For example it can be applied on education, health, media, highway or

other types of business or organization.

3.3 Focus of Research

In this research work, the priority allocation procedure in distributed environment is
proposed. Research focuses on architecture of a data warehouse for education
environment, as universities are the main source of getting knowledge. To build such
an architecture that is suitable for related organization, but also bring ease to related
group of users is also studied.

The research work takes the university as a case study for the development of data
warchouse architecture. However, proposed data warehouse architecture is also

efficient to work in different business environment as well.
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3.3.1 Centralized Approach

In the present architecture the centralized approach is applied. In existing system the
scattered data is organized. The data is coming from different operational sources and
centralized on provisional level. The centralized approach is not well structured and
not fulfilling the today’s promise. The proposed research will work on distributed

approach to improve current architecture requirements.

3.3.2 Distributed Approach

The present approach will enhance the architecture in distributed manner. The data
coming from useful operational sources will be distributed over different levels of

architecture, In order to gain full advantage of a data warehouse.

333 OLAP (Online Analytical Processing)

It’s a useful tool that can realize multidimensional analysis of a data warehouse. The
use of OLAP is appropriate to connect all the online transaction processing systems to
meet the corporate analysis need. OLAP is designed to support complex analysis
operation, and it is mainly to help decision-making.

OLAP can take advantage of data in a data warehouse to carry on different kinds of
analysis operations and provide the results easily for the users to understand by direct

viewing according to user’s request.

3.3.4 Priority Allocation Algorithm

This algorithm is in proposed solution that works to bring convenience for users, as
multiple users form diverse sites are interlinked with a data warehouse. The proposed
algorithm is built to handle multiple queries in an efficient way and avoids maximum

chances to user suffering from long wait for desired response.
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3.3.9 Intrinsic and Contextual Quality

The quality of a data warehouse must affect decision making. The intrinsic qualities
related to research are accuracy, concurrency and completeness. The contextual

quality related to the decision makers.

3.3.10 ETL Tools (Extract, Transform and Load)

ETL is the process in a data warehouse to extract, transform and load. To extract the
data from different outside useful sources then transform it according to operational

needs and finally loading it into data warehouse.

3.4 Summary

In this chapter, the research indicates different tools, terms and application. The
useful martial that is necessary in the development of a distributed data warehouse is
discussed. In the coming chapter research study will develop the architecture of a data

warehouse with proposed solution.
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4 System Design

In this chapter the detailed solution of the problem is focused.

4.1 Introduction

The basic focus of this research study is to build distributc;d architecture of a data
warehouse and to provide the way to handle multiple queries in well organized way to
improve efficiency. The reporting tools are used to access the stored data in efficient
way. On-line analytical processing (OLAP) technology is a useful tool that can
realize multidimensional analysis of data warehouse. The literature survey helped in

understanding different architectures that are related to warehouse architecture.

4.2 Proposed Solution

The data marts will be created in order to distribute the data over network. The
summaries of required data will be generated and transmitted to requested nodes. The
data warehouse architecture follows the hierarchical drchitecture. The operational
level work will be processed at lower level of proposed architecture. The updates are
copied to related nodes.

With the help of appropriate tools queries are generated and answered. Query will be
executed only on desired domain. Due to distributed approach and query, the
turnaround time will be decreased. The Priority Allocation Process will take place in
order to allow user to generate queries in limited amount of time. In this way, the
coming user will not suffer long wait. The algorithm will allocate priority according
to already allocated time on the basis of queries complexity. The already processed

queries will be answered first then queries with less executing time will be processed.

The Study on Distributed Data Warehouse Modeling 24



Chapter 4 System design

4.3 Reference Architecture

World Wide Web
(Data Source)

N\ i

Change Indicator and Controller

W

View View

Web Warehouse Meta Data

Viewl, View2,,,, Viswn Manager
‘Web
Manager

Presentation Layer

Figure 4-1 Architecture of Web Warehouse

Finally, the web warehouse and data warehouse architectures are studied. The
features of both architectures are discussed. As an example, architecture of highway

management is shown in figure 4-2.The proposed architecture of COMSAT Data

Warehouse is shown in figure 4-3.
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Figure 4-2 Architecture of Highway Management Data Warehouse
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4.4 Proposed Architecture

I

Presentation Layer (PL)
A

[ Priority Allocation \
 Process (PAP)

Prioritized Queue

G)MSATS Data WarehouD

"' Change Integrator &
. ControllerCIC

B

Data Sources

Figure 4-3 Proposed Architecture of Data Warehouse
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4.5 Proposed Algorithm

4.5.1 Description

The proposed architecture works in distributed environment. Users from many
directions are sending set of queries to Priority Allocation Process. The user interacts
with the system through presentation layer. The priority level of user is already
defined. The set of queries generated by users are denoted with Q. The Q is sent to
Priority Allocation process. Here Q is filtered on the basis of a threshold value. The
threshold is a predefined value and can be optimiied according to system. It is
assumed that query processing time is already calculated on the basis of their
complexity. In practical query complexity will calculated through an efficient
algorithm. The complexity is determined by the number of joins a query may hold.

The queries in Q that are less than or equal to Threshold value are filtered out
accordingly. Q7nyresh is the set of filtered queries. The Q7pypesp is processed first and

replied back to requested user. The queries that have greater time than threshold are
kept in PAQ (Priority Allocation Queue) to apply sorting techniques. After applying
sorting the PAQ forward the set of sorted queries to PQ (Prioritized Queue). The PQ
keeps the queries in the form of queue and forwards them to a data warehouse in
order to get result. If the desired result against any query is not found in data
warehouse then queries are further directed to data sources. The required result is then
generated back to user by passing through ETL. The ETL (Extract Transform and
Load) is a procedure that is called to transform the queries in required standard
structure.

Initially the users from multiple directions interact with the data warehouse through
presentation layer. The set of unordered queries are random queries that are coming
from multiple directions and from multiple classes of users. The unordered sets of
queries are denoted with Q. The queries that have less than or equivalent to threshold

value is separated from Q and forward to data warehouse to generate results.
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The queries are filtered out in PAP, filtered queries are denoted with Qrpresn. The
remaining set of queries are denoted with Q;, the Q; is sent from PAP (Priority
Allocation Process) to PQ, where Q; is sorted first on priority bases than time wise
sort is applied. After PAP the queries are forwarded to PQ and then directing to data

warehouse in order to find results. The results are generated back to users once found.

Following is the equation to calculate set of remaining queries Q;

Q; =Q - Qrhresh

where Q is the set of all unordered queries. The unordered queries are all the queries
that are coming from multiple direction and classes. Q7yp,esp, is the set of queries less
than Threshold value and Q is the set of all unordered queries.

The Q; is sorted in two steps. In first step, Q; is sorted on the basis of user’s priority in
order to get Q;; where j is priority number. In second step, sorting is applied on the set

Qi individually (i.e. each set of priority is sorted separately) on the basis of ‘

processing/time.

Iy F35e

Time Tj; is defined as the time slot assigned to set Q;; in order to interact with DWH

in predefined time.

The results are generated to requested users accordingly.
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4.5.2 The Algorithm

The Algorithm of Priority Allocation Process is given below

Input: Qgypyesp set of unsorted queries less than threshold value, Qi, set of queries

after subtracting Qrpyresp from Q and Ty, set of time slots corresponding to each

priority level. In Qij, subscript i denote the number of queries and j denote the priority
level and in Tij the subscript i describes the time required for processing and j denotes

the priority level.

Output: Q,, queue of queries to be executed.
Begin

Q=0

For each query in Q7pyesh

Qo = Sort QThresh on the basis of required processing/ time

End
For each query in Q;
Q;j = Sort Qi on the basis of priority levels
End
For each priority level j
Qrmp = Sort Q,-j on the basis of processing/time
Qn mp € Tx_'i
Q=Q UQy mp
End
End
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where Q is the random set of queries, Q7y,esh is the set of unsorted queries

less than threshold value and Q; is the set of remaining queries and Qremp is a

temporary variable that stores the resultant queries.

4.6 Summary

This chapter includes related architecture, proposed . architecture, proposed
methodology and detailed description of proposed algorithm. The proposed
architecture will be able to organize the queries effectively. It will be designed to
provide the desired results to related users according to priority basis. The educational

institute will be considered as a case study to accomplish this task.
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where Q is the random set of queries, Qs is the set of unsorted queries less than

threshold value and Q; is the set of remaining queries and Qgemp is a temporary

variable that stores the resultant queries.

4.6 Summary

This chapter includes related architecture, proposed = architecture, proposed
methodology and detailed description of proposed algorithm. The proposed
architecture will be able to organize the queries effectively. It will be designed to
provide the desired results to related users according to priority basis. The educational

institute will be considered as a case study to accomplish this task.
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5 Implementation

In this chapter the related data flow charts, pseudo code of proposed work is given.

5.1 Introduction

This chapter introduces the flow chart and sequence diagram and example to present
the proposed research work. Here the case study with example is discussed in detail.
The software tool C# is used for simulation of proposed phase. The proposed
knowledge is applied on COMSATS University Computer Science Dept. The
departmental level decision making will become much easier and organized. The user
to interact with data warehouse is from three different classes’ higher level, medium
level and lower level. The scenario in which these classes are involved is of courses
offered for semester /summer breaks. The HOD (hiéher level) has highest rights to
recommend a course. The lecturer (medium level) has to contribute their course of
interest and staffs (lower level) for availability of resources are concerned.

The research work introduces the priority allocation processes in order to organize
and prioritize the random queries generated by different classes of users. The detail
description of PAP (Priority Allocation Processes) algorithm is discussed in fourth
chapter. Here in this chapter the pseudo code, flow chart and sequence diagram is

discussed.

5.2 Simulation Environment

The simulation environment takes place in C# programming language. It’s the latest

programming language that helps to simulate and validate the proposed algorithm.
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5.3 Sequence Diagram
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Figure 5-1 Sequence Diagram of Algorithm
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5.4 Data Flow Control
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Figure 5-2 Flow of a Data in Proposed Architecture.
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5.5 The Pscudo Code

The following is the pseudo reflecting the data flow control.

Begin

Let Q be the set of unordered queries

Let Qrhresh be the set of filtered queries less than threshold value
Let Q; be the set of remaining queries filtered out from Q
For each set of query in Q7p,¢5p

Sort Q7resh On the basis of priority levels
End

For each set of query in Q;

Sort Q; on the basis of priority
Sub sort on the basis of processing/time
End

End

The Study on Distributed Data Warehouse Modeling 36



Chapter 5 Implementation

5.6 Summary

In this chapter, proposed algorithm has been applied on educational institute
university level data. Initially user with assigned priority level interacts with data
warehouse through presentation layer. The proposed algorithm (PAP) is between data
warehouse and presentation layer. The calculations will takes place accordingly. The

user gets the desired result in an organized manner through whole process.
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6 Testing and Performance Evaluation

6.1 Introduction

In this chapter the detailed theoretical and practical example through figures and

snap shots are discussed.

A simulation of the proposed algorithm is shown, also the environments in which the
work is tested and results generated are discussed here. The C# is a software tool that
is used for coding the program and windows Xp as the operating system. The .Net
Framework is required o execute a program for simulation.

The computer system Pentium “III” and Pentium “IV” might be used for performing
testing of proposed work. There are no hard and fast hardware requirements. The
tested environment consists of 507MB of RAM and processor 1133MHz Pentium III.

The screen shots and dry run in detail are also covered.

6.2 Test Scenarios

6.2.1 Description

The test scenario is applied to a case study related to an educational institute. Here an

example in detail is given below.

Classes of users

There are three main categories of users: at Highest Level, Medium Level and Low
Level.

In this research work as a case study, Computer Science Department, COMSATS
University is chosen. According to decision making level three categories are
identified. The queries emanating at each level are processed and analyzed according

to proposed algorithm.

The Study on Distributed Data Warehouse Modeling 39



s

i it A,

Chapter 6 Testing and Performance Evaluation

The research has identified the requirements and conditions at each Highest Level,
Medium Level and Low level to generate the results; where decisions are required to
generate or calculate results. The study concluded three major categories that are
involved in decisional level are discussed below.

The Classes of users are separately placed into defined classes and colors are also
used to distinguish their category. Users from multiple directions are interacting with
data warchouse by putting multiple queries. The users according to their class are
assigned with priority levels to interact with system accordingly.

The users are identified with U, Querics with Q, and Time tag with T.

Class “A” Users = Pink -

Higher Priority Level (H)

Class “B “Users = Blue -

Medium Priority Level (M)

Class “C” Users> Yellow

Lower Priority Level (L)
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Table related mput data.

g._.“ ‘...

0 B Q14,015 2miin 40sec
1 Q21 Zmin
1 Q22,23 40sec,Imin
1 Q24,Q25 10sec,20sec
2 U6 Q31,032,033 20sec,10sec,30sec
2 U7 Q34 Smin
2 Us Q35,036 1min,50sec
Table 1 Contents of Buffer it Holds to Execnte Queries
Threshold value is 30sec

Buffer condition before processing (Q)

Figure 6-3 Processed

Figure 6-1 Preseat Condition before Procasmg T

Buffer condition after processing queries

MQM

Figure 6- Empty Space in Buﬂ'er After Process

Buffer condition after answering already processed queries (Q)
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Buffer updated condition

Q34

Figure 6-4 Curreat State of Buffer

Buffer cond

tion after filter queries less than “Threshold value”
"R ouc Bour fon7 |

‘ ‘ Q34
Figure 6-5 Pointing Queries that are Going to Process
[1T21s
Figure 6-6 Processed Queries
Buffer updated condition
Q34

Figure 6-7 Empty Space in Buffer After Process

The queries left in buffer are

m&

Figure 6-8 Buffer After Answering Already Processed Queries

Buffer condition after sort at 1* time on priority Basis

Q36| —

Figure 6-9 Buffer Condition After Applying Sorting On Queries

The buffer rearrange after priority order

Figure 6-10 Buffer According To Priority Levels
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Buffer condition after sort at 2™ time on processing/Time Basis

Figure 6-11 Buffer Coadition After Apply Sorting On Processing/Time Bases

Buffer rearrange according to processingftime

ek :

Figure 6-12 Time Wise Sorting

Buffer condition during execution of queries

Figure 6-13 Buffer Condition During Execution of Queries

Figurc 6-14 Processed Query

Buffer condition after processing Q5

Figure 6-15 Buffer Condition After Processing Q5

b $
3

Figure 6-16 The Processed Query

Buffer condition after processing Q3

3
i

Figure 6-17 Buffer Condition After Processing Q3
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Figure 6-18 Processed Query

Buffer condition after processing Q2

Q36 | Q34

Figare 6-19 Buffer Condition After Processing Q2

Figure 6-20 The Processed Query

Buffer condition after processing Q4

H ass | ass

Figure 6-21 Buffer Condition After Processing Q4

Figure 6-22 The Processed Query

Buffer condition after processing Q4

—_ ———_———_—

Figure 6-23 Buffer Condition After Processing Q4

Figure 6-24 The Processed Query

Buffer condition after processing Q1

Figure 6-25 Buffer Condition After Processing Q1
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Q3.6

Figure 6-26 processed query

Buffer condition after processing Q6

Figure 6-27 Buffer Condition After Processing Q6

Q3.4

Figure 6-28 Processed Query

Buffer condition after processing (4

Figure 6-29 Buffer Condition After Processing Q4

Buffer condition after execution of all the queries

Figare 6-30 Buffer Condition after Processing AH the Queries

Quertes are processed for current scenario next bulk of querics will be executed in the

same way.
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6.3 Performance

Screen shots

o
Q41 Q

5

Q6jQ3| Q4| Q5

Q2| Q1 | Q2 EerRleE Q4 Q5 IPE

Time Sort

Add Query Process Query | Priority Sort
7 Sorting
[@' Asc ¢ Desc
Apply Threshold I ‘

[f? Asc © Desc

Sorting

Threshold Value  : LEQ____; sec

Threshel Section:

Class "A" Users

|.| Class "B” Users - || Class "C" Users

Figure 6-31 Initial Condition of Buffer

The Figure 6-31 depicts the initial condition. The users that are coming from different
classes and interacting with system are shown with separate colors. The Class “A”
users with pink, Class “B” users with blue similarly Class “C” users with yellow

color cell is indicated.

Here the threshold section is also indicated with green color. The figure also depicts

that users are interacting randomly and there is no sequence to interact the system.
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The sixteen queries are entered here at this stage. This is very initial condition of
buffer placing the queries randomly.

“® algorithoy Sinlation

erd Q2 Q3 Q4 Q5 Eex
Q4] Q5
) Add Query Process Query ' Priority Sort Time Sort
Sorting Sorting ——
'[‘3 Asc © Desc [(‘ Asc  Desc

erSs
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‘?, Aliorithm Srnulaton

Add Query Process Query I Priorty Sort Tirre Sort

Sorting Sorfing
lﬂ Asc? Desc lﬁﬁ As: € Desc

apply Threshold

ThreshoM Value: . l 30 sec ‘IaeshoM Section -.
. Class “B” User¢ -_l Class “C" Users l.

Figure 6-32 After Applying Threshold.

Class "A” Users - !

The Figure 6-32 shows the starting of algorithm. The boxes that are highlighted with
green identified the received values that are less than or equal to threshold. As soon as
buffer receives values the algorithm starts working. The threshold is the least time the
query takes to process. Here threshold is taken as 30 sec. as it’s visible with {abel
Threshold value 30 sec. The five queries that are highlighted with green have least
processing time. Initially processor will flush out the queries that has processing time
less than or equal to threshold.
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Figure 6-33 After Execution of Values Equivalent or Less than Threshold

This Figure 6-33 indicates eleven remaining queries. The remaining queries that are
visible here have higher processing time. The queries are still not prioritized it will
happen in next step.
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Figure 6-34 Before Applying Priority

In Figure 6-34 the first query processing time is shown as its 120 sec. The queries

will change their position as soon as priority sort is applied and buffer will be
organized accordingly.
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Figure 6-35 After Applying Priority Sort On The Basis Of Classes

In Figure 6-35 all the colors that are from same class are shown together. This
indicates that priority sort is being applied here in order to fulfill the algorithm
requirement. The users with higher priority level are arranged first depicted with pink
then blue and finally lower priority level users queries appear with blue boxes.
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Figure 6-36 Time Of the Very First Query before Applying Time Sort

Figure 6-36 indicates the call out with Query time 50 sec as it may have to change its
position according to priority of processing/time.
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Figure 6-37 After Applying Time Sort

Here Figure 6-37 describes the position of buffer after applying time sort. Now the
query with lowest processing time under same color of class is placed first compare to
others. As shown query Q5 has processing time 40 seconds which is the lowest in the
class of priority. Next query Q1 has processing time 50 and higher.
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Figure 6-38 Query with High Execution Time Is Placed In Last

This Figure 6-38 is also taken after applying time sort. The query from class “C” that
is placed in last of queue has higher reprocessing time. The call out indicated query
highest processing time that is 300 sec.
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Figure 6-39 During Processing, the Queries Are Processed Accordingly

" Class "A” Users

This Figure 6-39 is same as above but here no popup is shown. It simply indicates the
current position of buffer after applying priority and time sorts.
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Figure 6-40queries From Class ‘A’ Are Answered

In Figure 6-40 the buffer is left up with six queries. The figure depicts the queries
with higher priority level are processed first. The queries under the same class “A”
are processed according to their processing time. The query with low processing time

under the same class is answered first.
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Figure 6-41 Queries From Class ‘B’ Are Answered

In this Figure 641 the remaining three queries are shown. The queries that are from
Class “B” having blue color are processed as they belong to class “B” second highest

priority.
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Figure 6-42 Queries from Class C’ Are Processing

The Figure 6-42 shows only one query as here the buffer has to process Class “C”
queries. So from remaining three Class “C” queries this is the query that is going to
process in last due to higher processing time 300 sec.
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Figure 643 Al The Queries Are Processed, Buffer Is Empty.
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The Figure 643 depicts the final condition of buffer where all queries have been
processed according to their priority of classes and processing/time. Empty buffer
indicates all queries are answered successfully according to proposed algorithm.

64 Summary

In this chapter the case study is briefly described. Detailed examples are shown with
graphics, the results before and after compilation are also discussed. Here the
simulation of proposed priority algorithm is also elaborately covered. The simulation
tool and its application are also described. The screen shots are taken and pasted here
to show the internal working of proposed work.
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7 Conclusion and Outlook

This chapter is about the present working and future recommendations.

7.1 Introduction

Data warehouse is basically used for decision making purposes. The different
manipulation techniques are used to access data in a data warehouse. The data from
multiple diverse sources are gathered to data warehouse, to ensure consistency, data
cleaning and integration techniques are applied. The variety of tools like OLAP, ETL,
data mining and data visualization provide the way to make multidimensional
analysis on an applied query. The query tools provide powerful decision making that
leads to beneficial outcome. In data warehouse the related historical data is stored.
The fresh data is provided as a supplement, as data is not overwritten. The data in a
data warehouse is extracted from different operational sources and loaded to a data
warehouse after applying cleansing techniques. So the data in a data warehouse is
relevant and clean.

To make successful decisions the organization of queries is also very important. The
architecture of a data warehouse plays an important role for accurate decision. The
users from different classes may also interact with data in a data warehouse. The
users that belong to different classes are tackled accordingly. The proposed work
presented a new model for a data warehouse. The model’s main focus is to organize
the queries issued by Ihultiple classes of users and process them according to their

assigned priority level.

The proposed architecture introduced a new phase (PAP) Priority allocation processes
is also described in detail in previous chapters. The algorithm and simulation is also
done consequently. The objective to propose such architecture is to organize multiple

users in order and processes the initiated queries.
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7.2 Achievements

The data manipulation takes place in appropriate order. The users are assigned
priority levels. The users with higher priority level dgalt with first, so they may not
suffer long wait. The users with any one class but have low complexity of query is
also preferred. A threshold is maintained in order to tackle the queries that have low
processing time and they are from any one of the defined class. The time is allocated
to each class of user to generate queries. The processing times of queries are
automatically provided to processor according to their complexity i.e. (joins) the
queries with more joins are more complex. Query is answered back to each user in an

organized way.

7.3 Improvements

The concept of a data warehouse is new concept. The typical architecture of a data

warehouse is at an abstract level. In reference paper [3] the web warehouse

o - architecture is discussed also. The discussed papers are thoroughly studied in order to

B use their concept and build a new improved architecture. In this proposed work the
queries are organized in well structured way. The set of users that belongs to different

hierarchical background are treated according to assigned priority levels. The data is

j gathered from heterogeneous sources are gathered and distributed on related data

marts.

7.4 Future Recommendations

et

The Priority Allocation Process (PAP) under Priority Allocation Layer (PAL) is new
concept in this era and is next step from data warehouse architecture. The simulation
of proposed algorithm is carried out in C# and through case study Step by Step
processing of algorithm is also shown in previous chapter. In future a complete team

of software designers, funds and resources are required to practically apply the
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proposed algorithm. Also some new phases such as Query Optimized Layer (QOL)
can be added in order to make the architecture more users friendly. The research

study may continue to work for query optimization and user friendly environment.

7.5 Summary

The last chapter seven is about the conclusion and future work. In this chapter the
summary of over all proposed research study is discussed. The future work is also
described here. In future the implementation of this simulation may be done with

team work and related resources.
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List of Acronyms

ETL
OLAP
OLTP
DDW
DWH
DW
SQL
PAP
PQ
RAM
PL

Acronyms

Extract Transform & Load
On-line Analytical Processing
Online-Transaction Processing
Distributed Data Warehouse
Data Warehouse

Data Warehouse

Standard Query Language
Priority Allocation Process
Prioritized Queue

Random Access Memory
Presentation Layer
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