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Security in Mobile Ad hoc Networks( MANET) Abstract

Abstract

Mobile ad hoc networks are unique generation of networks offering unrestricted mobility
without relying on any infrastructure. In these kinds of networks, hosts rely on each other
to keep the network connected, sharing responsibility of network formation and
management. Security is a factor of great importance in decentralized communication
systems like mobile ad hoc networks. This paper deals with the problem of secure
communication and authentication in ad hoc wireless networks, We focus on security
mechanisms and notably on the key management mechanisms. Our authentication
protocol is inspired from the work of (D. Balfanz & H. Chi Wong, 2002) with a novel
diversity. A reliable solution for securing wireless commercial transactions is presented
which is practical and industry demanding. In this approach, devices exchange a small
amount of public information over location-constrained channel, which will later allow
them to complete key exchange over wireless link. It is secure against passive attacks on
location-constrained channel and all kinds of wireless attacks on wireless link. Instead of
using traditional public key algorithms like RSA, we have included Elliptic cryptography
in our approach for generating public/private key pair because it is more suitable for
constrained environments (low memory wireless devices).
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Chapter 1 Introduction

1. INTRODUCTION

Ad hoc networking is a wireless networking paradigm for self-organizing
networks that until recently has mainly been associated with military battlefield networks.
However, with the availability of wireless technologies such as Bluetooth and 802.11 and
the development of the next generation networks, civilian applications that exploit the
advantages of ad hoc networking are being envisioned.

The advent of ad hoc networks brought with it a flurry of research focused on
communication and routing protocols; peer-to-peer, many-to-many, and sensor network
protocols were quickly adapted to hamness such research. These developments enabled an
increased number of applications to hamness the benefits of decentralized networks.
Examples of such applications range from simple chat programs to shared whiteboards
and other collaborative applications. Although intended for diverse audiences and
contexts, many of these applications share a common quality: they are information
centric. The information transferred may be an ordinary conversation between friends,
confidential meeting notes shared among corporate executives, or mission—critical
military information. Despite the deployment of information—driven applications such as
these, the call for ad hoc network security remains largely unanswered.

Ad hoc security is not, however, a concern that has slipped through the cracks
unnoticed: numerous research initiatives have been launched to surmount the challenge.
Unfortunately, many of these approaches have been largely ineffective due to their
limited scope, unrealistic computational requirements, or inability to address core
security issues.

So far most of the research that has been done on ad hoc networking has focused
on routing. Other issues such as security and network addressing have received
considerably less attention and these issues need to be addressed before any successful
applications will appear.

1.1 Ad hoc Networks

Ad hoc networks are an emergent, decentralized communication paradigm that
were initially developed explicitly for battlefield settings, where military personnel
required a communication medium that did not rely on a centralized entity or wired
infrastructure, and had the capability to support lightweight, mobile nodes, such as
handheld radios and telephones. More recently, application developers from a variety of
domains have embraced the salient features of the ad hoc networking paradigm. Although
these applications vary considerably in terms of their use of ad hoc networks, verities of
the underlying communication pattern have remained:

¢ Decentralized: Central servers, specialized hardware, and fixed infrastructures are
necessarily absent. The lack of infrastructure precludes the deployment of
hierarchical host relationships; instead, nodes uphold ephemeral and egalitarian
relationships. That is, they assume a contributory, collaborative role in the
network rather than of dependence.

Security in Mobile Ad hoc Networks (MANET) 1
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Amorphous: Node mobility and wireless comnectivity allow nodes to enter and
leave the network spontaneously. Fixed topologies and infrastructures are,
therefore, inapplicable.

Broadcast communication: The underlying protocols used in ad hoc networking
employ broadcast rather than unicast communication.

Addressless messages: Dynamic network membership necessitates content—based
rather than address—based messages. That is, nodes cannot rely on a specific node
to provide a desired service, instead, the node must request the service of all
nodes currently in the network; nodes capable of providing service respond

accordingly.

Lightweight nodes: Ad hoc enabled nodes are mobile and, therefore, often small
and lightweight in terms of energy and computational capabilities.

Transient: The energy restraints and application domains of ad hoc networks
often require temporal network sessions. Perhaps the most notable variant in ad
hoc network-based applications is network area—the perimeter of the network
and number of nodes contained therein. Many research initiatives have envisioned
ad hoc networks that encompass thousands of nodes across a wide area. Because
wireless nodes are capable of communicating on a very short distance, this vision
motivated extensive, often complicated routing protocols. In contrast, we envision
ad hoc networks with small areas and a limited number of nodes. Collaborative
whiteboards, shared notebooks, and serverless chat applications, which are often
used in small, group contexts, are supportive of this vision.

1.1.1 Security Requirements of Ad hoc Networks

The security services of ad hoc networks are not altogether different than those of

other network communication paradigms. Specifically, an effective security paradigm
must ensure the following security primitives:

Identity Verification ensures that a malicious node cannot masquerade as a trusted
network node.

Data confidentiality is a core security primitive for ad hoc networks. It ensures
that the desired recipient(s) of a given message cannot be understood by anyone
else. Data confidentiality in ad hoc networks is typically enabled by symmetric
key cryptosystems.

Data integrity denotes the authenticity of data sent from one node to another. That
is, it ensures that a message sent from node A to node B was not modified by a
malicious node, C, during transmission. If a robust confidentiality mechanism is
employed, ensuring data integrity may be a simple as adding one-way hashes to
encrypted messages.

Awvailability ensures that the desired network services are available whenever they
are needed. Systems that ensure availability seek to combat denial of service and
energy starvation attacks.

Security in Mobile Ad hoc Networks (MANET) 2
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1.1.2 Security Solution Constraints

Historically, network security personnel have adopted a centralized, largely
protective paradigm to satisfy the aforementioned requirements. This paradigm has been
effective because the privileges of every node in the network are managed by dedicated
machines—authentication servers, firewalls, etc—and the professionals who maintain
them. Membership in such a network allows individual nodes to operate in an open
fashion—sharing sensitive files, allowing incoming network connections—because they
are implicitly guaranteed that malicious users from the outside world will not be allowed
to access their node(s).

Although they were attempted early in the evolution of ad hoc networks, attempts
to adapt similar client-server solutions to a decentralized environment were largely
ineffective.

o Lightweight: Solutions must minimize the amount of computation and
communication required to ensure the security services to accommodate the
limited energy and computational resources of mobile, ad hoc—enabled devices.

« Decentralized: Like ad hoc networks themselves, attempts to secure them must be
ad hoc: they must establish security without a priont knowledge or reference to
centralized, persistent entities. Instead, security paradigms must levy the
cooperation of all trustworthy nodes in the network.

e Reactive: Ad hoc networks are dynamic: nodes—trustworthy and malicious—
may enter and leave the network spontaneously and unannounced. Security
paradigms must react to changes in network state; they must seek to detect
compromises and vulnerabilities; they must be reactive, not protective.

o Fault-Tolerant: Wireless transfer mediums are known to be unreliable; nodes are
likely to leave or be compromised without warning. The communication
requirements of security solutions should be designed with such faults in mind;
they mustn’t rely on message delivery or ordering.

Naturally, these are not stringent requirements: specific applications may relax
some or all of the above requirements based on their domain and the sensitivity of the
information involved. Moreover, many ad hoc network applications do not require 2-
party secure communication; instead, achieving broadcast or group security may be
all that is needed.

1.1.3 Security Attacks

Security attacks can be classified in the following two categories [3] depending on
the nature of the attacker:

o Passive attacks: The attacker can only eavesdrop or monitor the network traffic.
Typically this is the easiest form of attack and can be performed without difficulty

Security in Mobile Ad hoc Networks (MANET) 3
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in many networking environments, e.g. broadcast type networks such as Ethernet
and wireless networks.

e Active attacks: The attacker is not only able to listen to the transmission but is
also able to actively alter or obstruct it. Furthermore depending on the attacker’s
actions, the following subcategories can be used to cover the majority of attacks.

o Eavesdropping: This attack is used to gain knowledge of the transmitted data.
This is a passive attack which is easily performed in many networking
environments as mentioned above. However this attack can easily be prevented by
using an encryption scheme to protect the transmitted data.

o Traffic analysis: The main goal of this attack is not to gain direct knowledge
about the transmitted data, but to extract information from the characteristics of
the transmission, e.g. amount of data transmitted, identity of the communicating
nodes etc. This information may allow the attacker to deduce sensitive
information, e.g. the roles of the communicating nodes, their position etc. Unlike
the previously described attack this one is more difficult to prevent.

e Impersonation: Here the attacker uses the identity of another node to gain
unauthorized access to a resource or data. This attack is often used as a
prerequisite to eavesdropping. By impersonating a legitimate node the attacker
can try to gain access to the encryption key used to protect the transmitted data.
Once this key is known by the attacker, she can successfully perform the
eavesdropping attack.

e Modification: This attack modifies data during the transmission between the
communicating nodes, implying that the communicating nodes do not share the
same view of the transmitted data. An example could be when the transmitted
data represents a financial transaction where the attacker has modified the
transactions value.

e Insertion: This attack involves an unauthorized party, who inserts new data
claiming that it originates from a legitimate party. This attack is related to that of
impersonation.

o Replay: The attacker retransmits data previously transmitted by a legitimate node.

» Denial of service: This active attack aims at obstructing or limiting access to a
certain resource. This resource could be a specific node or service or the whole
network.

1.1.4 Security Mechanisms

Most of the security services previously mentioned can be provided using
different cryptographic techniques. The following subsections give an overview of which
techniques are used to provide each of the services.

o Confidentiality: The confidentiality service can be of two different types. The
most common type of confidentiality requirement is that transmitted information

Security in Mobile Ad hoc Networks (MANET) 4
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should not be exposed to any unauthorized entities. A more strict confidentiality
requirement is that the very existence of the information should not be revealed to
any unauthorized entities.

The first type of confidentiality requirement only requires protection from
eavesdropping attacks and can be provided using an encryption scheme. The
stricter requirement implies that the service must also provide protection against
traffic analysis. Such a service will typically require additional mechanisms along
with some encryption scheme.

o Integrity: The integrity service can be provided using cryptographic hash
functions along with some form of encryption. When dealing with network
security the integrity service is often provided implicitly by the authentication
service.

o Authentication: Authentication can be provided using encryption along with
cryptographic hash functions.

e Non-repudiation: Non-repudiation requires the use of public key cryptography to
provide digital signatures. Along with digital signatures a trusted third party must
be involved.

o Availability: The availability is typically ensured by redundancy, physical
protection and other non cryptographic means, e.g. use of robust protocols.

1.2 Literature Survey

This section provides a survey of dominant research initiatives in the ad hoc
security arena, past and present. Each problem area is addressed except secure routing,
which is not aligned with our vision of ad hoc networks.

1.2.1 Authentication

Authentication denotes the accurate, absolute identification of users who wish to
participate in the network. Historically, authentication has been accomplished by a
central, well-known authentication server. The role of the server is to maintain a database
of entities, or users, and their corresponding, unique id. The id may be a digital
certificate, public key, or both. When someone wishes to join a network session—for
example a secure chat session—the applicant proposes its identity, which is then verified
by the authentication server. Unfortunately, the much known notion of a central server
contradicts the essence of ad hoc networks. It is, therefore, necessary to define an
authentication paradigm that does not entail a central entity to verify node identity.

Techniques for authentication in ad hoc networks can generally be grouped into
three categories, namely Trusted Third Parties, Chain of Trust and Location-Constrained
Authentication.

1.2.1.1 Trusted Third Parties

One of the most rudimentary approaches to authentication in ad hoc networks
uses a trusted third-party (TTP). Every node that wishes to participate in an ad hoc
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network obtains a certificate from a universally trusted third-party. When two nodes wish
to communicate, they first check to see if the other node has a valid certificate.

Although popular, the TTP approach is laden with flaws. Foremost, it probably
isn’t reasonable to require all ad hoc network-enabled devices to have a certificate.
Second, each node would have to have a unique name. Although this is reasonable in
large networks, it is a bit too restrictive in an ad hoc setting.

Recent research has introduced more suitable variations of TTPs. Preliminary
phases of this thesis have been reserved for a close analysis of these solutions.

1.2.1.2 Chain of Trust

The TTP model essentially relies on a fixed entity to ensure the validity of all
nodes’ identities. In contrast, the chain of trust paradigm relies on any node in the
network to perform authentication. That is, if a node wishes to enter a network session, it
may ask any of the nodes to enter. If the asked node is able and willing to authenticate the
requesting node, the node is allowed into the session.

Most implementations of the chain of trust require that a node have the signed
public key of the requesting node before it can authenticate. In other words, a node must
have communicated with the requesting node previously in order to authenticate it.

This model assumes that all nodes in the current network session are trustworthy,
which may not be a valid assumption for all ad hoc applications. Further, the chain of
trust does not handle the situation wherein none of the authenticated nodes can
authenticate the new node.

1.2.1.3 Location-Constrained Authentication

Location-Constrained authentication levies the fact that most ad hoc networks
exist in a small area. Authentication is performed between two nodes that are necessarily
close to one another—physically touching in some implementations. The proximity of
nodes is often dictated by the protocol used to perform the authentication. Bluetooth and
infrared are two of the most widely used protocols for this form of authentication.
Although it may not seem obvious, location-constrained authentication is potentially very
secure. The security is obtained from physical assurance and tamper-detection. That is,
the authenticating node can be reasonably certain that the node, it thinks, it is
authenticating is the node actually to be authenticated (i.e., there is no man in the middle)
by physical indications—the transfer light on the requesting node is blinking, the person
operating the device is physically present, etc.

Although location-constrained authentication is well-suited for most applications
with a single end-point, it is not feasible for large, group-based settings.

1.2.2 Key Management

Data confidentiality is often enabled by a symmetric key. Symmetric implies that
the same key and algorithm is used to encrypt and decrypt messages. Although originally
developed for 2-party settings, symmetric keys are appropriate in many-to-many
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contexts as well. In these settings, each member has knowledge of the shared, or group
key, and each message addressed to the group is first encrypted with the key. When a
member receives the message, it decrypts it using the group key. Unlike public or
asymmetric keys, symmetric key cryptosystems are potentially well-suited for ad hoc
networks due to their relative efficiency. Unfortunately, distributing the group key to all
group members is a non-trivial problem. Key management paradigms address this
problem. The figure below illustrates the Digital signatures process.

/" = N

Figure 1.1 Illustrations of the Digital Signatures
1.2.3 Generalized Diffie-Hellman

o Overview

Several years after its inception, the well-known Diffie-Hellman key agreement
protocol was generalized to n participants—thereby allowing an arbitrary number of
nodes to contribute to and share a session key. The revised protocol, henceforth referred
to as Generalized Diffie-Hellman, is nearly identical to its predecessor: members agree
on an a priori G and ZP; each member then generates its own secret Ni = G.

Generalized Diffie-Hellman consists of two stages—upflow and down flow. Each
member’s contributions are collected during the upflow stage, and the resultant
intermediate values are broadcast to the group in the down flow stage.

The setup for GDH is identical to that of two—party Diffie-Hellman: all
participants, M;... M,, choose a cyclic group, G, of order q, and a generator, in G; each
member then chooses a secret share, Ni - G.

o Upflow
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During the upflow, each member, Mi performs a single exponentiation and
appends it to the flow, and forwards the flow to Mi.

(No/K [5j])/F1hi]
M; > M

The upflow stage terminates and the downflow commences when M, = M; —
when the last member has received the upflow.

(N1 NiN3y...y NiIN2...Npy)
Mn—l > Ml

Upon receipt of the upflow, M, calculates the new group key, Kn by taking
exponentiation of the last intermediate value in the flow:

K=K,=(NiNz... Npuy) N,

Once Kn has been calculated, Mn commences the downflow.

¢ Downflow
The downflow is initially comprised of n - 1 intermediate values, N;N, NiNaN,
yeeey N1N;... Ny2N, exponentiated to the nth group member’s secret, N,. M, sends the
downflow to My.1.
(NiNy, NiN3N,,..., NiN;... Nu2Ny)
M'-I < M [

Upon receipt of the downflow, each member, Mi removes its own intermediate
value, NiNy...Ni,Nis1...Ny calculates the group key, K, = (NiNy...NiiNi1...NgN;
exponentiates the remaining i ~ 1 intermediate values in the flow, and forwards the flow
to its predecessor, M,.;.

NiNwNp1... NiuiN;
NiNuNuNp.s...NuNi

NiN;...Ni2Np2Ny...NiuN;
M, < M,

The downflow terminates when M; =M; .
e Analysis

Although Generalized Diffie-Hellman was developed for a wired environment, it
is surprisingly well-suited for some ad hoc environments. Its ability to accommodate
dynamic group membership without a secure communication medium is particularly
desirable. Although Diffie-Hellman does not scale particularly well, it is sufficiently
efficient for small group contexts. Additionally, the developers of GDH have since
designed several variants of the original GDH protocol. The resulting protocols are more
efficient in terms of the number of rounds required and message size and quantity.
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None of this is to say that GDH is a panacea, however. Because it was developed
for a unicast environment, it uses point-to-point communication patterns. Point-to—point
techniques such as these have share common shortcoming: network faults. That is, what
if a member leaves, dies, or is otherwise compromised during key generation?
. Unfortunately, the protocol does not sufficiently deal with these failures. In addition,
authentication is assumed in GDH, as it is with many key management paradigms.

1.2.4 Semi~Centralized Key Management—The Resurrecting
Duckling

e Overview

Unlike GDH, The Resurrecting Duckling{4] is a key management system that was
developed explicitly for ad hoc networks. We have deemed this approach “semi-
centralized” as it is, for the most part, an adaptation of a popular form of centralized key
management used in client—server architectures.

¢ Design

The Resurrecting Duckling employs a public key infrastructure with a replicated
Certificate Authority (CA). Each node in the network has a public/private key pair. In
keeping with the public key paradigm, the public key is widely-distributed, while the
private key is known only to the node to which it corresponds. The CA is responsible for
signing certificates which bind public keys to individual nodes. Because ad hoc networks
are prone to failure, and the CA must be persistent, the CA is replicated and signatures
are created using a (n, t + 1) threshold cryptosystem. (n, t + 1) threshold signature
schemes allow n parties to share the ability to sign the public key when only t + 1
members are present.

In the proposed solution, the CA is replicated n times, thereby allowing up to t
servers to be compromised without loss of the signature service. Each server stores a
“share” of the private key (s , 8z, ..., S» ). There is yet another specialized node in the
infrastructure—the combiner. The combiner, c is responsible for combining each of the
shares and validating the contribution of each of the n servers. If a contribution is deemed
invalid, it is discarded by the combining node.

Once the public key infrastructure is in place, the group key can be generated and
distributed to the group securely: the server nodes need only encrypt the group key once
for every member using that member’s public key. When the member receives the
message, it simply decrypts the message using its private key.

e Analysis

Despite its widespread acceptance in the ad hoc domain, the Resurrecting
Duckling is not very feasible. Most notably, it requires persistent server nodes. Although
replication and threshold schemes are employed for these servers, their existence remains
paramount to the integrity of the key management system; and compromising t + 1 of
them will compromise the system.

Security in Mobile Ad hoc Networks (MANET) 9



Chapter Introduction

Further, the protocol requires a reliable, addressable transfer medium. In defense
of [4], the protocol does not require a synchronous transfer medium—there is no bound
on message delivery or processing times—which makes the protocol slightly more
desirable for the ad hoc context. Nonetheless, this largely adaptive approach is
unnecessarily centralized, and therefore, undesirable.

1.2.5 Tree-based Key Management

Tree structures provide a method of key agreement and management that has
several desirable qualities. The very nature of being in & tree formation reduces the
complexity from O(N) to O(N log N) and provides a well-suited structure for dynamic
membership changes. As elements change membership status, the tree requires only a
few key-node updates to affect the whole tree. This means only a few messages are
passed, reducing computational complexity and bandwidth. For this discussion, consider
a purely muilticast network of N nodes, physically arranged in any order, with all
members being within range of all others (maximal reachability). As with ”standard” key

agreement protocols, trees must also ensure perfect forward and backward secrecy and
key freshness.

1.2.5.1 Logical Key Hierarchy (LKH)

This scheme places all group members at the leaves of an order-m B-Tree, and
consists of a series of intermediate subgroup keys. Built from the bottom up, intermediate

keys higher in the tree serve greater numbers of group members, where the root of the
tree is the group key.

The keys delivered to each member are “shared”, in essence, with no other nodes
with the exception of the root. All intermediate keys, however are shared by all
dependents (children in this subtree) of the inner-tree node.

This group tree, in most LKH implementations, is stored on one designated host.
It is clear from the role that this node must be a nearly permanent fixture in the model, as
failure would place the group in a state of near total confusion.

Membership changes initially affect only those keys which are above and to the
most direct path to the root. As these intermediate values change, a secondary flow will
change all other members’ keys to guarantee perfect forward secrecy and key freshness.

This minimal-impact affect of trees initiated by membership changes helps key
distribution problems immensely.

1.2.5.2 Extensions to Logical Key Hierarchy (LKH) —LKH++

An extension to Logical Key Hierarchy that uses hashing and intermediate key
values is described in “Efficient and Secure keys management for wireless mobile
communications” by Roberto Di Pietro, Luigi V. Mancini, and Sushil Jajodia. Using a
key distribution node, the “center”, this protocol attempts to require a minimal amount of
- network communication and message computation to generate and share the group key.
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As in other techniques, intermediate values between any given node and the root are
required to be maintained by each node.

The main difference between this and other protocols is the use of hashing. They
describe how a new key, K’ is to be sent to the group, encrypted with the current group
key, K. The center computes the one-way hash of K (defined as H (K)), followed by the
Xor of the new key and the hash of the current Ky = H(K) _ Ko , and sends this to the
group. Group members then recover the new key by computing Ko = H (K) _K,. By
hashing the values, the key is never sent "in the clear” or even as a coliection of partial
values, rather it is sent in a “pseudo-encrypted” form—only those network elements that
know the current key will be able to decode and retrieve the new key. The benefit of this
technique is a general reduction in resource consumption. They noted a 50% drop in
computations done by the key center, and a 50% reduction in required bandwidth for
group formation.

1.2.5.3 Tree-Based Group Diffie-Hellman (TGDH)

Work done by Kim, Perrig and Tsudik [1] introduces a fairly simple and flexible
structure for keys using singly-rooted binary trees that are easily distributed throughout
the group. Using the elegance of trees and the provable guarantees of Diffie-Hellman key
exchange, this is generally a simple construct. They point out that their structure provides
a set of desirable qualities others do not; ability to manage cascaded events, and the
decoupling of physical location in the group versus the logical location in the tree
structure. This helps ensure a highly flexible organization, and prevents unbalanced trees
related to “membership sponsors” found in some key organization techniques. (See the
Octopus protocol for a basic example of this type of issue.)

As with two-party Diffie-Hellman, key material in this scheme is divided into a
public set and a private set of values. Each node uses a pair of values, a key and a blinded
key, that is it is computationally infeasible to derive the key material from the final key,
and knows the path from itself to the root node. This path also provides a set of key
values from itself to the group key, located at the root. Computation of any intermediate
key value requires the knowledge of the public value of one child node, and the private
value of the other. This is a mutually-blind requirement, in that one child cannot compute
the others’ value, and a third party can not determine either private value, as in two-party
Diffie-Hellman key agreement. Given a leaf nodes’ private value and all intermediate
blind key values from itself to the root, a particular node can compute the group key with
relative ease. They also mention that if all group members know all blind key values from
the tree, membership changes are handled in a more robust manner.

Compared to Generalized Diffie-Hellman, version 3 (GDH.3), Tree-based Group
Diffie-Hellman performed very well The research in [1] showed improved
communication and computation over GDH.3, minimizing many O (N) operations to
O(N log N) in complexity. With 1024 group members, random membership changes
yielded nearly linear resuits that appear to behave well with both larger and smaller
groups. Their test results led them to assert their design would work best under low- to
medium-delay networks.
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1.3 The RSA Signature Scheme

The RSA signature scheme was discovered by Rivest, Shamir, and Adleman [51].
It was the first practical signature scheme based on public-key techniques. The
underlying computationally hard mathematical problem for the RSA signature scheme is
the integer factorization problem (IFP)[41]:

Given a composite number n that is the product of two large prime numbers p and
q, findpandq.

Since it is part of the public key, an adversary has access to the modulus n. Once
p and q are computed, the system is broken and the attacker can use Algorithm 1.3.1 to
determine the secret key.

Algorithm 1.3.1 summarizes how a key pair, i.e. a public and the corresponding
private key, for the RSA signature scheme can be generated. The steps for signing a
message and the steps for verifying a message can be found in Algorithm 1.3.3.

« Koy generation for the RSA signature scheme
OUTPUT: The public key (n, e) and the private key d.
1. Generate two large distinct random primes p and q, each roughly the same size.

2. Computen=pgand ®=(p-1)}q-1).

3. Use the extended Euclidean algorithm to compute the unique integer d,
1 <d < ®, such that ed = 1 (mod ®).

4. The public key is (n, €); the private key is d.

« RSA signature generation

INPUT: The message m, the public key (n; €), and the private key d.
OUTPUT: The digital signature s.

» Compute the hash value of the message m™ = h (m), an integer in the range
[0,n-1].

» Compute s =m® mod n.
» The signature for mis s.
« RSA signature Verification

INPUT: The message m, the public key (n, €) of the signer and the signature s on m.
» Compute ~m = S° mod n.

» Verify that ~m = h (m); if not, reject the signature.
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1.4 The Elliptic Curve Digital Signature Algorithm (ECDSA)

A variant of DSA based on elliptic curves is ECDSA. It was first proposed in
1992 by Scott Vanstone [63]. The underlying computationally hard mathematical
problem is the Elliptic Curve Discrete Logarithm Problem (ECDLP){41]:

Given an elliptic curve E defined over F,, a point P € E(F,) of order n, and a
point Q € E (F,), determine the integer L, 0 <1 <n - 1, such that Q = IP, provided that
such an integer exists.

This discrete logarithm problem over elliptic curves is considered to be
significantly harder than the DLP over Zp, which is the mathematical basis for DSA.
Therefore, the strength per-key-bit is substantially higher than in DSA and, hence,
smaller parameters (keys) can be used for elliptic curve cryptosystems to achieve
equivalent levels of security.

In order to facilitate interoperability, the domain parameters for ECDSA, which
are the parameters of the curve E, the underlying finite field Fq and a base point G € E
(Fq), have to be negotiated and agreed upon by the communication partners. The curve is
usually determined by its two parameters a and b and the curve equation. For the finite
field F, m, the curve equation is given by the equation

V+xy=x+al +b

which is the same for all m. The base point G is defined by its affine coordinate’s
XxG and yG .Usually, the order n of the point G is also part of the domain parameters.
Algorithm 1.4.1 summarizes how a key pair, i.e. a public and the corresponding private
key, for the ECDSA signature scheme can be generated. The steps for signing a message
are given in Algorithm 1.4.2 and the steps for verifying a message can be found in
Algorithm 1.4.3. Signature generation and verification requires the computation of the
hash value of the message using the Secure Hash Algorithm (SHA-1) {45], which was
proposed by the U.S. National Institute for Standards and Technology (NIST).

+ Key Generation for the ECDSA

INPUT: The elliptic curve domain parameters.
OUTPUT: The public key Q and the private key d.

» Select a random integer d in the interval {1; n - 1].
» Compute Q =dG.
> The public key is Q and the private key is d.

» ECDSA Signature Generation

INPUT: The message m, the elliptic curve domain parameters, the public key Q, and
the private key d.
OUTPUT: The digital signature (r; s).
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Select a random integer k; 0 <k <n.

Compute kG = (x , y1 ) and convert x, to an integer.
Compute r = x; mod n. If r =0 then go to Step 1.

Compute k™ mod n.

Compute SHA-1(m) and convert this bit string to an integer e.
Compute s =k (e + dr) mod n. If s = 0 then go to Step 1.
The signature for the message m is (r; s).

vV V V V V V V¥

« ECDSA Signature Verification

INPUT: The elliptic curve domain parameters, the message m, the public key Q of the
signer and the signature (r; 5).

» Verify that r and s are integers in the interval [1; n - 1]
Compute SHA-I(m) and convert this bit string to an mteger e
Computew=s"modn.

Compute u; = ew mod n and u; =rw mod n.

Compute X =u,G + u2Q.

If X = 0, then reject the signature. Otherwise, convert the x-coordinate of X to
an integer x;, and compute v = x; mod n.

» Accept the signature if and only if v=r.

1.5 Project

Imagine a situation in which bank customers are standing in a queue and two or
three bank employees are dealing them in making transactions. The customers have to
spend a lot of time and also have to wait for their turn in the queue. The bank needs more
employees for giving better service to its customers. This scenario, both for the bank and
the customers, can be improved by deploying ad hoc networking using Resurrecting
Duckling Policy[5,6], with some extensions in our idea. Here, we have also taken
inspiration from the work of D. Balfanz [22).

Our idea is elaborated as: A user (Bank customer) enters the bank, with his laptop
or PDA, to perform some transactions. The bank has mounted the Infrared Bar Code at
one side in the bank and also owns a wireless radio link network (e.g. Bluetooth {18] or
802.11). The user or customer enters the bank premises, would walk up to the Infrared
bar code and briefly establish physical contact between mfrared bar code and his laptop
or PDA. This process is termed as Pre-authentication’, which is done using a link-
constrained channel [22).

vV V.V V V¥V

! First phase in which duckling and mother exchange some secret information over location-constrained
chaanel.

2 This notion of location-constrained channel was introduced by Stajno and Anderson (3, 4], as a part of
“Resurrecting Duckling” model for ad hoc networks.
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During Pre-authentication, their public keys will be exchanged. Now the user can
sit in the bank premises and his laptop or PDA can then perform standard SSL/TLS{19]
key exchange with the bank server over the wireless link (e.g. Bluetooth{18] or 802.11),
since he owns a secret key to perform secure transactions and can establish an
authenticated and secret communication channel.

Such an exchange of pre-authenticated data ensures the user that he wants to
communicate with the device (infrared bar code) by using a special, link-constrained side
channel to exchange a small amount of cryptographic information. That information can
be used to authenticate standard key exchange protocols performed over wireless link.

Once the pre-authentication is completed, the devices proceed to establish a
_ secure connection between them over the main wireless link. To this end, they can use
any established public-key-based key exchange protocol which requires them to prove
possession of a particular private key (e.g., SSL/TLS, SKEME IKE, etc.), which will
correspond to the public key committed to in the pre-authentication step.

~ After secret key exchange, the customer or user will send his/her account number

along with the password or secret code (which can be issued at the time of opening an
account in the bank and can be changed at any time through bank website) to the bank
server. The A/C No. plus code or password will be encrypted with secret key (Session
key) exchanged during pre-authentication. After this phase, the user can perform his
transactions securely over the wireless link (e.g. Bluetooth{18] or 802.11).
We can summarize the basic scheme for pre-authentication as follows,
A) Pre-authentication over location-constrained channel

X — YHKU)

Y —— X:H(KUy)
B) Authentication over wireless channel with SSL/TLS

X—*Y: TLS_CLIENT_HELLO

The various symbols denote:

X: Customer’s Laptop

Y: Bar code device

KU, KUy: Public key belonging to X and Y respectively.

H(KU,), H(KUy): one-way hash of encoding of corresponding keys.
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1.5.1 Characteristics of Location-constrained Channel

Communication technologies that have inherent physical limitations in their
transmissions are good candidates. For example, audio (both the audible and ultrasonic
range), which has limited transmission range and broadcast characteristics, can be used
by a group of PDA’s in a room to demonstratively identify each other. For situations that
require a single communication endpoint, channels with directionality such as infrared
are natural candidates.

The channel be impervious (or resistant) to eavesdropping. For example,
Anderson and Stajano use secret data, such as a symmetric key, exchanged across the
location-constrained channel to allow participants to authenticate each other. As a result,
that authentication protocol is vulnerable to a passive attacker capable of eavesdropping
on the location-constrained channel, thereby obtaining the secrets necessary to
impersonate one of the legitimate participants. A location-constrained channel used to
exchange such secret pre-authentication data must therefore be very resistant to
eavesdropping.

- We therefore propose that any physically limited channel suitable for
demonstrative identification, on which it is difficult to transmit without being detected by
at least one legitimate participant (human or device), is a candidate for use as a pre-
authentication channel. Such candidates include: contact, infrared, near-field signaling
across the body, and sound (both audible and ultrasound). The amount of data exchanged
across the pre-authentication channel is only a small fraction of that sent across the main
wireless link, and so we can use channel media capable only of low data rates.

1.5.2 Advantages of Pre-authentication

Because legitimate participants would only communicate with entities from which
they had received pre-authentication data, we would now require an attacker to perform
an active attack ~ to be able to transmit —not only in the main wireless medium, but also
in the location-constrained channel. Because of the physical limitations of transmission
on location-constrained channels, it is significantly harder for an attacker to passively
eavesdrop on them, not to mention to actively transmit.

_ For such an active attack to succeed, the attacker must not only transmit on the
location-constrained channel, but must do so without being detected by any legitimate
participant.

The difficulty of monitoring a pre-authentication for such unwanted participation
depends on the type of channel used and the number of legitimate parties involved. The
more directed the channel and the smaller the number of parties, the easier it is to
monitor. Note that, because of the physical limitations of the channels used and this

monitoring requirement, it is only possible to use our techniques to pre-authenticate
devices that are physically co-located at the time of first introduction.
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1.5.3 Advantages of our Approach

This idea of pre-authentication has been generalized to secure arbitrary peer-to-
peer ad hoc interactions using a wide variety of key exchange protocols. We have
introduced the use of Elliptic Curve Cryptography and can remove the secrecy
requirements on link-constrained channels used to authenticate key exchange protocols.
More importantly, it allows us to expand the range of key-exchange protocols, which can
be authenticated in this manner to include almost any standard public-key-based protocol.

As a result, this approach can also be used with an enormous range of devices, protocols
and applications.

, This approach is significantly more secure than previous approaches; as we force
an adversary to mount an active attack on the location-constrained channel itself in order
to successfully subvert an ad-hoc exchange. Previous approaches (e.g, use of
unauthenticated Diffie-Hellman key exchange) are either vulnerable to either active
attacks in the main wireless channel, or, in the case of Anderson and Stajano [5, 6], to
passive (eavesdropping) attacks in the location-constrained side channel.

1.5.4 ECC-based SSL In Our Banking Scenario

In our approach, we have integrated ECC into the Secure Socket Layer Protocol.
We chose SSL because it is the most popular and trusted security protocol on the Web. In
the form of HITPS (HTTP secured using SSL), SSL is single handedly responsible for
the widespread adoption of e-commerce and many emerging wireless devices too now
have SSL capabilities.

We have added ECC support to OpenSSL [10], the most widely used open source
implementation of SSL. We have used the OpenSSL0.9.6b cryptographic library for our
implementation. We selected ECC in place of RSA because ECC offers the highest
strength per bit of any known public-key cryptosystem. ECC not only uses small keys for
equivalent strength compared to traditional public key cryptosystems like RSA, the key
size disparity grows a security needs increase. This makes it attractive especially for
constrained wireless devices because smaller keys result in power, bandwidth and
computational savings
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Chapter 2 System Analysis

2. SYSTEM ANALYSIS

At a technical level, software engineering begins with a series of modeling tasks
that lead to a complete specification of requirements and a comprehensive design
representation for the software to be built. The Analysis model, actually a set of models,
is the first technical representation of a system. Over the years many methods have been
proposed for analysis modeling. However just two models now dominate the analysis
modeling landscape. The first, structured analysis is a classical modeling method and the
other approach is object oriented method. We have used the first modeling technique for
the analysis of the software Authentication & Authorization in Mobile Ad hoc networks

2.1 Object-Oriented Analysis

It is a method of analysis that examines the requirements of end-user from the
perspective of objects and classes found in the vocabulary of problem domain.

2.1.1 A Unified Approéch to Object-Oriented Analysis

Over the past decade, Grady Booch, James Rumbaugh, and Ivar Jacobson have
collaborated to combine the best features of their individual object-oriented analysis and
design methods into a unified method. The result, called the Unified Modeling Language
(UML), has become widely used throughout the industry.

UML allows a software engineer to express an analysis model using a modeling
notation that is governed by a set of syntactic, semantic, and pragmatic rules.

In UML a system is represented using five different “views” that describe the
system from distinctly different perspectives. Each view is defined by a set of diagrams.
The following views are presented in UML:

e User Model View: This view represents the system (product) from the user’s
(called actors in UML) perspective. The use-case is the modeling approach of
choice for the user model view. This important analysis representation describes a
usage scenario from the end-user’s perspective.

e Structural Model View: Data and functionality are viewed from inside the system.
That is, static structure (classes, objects, and relationships) is modeled.

e Behavioral Model View: This part of the analysis model represents the dynamic or
behavioral aspects of the system. It also depicts the interactions or collaborations
between various structural elements described in the user model and structural
model views.

o Implementation Model View: The structural and behavioral aspects of the system
are represented as they are to be built.

e Environment Model View: The structural and behavior aspects of the environment
in which the system is to be implemented are represented
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In general, UML analysis modeling focuses on the user model and structural
model views of the system. UML design modeling addresses the behavioral model,
implementation model, and environmental model views.

2.1.2 Domain Analysis

Analysis for object-oriented systems can occur at many different levels of
abstractions. At the business or enterprise level, the techniques associated with OOA can
be coupled with a business process engineering approach in an effort to define classes,
objects, relationships, and behaviors that model the entire business. At the business area
level, an object model that describes the workings of a particular business area (or a
category of products or systems) can be defined. At an application level, the object model

focuses on specific customer requirements as those requirements affect an application to
be built. ‘

We will conduct OOA at a middle level of abstraction. This activity, called
domain analysis, is performed when an organization wants to create a library of reusable
classes (components) that will be broadly applicable to an entire category of applications.

2.1.2.1 Reuse and Domain Analysis

Object-technologies are leveraged through reuse. The benefits derived from reuse
are consistency and familiarity. Patterns within the software will become more consistent,
leading to better maintainability. Be certain to establish a set of reuse “design rules” so
that these benefits are achieved.

2.1.2.2 The Domain Analysis Process

Software domain analysis is the identification, analysis and specification of
common requirements form a specific application domain, typically for reuse on multiple
projects within that application domain ... [Object-oriented domain analysis is] the
identification, analysis, and specification of common, reusable capabilities within a
specific application domain, in terms of common objects, classes, subassemblies, and
frameworks.

The goal of domain analysis is straightforward: to find or create those classes that
are broadly applicable, so that they may be reused.
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Figure 2.10 Input and Output for Domain Analysis

Domain analysis may be viewed as an umbrella activity for the software process.
By this we mean that domain analysis is an ongoing software engineering activity that is
not connected to any one software project. In a way, the role of a domain analyst is
similar to the role of master tool smith in a heavy manufacturing environment. The job of
the tool smith is to design and build tools that may be used by many people doing similar
but not necessarily the same jobs. The role of the domain analyst is to design and build
reusable components that may be used by many people. Working on similar but not
necessarily the same applications.

Figure 2-10 illustrates key inputs and outputs for the domain analysis process.
Sources of domain knowledge are surveyed in an attempt to identify objects that can be
reused across the domain. In essence domain analysis is quite similar to knowledge
engineering. The knowledge engineer investigates a specific area of interest in an attempt
to extract key facts that may be of use in creating an expert system of artificial neural
network. During domain analysis, object (and class) extraction occurs.

The following series of activities are performed during the domain analysis
process:

2.1.2.3 The Domain to be Investigated

To accomplish this we isolated the business area, system type, or product category
of interest. Next, both OO and non-O0 “items” were extracted. OO items include
specifications, designs, and code for existing OO application classes; support classes (e.g.
GUI classes); commercial off-the-shelf (COTS) component libraries that are relevant to
the domain; and test cases. Non-OO items encompass policies, procedures, plans,
standards, and guidelines; parts of existing non-OO applications; and COTS non-OO
software.
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2.1.2.4 Categorization of items Extracted from the Domain

The items were organized into categories and the general defining characteristics
of the category were defined. A classification scheme for the categories was proposed
and naming conventions for each item were defined. Classification hierarchies were
established.

2.1.2.5 Collection of Representative Sample of Application In the
Domain

To accomplish this activity, we ensured that the application in question had items
that fit into the categories that have already been defined. During the early stages of use
of object-technologies, a software organization has few if any OO applications.
Therefore, we identified the conceptual (as opposed to physical) objects in each [non-
0O0] application.

2.1.2.6 Development of Analysis Model for the Objects

The analysis model served as the basis for design and construction of the domain
objects.

2.2 The Object-Oriented Analysis Process

The OOA process doesn’t begin with a concern for objects. Rather, it begins with
an understanding of the manner in which the system will be used—by people, if the
system is human-interactive; by machines, if the system is involved in process control; or
by other programs, if the system coordinates and controls applications. Once the scenario
of usage has been defined, the modeling of the software begins.

A series of techniques is used to gather basic customer requirements and then
define an analysis model for an object-oriented system.

2.2.1 Use-Cases

Use-cases model the system from the end-user’s point of view. Created during
requirements elicitation, use-cases should achieve the following objectives:

o To define the functional and operational requirements of the system (product) by
defining a scenario of usage that is agreed upon by the end-user and the software
engineering team.

e To provide a ciear and unambiguous description of how the end-user and the
system interact with one another.

o To provide a basis for validation testing.
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2.2.1.1 Use-Cases Diagram

Use-Case diagram in Figure 2-11 shows some of the use-cases in the system,
some of the actors in the system, and the relationships between them.

Exchange MHash code Exchange Secret Keys
N A <<communicate>>

participat infra-red Bar code

- O 9

AT .
T-SSUSes>>  <<uses>> |

Wireless Radio
Device
Bank Customer

Figure 2.11 Use-Case Diagram for Secure Banking: Authenticating peer-to-peer Ad
hoc networks
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2.2.1.2 Use-Cases In the System

A use-case is a high level piece of functionality that the system provides.

Pre-authentication

Exchange Secret Keys
Exchange Hash code
Establish Session

Send Acc. No. with Secret code
Encrypt with Secret Key

Performs Transaction

Input Transaction Data

2.2.1.3 Expanded Use-Cases Format

Use-Case: Pre-authentication

Actors: Bank Customer, Infra-red Bar code

Subject: Exchanges pre-authentication data.

System Analysis

Summary: The Bank customer exchanges secret keys with infra-red bar code and

get a secret key for further transactions.
Type: Essential, Primary

Typical Course of Actions:

1. When a Bank customer goes near to the bar-code and sends its secret code

to the bar-code.
The infra-red bar-code assigns a secret key to the bank customer.
It performs key exchange.

Sends user secret key
Gets a secret key from infra-red bar-code.
Stores secret key in bank customer’s laptop or PDA.

A o

Completes pre-authentication step.
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Alternative Courses of Actions:
3a. Secret key exchange failed, exit the thread.

e Use-Case: Exchange Hash Code
Actors: None
Subject: Exchanges hash code.

Summary: The Pre-authentication use-case uses the Exchange Hash-code use-
case to perform exchange of hash code of secret keys.

Type: Essential, Primary
Typical Course of Actions:

1. This Use-Case begins when the Pre-authentication use-case uses this use-
case.

2. It responds by exchanging hash code of secret keys generated by Hash
function.

Alternative Courses of Actions:
2a. Hash code function failed, Exit the function.

¢ Use-Case: Exchange Secret keys
Actors: None
Subject: Exchanges secret keys.

Summary: The Pre-authentication use-case uses the Exchange Secret keys use-
case to exchange the secret keys between bank customer and Infra-red bar-code.

Type: Essential, Primary
Typical Course of Actions:

1. This Use-Case begins when the Pre-authentication use-case uses this use-
case.

2. It responds by exchanging the secret keys between the two actors.

Alternative Courses of Actions:

2a.The secret key exchange failed, Exit the function.
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o Use-Case: Establish Session
Actors: Bank Customer, Wireless Radio Device
Subject: Establishes connection.

Summary: This use-case is called when the Bank customer establishes
connection with the bank server via Wireless radio device.

Type: Essential, Primary
Typical Course of Actions:
1. This Use-Case begins when Bank customer runs the connection function.
2. It responds by establishing connection with the wireless device.
3. Itinitializes Active-x component.
4

. Establishes a secure communication channel using SSL protocol over
TCP-IP.

Alternative Courses of Actions:

4a. Failed to establish a connection, exit the application.

e Use-Case: Send Acc. No with Secret code
Actors: Bank Customer
Subject: Bank customer sends its information.

Summary: This use-case starts after establish session use-case in which bank

customer sends its account number with secret code to bank server to authenticate
itself,

Type: Essential, Primary
Typical Course of Actions:

1. This Use-Case begins when the bank customer wants to authenticate itself
using secure connection.

2. 1t sends bank customer’s account no. along with the secret key to the bank
server.

Alternative Courses of Actions:

2a. Failed to deliver the data, exit the service.
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o Use-Case: Encrypt with Secret Key
Actors: None
Subject: Encrypt Acc. No. with secret key.

Summary: Send Acc. No. with Secret key use-case uses this use-case to encrypt
the data before sending it to the bank server.

Type: Essential, Primary
Typical Course of Actions:

1. This Use-Case begins when the Send Acc. No. with Secret key use-case
uses this use-case.

2. It responds by encrypting the user information with the secret key
exchanged during pre-authentication.

Alternative Courses of Actions:

2a. Encryption function failed, exit.

o Use-Case: Perform Transaction
Actors: Bank Customer
Subject: Performs transaction.

Summary: This use-case begins to perform a transaction with the bank server
after connection establishment and authentication process.

Type: Essential, Primary
Typical Course of Actions:

1 This Use-Case begins when the Bank customer performs transactions with
the bank server using secure channel.

2 It responds by performing the transaction successfully and executing the
command on server for changes.

Alternative Courses of Actions:

2a. Transaction failed, again perform the transaction.
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¢ Use-Case: Input Transaction Data
Actors: None

Subject: Takes input from bank customer.

Summary: This use-case begins when Perform transaction use-case uses it to
take input from bank customer before performing the transaction.

Type: Essential, Primary
Typical Course of Actions:

1 This Use-Case begins when the Perform Transaction use-case uses this
use-case.

2 It responds by taking input from the bank customer.
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3.

DESIGN

Design is an iterative process transforming requirements into a “blueprint” for

constructing the software. It is the first step in the development phase for any engineered
product or system. It can also be defined as “the process of applying various techniques
and principles for the purpose of defining a device, a process or a a system in sufficient
detail to permit its physical realization.

The designer’s goal is to produce a model or representation of an entity that will

later be built. The process by which the model is developed combines intuition and
judgment based on experience in building similar entities, a set of principles and/or
heuristics that guide the way in which the model evolves, a ultimately leads to a final
design representation.

3.1 Object-Oriented Design

It includes a process of object-oriented decomposition and a notation for

representing logical and physical as well as static and dynamic models of the system
under design.

The four layers of object-oriented design pyramid are:

The Subsystem Layer contains a representation of each of the subsystems that
enable the software to achieve its customer-defined requirements and to
implement the technical infrastructure that supports customer requirements. The
subsystem design is derived by considering overall customer requirements
(represented with use-cases) and the events and states that are externally
observable (the object-behavior model).

The Class and Object Layer contains the class hierarchies that enable the system
to be created using generalizations and increasingly more targeted specializations.
This layer also contains representations of each object. Class and object design is
mapped from the description of attributes, operations, and collaborations
contained in the CRC model.

The Message Layer contains the design details that enable each object to
communicate with its collaborators. This layer establishes the external and
internal interfaces for the system. Message design is driven by the object-
relationship model.

The Responsibilities Layer contains the data structure and algorithmic design for
all attributes and operations for each object. Responsibilities design is derived
using the attributes, operations, and collaborations described in the CRC model.
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The design pyramid focuses exclusively on the design of a specific product or
system. It should be noted, however that another “layer” of design exists, and this layer
forms the foundation on which the pyramid rests. The foundation layer focuses on the
design of domain objects (called design patterns). Domain objects play a key role in
building the infrastructure for the OO system by providing support for human/computer
interface activities, task management, and data management. Domain objects can also be
used to flesh out the design of the application itself.

3.2 Design Patterns

The best engineers in any field have an uncanny ability to see patterns that
characterize a problem and corresponding patterns that can be combined to create a
solution. Throughout the OOD process, a software engineer should look for every
opportunity to reuse existing design patterns (when they meet the needs of the design)
rather than creating new ones.

3.2.1 Describing Design Patterns
All design patterns can be described by specifying the following information:
¢ The name of the pattern
e The intent of the pattern
e The “design forces” that motivate the pattern
e The solution that mitigates these forces
e The classes that are required to implement the solution
o The responsibilities and collaboration among solution classes
o Guidance that leads to effective implementation

o Example source code or source code templates
e Cross-references to related design patterns

The design pattern name is itself an abstraction that conveys significant meaning
once the applicability and intent are understood. Design forces describe the data,
functional, or behavioral requirements associated with part of the software for which the
pattern is to be applied. In addition forces define the constraints that may restrict the
manner in which the design is to be derived. In essence, design forces describe the
environment and conditions that must exist to make the design pattern applicable. The
pattern characteristics (classes, responsibilities, and collaborations) indicate the attributes
of the design that may be adjusted to enable the pattern to accommodate a variety of
problems. These attributes represent characteristics of the design that can be searched
(e.g. via a database) so that an appropriate pattern can be found. Finally, guidance
associated with the use of a design pattern provides an indication of the ramifications of
design decisions.
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3.2.2 Using Patterns in Design

In an object-oriented system, design patterns can be used by applying two
different mechanisms: inheritance and composition. Using inheritance, an existing design

pattern becomes a template for new subclass. The attributes and operations that exist in
the pattern become part of the subclass.

Composition is a concept that leads to aggregate objects. That is, a problem may
require objects that have complex functionality (in the extreme, a subsystem
accomplishes this). The complex object can be assembled by selecting a set of design
patterns and composing the appropriate object (or subsystem). Each design pattern is
treated as a black box, and communicates among the patterns occurs only via well
defined interfaces.

3.3 Object-Oriented Design Process

UML design modeling addresses the structural model, behavioral model,
implementation model, and environmental model views.

3.3.1 Structural Model

Data and functionality are viewed from inside the system. That is, static structure
(classes, objects, and relationships) is modeled.

3.3.1.1 Whatis a Class?

A class is something that encapsulates information and behavior. Traditionally
we’ve approached systems with the idea that we have the information over here on the
datagbase side, and the behavior over there on the application side. One of the differences
with the object-oriented approach is the joining of a little bit of information with the
behavior that affects the information. We take a little bit of information and a little bit of
behavior, and encapsulate them into something called a class.

3.3.1.2 Finding a Class

A good place to start when finding classes is the flow of events for the use-cases.
Looking at the nouns in the flow of events will allow us to know what some of the classes
are. When looking at the nouns, they will be one of four things:

s Anactor

o Aclass

» An attribute of a class

e An expression that is not an actor , class, or attribute

By filtering out all of the nouns except for the classes, we have found classes
identified for our system.
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A Class diagram in Figure 3-6 is used to display some of the classes and
packages of classes in the system. It gives a static picture of the pieces in the system, and
of the relationships between them.

3.3.2 Behavioral Model

This part of the analysis model represents the dynamic or behavioral aspects of
the system. It also depicts the interactions or collaborations between various structural
elements described in the user model and structural model views.

3.3.2.1 interaction Diagrams

An Interaction diagram shows, step-by-step, one of the flows through a use-case.
There are two types of Interaction diagrams:

o Sequence Diagram represents dynamic behavior which time oriented. It can show
the focus of control. .

e Collaboration Diagram represents dynamic behavior which message oriented. It
can show the data flow.

3.3.2.2 Sequence Diagram

A Sequence diagram shown in Figure 3-7 is an interaction diagram, which is
ordered by time; it is read from the top to the bottom.

We can read this diagram by looking at the objects and messages. The objects that
participate in the flow are shown in rectangles across the top of the diagram.

The actor objects, involved in the use-case are also shown in the diagram.

Each object has a lifeline, drawn as a vertical dashed line below the object. A
message is drawn between the lifelines of two objects to show that the objects
communicate. Each message represents one object making a function call of another.

Messages can also be reflexive, showing that an object is calling one of its own
operations.
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3.3.23 State Transition Diagram

State Transition diagrams in Figures 3-8, 3-9 and 3-10 shows the life cycle of a
single object, from the time it is created until it is destroyed.

Figure 3.8 State Transition Diagram for Use-Case Pre-authentication
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Figure 3.9 State Transition Diagram for Use-Case Establish Session
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4. IMPLEMENTATION

This is very important phase in the software engineering paradigm because no
matter how efficiently analysis has been done? Or how brilliantly the design has been
prepared? Although programming is an outgrowth of analysis and design, all the
programming and implementation skills have to be applied here, because any inefficiency
on part of the programmer will hammer the quality of the software. Another important
aspect of this phase is that, although this phase is succeeded by the testing phase, but
during the implementation phase the programmer is best equipped for glass box testing of
the software, because at this stage he has the access to the code.

4.1 Implementation Techniques
The following techniques were used during the implementation of our project.
4.1.1 Object-Oriented Programming

Although all areas of object technologies have received significant attention
within the software community, no subject has produced more books, more discussion,
and more debate than object-oriented programming (OOP). Hundreds of books have been
wirtten on C++ and Java programming, and hundreds more are dedicated to less widely
used OO languages.

The software engineering viewpoint stresses OOA and OOD and considers OOP
(coding) an important, but secondary, activity that is an outgrowth of analysis and design.
The reason for this is simple. As the complexity of systems increases, the design
architecture of the end product has a significantly stronger influence on its success than

the programming language that has been used. And yet, “language wars” continue to
rage.

4.1.2 Component-Based Programming

In the software engineering context, reuse is an idea both old and new
programmers have stressed upon, since the earliest days of computing, but the early
approach to reuse was ad hoc. Today, complex, high-quality computer-based systems
must be built in very short time periods. This mitigates toward a more organized
approach to reuse.

Computer-based software engineering (CBSE) is a process that emphasizes the
design and construction of computer-based systems using reusable software
“components.”

4.1.2.1 Microsoft COM

Microsoft has developed a component object model (COM) that provides a
specification for using components produced by various vendors within a single
application running under the Windows based operating system. COM encompasses two
elements: COM interfaces (implemented as COM objects) and a set of mechanisms for
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registering and passign messages between COM interfaces. From the point of view of the
application, “the focus is not on how [COM objects are] implemented, only on the fact
that the object has an interface that it registers with the system, and that uses the
component system to communicate with other COM objects”.

4.2 Implementation Tools

Our simultaion software is developed using two tools Microsoft Visual C++ and
Microsoft Access 2002 (for database). There are some reasons to select Visual C++ and
Microsoft Access. The basic reason is that the DDK provides a platform for developing
device driver for Windows based operating system, but using Visual C++ with DDK is a
necessity.

4.2.1 Microsoft Visual C++

Microsoft Visual C++ NET 2003 provides the dynamic development environment
for creating Microsoft Windows-based and Microsoft .NET-based applications, dynamic
Web applications, and XML Web services using the C++ development language. Visual
C++ NET includes the industry-standard Active Template Library (ATL) and Microsoft
Foundation Class (MFC) libraries, advanced language extensions, and powerful
integrated development environment (IDE) features that enable developers to edit and
debug source code efficiently.

It provides developers with a proven, object-oriented language for building
powerful and performance-conscious applications. With advanced template features, low-
level platform access, and an optimizing compiler, Visual C++ NET delivers superior
functionality for generating robust applications and components. The product enables
developers to build a wide variety of solutions, including Web applications, smart-client
Microsoft Windows-based applications, and solutions for thin-client and smart-client
mobile devices. C++ is the world's most popular systems-level language, and Visual
C++NET 2003 gives developers a world-class tool with which to build software.

Following are the reason to select Visual C++ for our Interface Development.

o Visual C++ is a powerful tool for building 32-bit applications for Window 95,
and Windows NT.

o Provide graphical user interface.

o With its code generating Wizards it can produce the shell of a working
Windows application in seconds.

o The class library included with Visual C++, the Microsoft Foundation

Classes, has become the industry standard for Windows software
development.

o The visual editing tools make layout of menus and dialogs a snap.

e You can create a Windows application in minutes by telling AppWizard to
make you a "starter app" with all the Windows boilerplate code you want.
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e Many of the methods correspond closely to API (Application Programming
Interface) functions that are already familiar to Windows programmers.

o Very Powerful compilers that not only tell the error but also try to give u
message so that u can easily understand what wrong u have done.

o Easy to use linking facility so that you can link your program with other
programs who has provide u with Library to interact or call their program
function in your programs.

« It can be efficiently used for object-oriented programming.

o It supports COM.
4.3 SSL (Secure Socket layer Protocol)

The primary goal of the SSL Protocol is to provide privacy and reliability
between two communicating applications. The protocol is composed of two layers. At
the lowest level, layered on top of some reliable transport protocol (e.g., TCP[TCP}), is
the SSL Record Protocol. The SSL Record Protocol is used for encapsulation of various
higher level protocols. One such encapsulated protocol, the SSI Handshake Protocol,
allows the server and client to  authenticate each other and to negotiate an encryption
algorithm and cryptographic keys before the application protocol transmits or receives its
first byte of data.

4.3.1 ECC-based SSL Handshake

Since ECC is a public-key cryptographic mechanism, only the handshake protocol
is affected by incorporating ECC into SSL. Figure 4.1 shows the operation of an ECC-
based SSL handshake. Through the firrst two messages (processed in the same way as for
RSA) the client and server negotiate an ECC based cipher suite (for example, ECDH-
ECDSA-RC4-SHA). However, the ServerCertificate message contains the server's
Elliptic Curve Diffie-Hellman (ECDH) public key signed by a certificate authority using
the Elliptic Curve Digital Signature Algorithm (ECDSA). After validating the ECDSA
signature, the client conveys its ECDH publicckey to the server in the
ClientKeyExchange. The SSL Handshake Protocol is one of the defined higher level
clients of the SSL Record Protocol. This protocol is used to negotiate the secure
attributes of a session. Handshake messages are supplied to the SSL Record Layer,
where they are encapsulated within one or more SSLPlaintext structures, which are
processed and transmitted as specified by the current active session state.
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4.3.2 SSL Record Layer Protocol

The SSL Record Layer receives uninterpreted data from higher layers in non-
empty blocks of arbitrary size.

o Fragmentation

The record layer fragments information blocks into SSLPlaintext records of 2"14
bytes or less. Client message boundaries are not preserved in the record layer
(1.e., multiple client messages of the same Content Type may be coalesced into a
single SSLPlaintext record).

struct {
uint8 major, minor;
} ProtocolVersion;
enum {
change_cipher_spec(20), alert(21), handshake(22),
application_data(23), (255)
} ContentType;
struct {
ContentType type;
ProtocolVersion version,;
uint16 length;
opaque fragment[SSLPlaintext.length]; } SSLPlaintext;
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e Record compression and decompression

All records are compressed using the compression algorithm defined in the
current session state. There is always an active compression algorithm, however
initially it is defined as CompressionMethod.null. The compression algorithm
translates an SSLPlaintext structure into an SSLCompressed structure.
Compression functions erase their state information whenever the CipherSpec is
replaced.

struct {
ContentType type;  /* same as SSLPlaintext.type */
ProtocolVersion version;/* same as SSLPlaintext.version */
uint16 length;
opaque fragment[SSLCompressed.length];
} SSLCompressed,

4.4 EC Domain Parameters

The elliptic curve domain parameters specify the elliptic curve used. The
parameters consist:

Bit Size Curve Name

163 NIST B 163
233 NIST B 233
283 NIST B 283
409 NIST B_409
571 NIST B 571

Table 4.1 NIST Recommended Curves

4.4.1 The Finite Field ( GF2™)

borZoi uses a binary field of the form 2™ over a polynomial basis. This is
specified by m, an unsigned long, basis, an int, which can be 1 (Gaussian Basis: not
)s(‘lg)poned in borZoi), 2 (Trinomial Basis: ™ + x* + 1) or 3 ( Pentanomial Basis: x™ +
+ x? + ¥ +1), trinomial k, an unsigned long, representing the k power of the
trinomial polynomial, pentanomial_k3, an unsigned long, representing the k3 power of
the pentanomial polynomial, pentanomial k2, an unsigned long, representing the k2
power of the pentanomial polynomial and pentanomial k1, an unsigned long,
representing the k; power of the pentanomial polynomial.
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4.4.2 The Elliptic Curve (E: y* + xy = x*> + ax? +b)

The elliptic curve is specified by a, a finite field element (F2M), b, a finite field
element (F2M), r, a large positive prime integer (Biglnt) which divides the number of
points on the curve, G, a point on the curve (Point, see borzoi_util.h) which is the
generator of a subgroup (of the points on the curve) of order r and k, a positive prime

integer (Biglnt) called the cofactor which is equal to the number of points on the curve
divided by r.

4.4.3 Constructors

e EC Domain Parameters ();
e EC Domain Parameters (m, basis, trinomial k ¢, r, G, k);

o EC Domain Parameters (m, basis, pentanomial k3, pentanomial k2,
pentanomial_k1). Note - ¢ is of type Curve.

4.4.4 Methods
e bool valid ();

This checks if the EC domain parameters are valid using a subset (steps 6.4 to 7)
of the method in section A.16.8 of the IEEE P1363 standard:

— Check that b # 0 in GF2™.

— Check that G # O.

— Check that Gx and Gy are elements of GF2™.
~ Check that y* + xy = x° + ax’ + b in GF2™.

— Check that 1G=0.

— Check that the curve is not subject to the MOV reduction attack.

e EC Domain_Parameters& operator = (const EC Domain Parameters& dp ),
Assignment
o std::ostream& put (std: : ostreamé s ) const;

Output
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4.5 EC Keys

4.5.1 EC Private Keys

Elliptic Curve Private Keys have two member variables: dp, the EC domain
parameters and s, the private key which is a large integer (Bigint) and must be kept
secret.

4.5.1.1 Constructors
e ECPrivKey (dp);

Generate an EC private key object with EC domain parameters dp and a random
private key.

e ECPrvKey (dp, s);

Generate an EC private key object with EC domain parameters dp and a private
key s.

4.5.2 EC Public Keys

Elliptic Curve Public keys have two member variables: dp, the EC domain
parameters and W, the public key which is a point on the curve (Point).

4.5.2.1 Constructors
e ECPubKey (),
Create an empty EC public key object.
e ECPubKey (sk);
Calculate an EC public key object from an EC private key sk.
e ECPubKey (dp, W),
Create an EC public key object with EC domain parameters dp and public key W.

4.5.2.2 Methods

¢ bool valid ();
Checks if the EC public key object is valid

Assignment
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4.6 ECKAS-DH1

In ECKAS-DHI1 (the Elliptic Curve Key Agreement Scheme, Diffie-Hellman 1),
each party combines its own private key with the other party’s public key to calculate a
shared secret key which can then be used as the key for a symmetric encryption algorithm
such as AES. Other (public or private) information known to both parties may be used as
key derivation parameters to ensure that a di_erent secret key is generated every session.

4.6.1 Functions
e OCTETSTR ECKAS DHI (dp, s, Wi);

Calculates a 128 bit secret key from EC domain parameters dp, private
key s and public key Wi. s belongs to one party, Wi belongs to the other and dp is
common to both of them.

e OCTETSTR ECKAS DH1 (dp, s, Wi, P),

Calculates a 128 bit secret key from EC domain parameters dp, private
key s, public key Wi and key derivation parameter P (an octet string). s belongs to
one party, Wi belongs to the other and dp and P are common to both of them.

o Example

In this example (Figure 4.1) party A and party B have previously decided
to use the NIST B 163 curve.

User A User B

use NIST B 163 (); use NIST B 163();
EC_Domain_Parameters dp = NIST B_163; EC_Domain_Parameters dp = NIST_B_163;
ECPrivKey skA (dp); // generate private key ECPrivKey skB (dp); / generate private key
ECPubKey pkA (skA); // calculate public key ECPubKey pkB (skB); // calculate public key
// Send pkA to B and obtain pkB // Send pkB to A and obtain pkA

OCTETSTR K = ECKAS_DH1 (dp, skA.s, pkB.W) | OCTETSTR K = ECKAS_DH1 (dp, skB.s, pkA. W)

// Use K with a symmetric enctyption algorithm // Use K with a symmetric encryption algorithm

Figure 4.1 ECKAS DHI Example
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4.7 SHA-1 Hash Algorithm
These functions implement the SHA-1 hash algorithm as specified in FIPS 180-1.
4.7.1 Functions
e OCTETSTR SHAIl (x);
Calculate the SHA-1 hash of octet string x.
e OCTETSTR SHAI (x);
Calculate the SHA-1 hash of string x.
e OCTETSTR SHAI1 (x);
Calculate the SHA-1 hash of BigInt x.
4.7.2 Example
std :: string M (" Message to be hashed " );
OCTETSTR hash = SHAl (M),

4.8 Elliptic Curve Digital Signature Algorithm (ECDSA)

ECDSA (the Elliptic Curve Digital Signature Algorithm) is used to generate a
digital signature of a message digest or hash. The signature consists of ¢ and d which are
two large integers (Biglnt).

4.8.1 Constructors
e ECDSA()
Create an empty ECDSA signature object.
e ECDSA(c,d)
Create an ECDSA signature object from ¢ (Bigint) and d (Bigint).
e ECDSA (sk, f)

Generate an ECDSA signature object from message digest f (Bigint) and private
key sk (ECPrivKey).

4.8.2 Methods
e Verify (pk, f)

Verify the signature with message digest f (Bigint) and public key pk
(ECPubKey).

e Put() : Output
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4.8.3 Example (generating a signature)
In this example, the user has previously generated a private key sk:
Std :: string M ("message");
ECDSA sig (sk, OS2IP ( SHA1 (M)));

4.8.4 Example (verifying a signature)

In this example, the user tries to verify the signature generated in the previous
example: ‘

if ( sig.verify ( pk, OS2IP (SHA1 (M))))
{ // Valid Signature }
else

{ // Invalid Signature }

4.9 Database Connectivity and Transactions

We accessed the bank database using ODBC. The Bank database is linked with
the Bank server. The implementation of accessing the database and performing
transactions is as under:

4.9.1 CAccountSet

IMPLEMENT DYNAMIC(CAccountSet, CRecordset)
CAccountSet::CAccountSet(CDatabase* pdb)
: CRecordset(pdb)
{ IH{{AFX_FIELD INIT(CAccountSet)
m_AC NO=0;
m AC TYPE=0;
m_CUST_ID=0;
m_OPEN DATE=_T(""),
m_CHECKBOOK_START =0;
m_CHECKBOOK_END = 0;
m_ZAKAT = 0;
m_BALANCE = (;
m_nFields = §;
/I}}AFX_FIELD INIT
m_nDefaultType = dynaset,
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S. TESTING AND RESULTS

The overall objective of the testing process is to identify the maximum number of
errors in the code with a minimum amount of efforts. Finding an error is thus considered
a success rather than failure. On finding an error, efforts are made to correct it.

5.1 Testing Process

Test consists of a number of test cases, where different aspects of the part of the
project under test are checked. Each test case tells what to do, what data to use, and what
results to expect. When conducting the test, the results including deviations from the
planned test cases are not in a test protocol. Normally a deviation indicates an error in the
system (although some times the test case is wrong, and the system is right). An error is

noted and described in a test report for removal or directly removed by the programmer
who developed that part.

5.2 General Types of Errors
Error can be of following types:
¢ Functional error (e.g. function is not working correctly or missing).
e Non-Functional error (e.g. performance is slow)

e Logical error (e.g. error in algorithm, user interface errors is not considered as
a logical error).

5.3 Testing Strategies

A strategy for software testing may be viewed as the spiral (Figure 5-1). Unit
testing begins at the vortex of the spiral and concentrates on each unit (i.e., component)
of the software as implemented in source code. Testing progresses by moving outward
along the spiral to integration testing, where the focus is on design and the construction of
the software architecture. Taking another turn outward on the spiral, we encounter
validation testing, where requirements established as part of software requirements
analysis are validated against the software that has been constructed. Finally, we arrive at
system testing, where the software and other system elements are tested as a whole. To

test computer software, we spiral out along stream-lines that broaden the scope of testing
with each turn.
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Svstern Testina
Validation Testina
Intearation Testing

Unit Testina
Code

Desian
Requirements

Svstem Enaineering

Figure 5-1; Testing Strategy

5.3.1 Unit Testing

Unit testing focuses verification effort on the smallest unit of software design—the
software component of module. Using the component-level design description as guide,
important control paths are tested to uncover errors within the boundary of the module.
The relative complexity of tests is uncovered errors in limited by the constrained scope
established for unit testing. The unit test is white-box oriented, and the step can be
conducted in parallel for multiple components.

5.3.2 Integration Testing

Integration testing is a systematic technique for constructing the program structure
while at the same time conducting tests to uncover errors associated with interfacing. The
objective is to take unit tested components and build a program structure that has been
dictated by design. :

5.3.2.1 Top-down Integration

Top-down integration testing is an incremental approach to construction of
program structure. Modules are integrated by moving downward through the control
hierarchy, beginning with the main control module (main program). Modules
subordinates (and ultimately subordinate) to the main control module control module are
incorporated into the structure in either a depth-first or breath-first manner.

5.3.2.2 Bottom-up Integration

Bottom-up integration testing, as the name implies, begins construction and
testing with atomic modules (i.e., components at the lowest levels in the program
structure). Because components are integrated from the bottom up, processing required
for components subordinate to a given level is always available and the need for stubs is
eliminated.
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5.3.2.3 Regression Testing

Each time a new module is added as part of integration testing, the software
changes. New data flow paths are established, new I/O may occur, and new control logic
is invoked. These changes may cause problems with functions that previously worked
flawlessly. In the context of an integration test strategy, regression testing is the re-
execution of some subset of tests that have already been conducted to ensure that changes
have not propagated unintended side effects.

5.3.3 Validation Testing

Validation can be defined in many ways but a simple definition is that validation
succeeds when software functions in a manner that can be reasonably expected by the
customer.

5.3.4 System Testing

System testing is a series of different tests whose primary purpose is to fully
exercise the computer-based system. Although each test has a different purpose, all work
to verify that system elements have been properly integrated and perform allocated
functions.

5.3.4.1 Security Testing

Security testing attempts to verify that protection mechanisms built into a system
will, in fact, protect it from improper penetration.

5.3.4.2 Stress Testing

Stress testing executes a system in a manner that demands resources in abnormal
quantity, frequency or volume.

5.3.4.3 Performance Testing

Performance testing is designed to test the run-time performance of software
within the context of an integrated system. Performance testing occurs throughout all
steps in the testing process. Even at the unit level, the performance of an individual
module may be assessed as white-box tests are conducted. However, it is not until all

system elements are fully integrated that the true performance of a system can be
ascertained.

5.4 Object-Oriented Testing Strategies

The classical strategy for testing computer software begins with “testing in the
small” and works outward “testing in the large.” We begin with unit testing, then
progress towards integration testing, and culminate with validation and system testing. In
conventional applications, unit testing focuses on the smallest compile able program
unit—the subprogram (e.g., modules, subroutine, procedure, component). Once each of
these units has been tested individually, it is integrated into a program structure while a
series of regression tests are run to uncover errors due to interfacing between the modules
and side effects caused by the addition of new units. Finally, the system as a whole is
tested to ensure that errors in requirements are uncovered.
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5.4.1 Unit Testing in the OO Context

Class testing for OO software is the equivalent of unit testing for conventional
software. Unlike unit testing of conventional software, which tends to focus on the
algorithmic detail of a module and the data that flow across the module interface, class
testing for OO software is driven by the operations encapsulated by the class and the state
behavior of the class.

5.4.2 Integration Testing in the OO Context

Because object-oriented software does not have a hierarchical control structure,
conventional top-down and bottom-up integration strategies have little meaning. In
addition, integrating operations one at a time into a class i3 often impossible because of
the “direct and indirect interactions of the components that make up the class”. There are
two different strategies for integration testing of QO systems:

5.4.2.1 Thread-based Testing

Thread-based testing, integrates the set of classes required to respond to one input
or event for the system. Each thread is integrated and tested individually.

5.4.2.2 Use-based Testing

Use-based testing, begins the construction of the system by testing those classes
(called independent classes) that use very few (if any) of server classes. After the
independent classes are tested, the next layers of classes, called dependent classes that
use the independent classes are tested. This layer of testing layers of dependent classes
continues until the entire system is constructed.

5.4.2.3 Cluster Testing

Cluster testing is one step in the integration testing of OO sofiware. Here, a
cluster of collaborating classes (determined by examining the CRC and object-

relationship model) is exercised by designing test cases that attempt to uncover errors in
the collaborations.

5.4.3 Validation Testing in the OO Context

At the validation or system level, the details of class connections disappear. Like
conventional validation, the validation of OO software focuses on user-visible actions
and user-recognizable output from the system.
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5.5

Test Plan

Test plan provides an overview of the testing effort for the product.
Secure Banking Test Plan

Introduction

Our testing effort descriptions summarize /EEE 829-1983 for Software Test
Documentation, which attempts to define a common set of test documents, to be
used across the industry.

Test Items
1. Bar-code device
2. Timing Results for Field and Elliptic curve operations
3. SSL Record-Layer Protocol
4. SSL Handshake Protocol
5. Database Access and Update (Transaction success)
6. Performance comparison of RSA, DSA and ECDSA
Features to be Tested

Our Test Design Specification (Section 5.6) will summarize the features to be
tested.

Item Pass/Fail Criteria

Item will be considered as pass if the test lead to an expected result or the

behavior of the module is according to expectations. If otherwise the item will be -
considered as failed.

Suspension Criteria and Resumption Requirements

If the test leads to a BSOD (Blue Screen of Death) or a severe error message from
the operating system or a lethal software crash, further testing will be ceased. The
test will be redone, incase the bug can’t be reproduced.

Test Deliverables
None
Environmental Needs

1. A Pentium® ITI or higher machine.
2. Windows 2000 (Family)
3. Microsofti® Visual C++ 6.0

Security in Mobile Ad hoc Networks (MANET) 57



Testing and Results

Chapter 3

56 TestDesign Specification

This specifies how a feature or group of features will be tested according to
Standard 829.

5.6.1 Secure Banking Test Design Specifications

e TFeatures to be Tested

This specification includes:

1. User Interface aspects of Bar-Code device and Bank Customer

»

Performance issues of SSL Protocol
Stability of SSL Record Layer Protocol
Stability of SSL Handshake Protocol
Validation of Client-Server Connection
Performance issues of Encryption Algorithm
Validation of database connectivity

Stability of database

L A R A o

Performance issues of database transactions

o Test Identification

this design.
¢ Feature Pass/Fail Criteria
A feature or a combination of features will be considered as pass if the tests lead

If otherwise the feature will be considered as failed.
5.7 Test Case Specification

This defines a test case. According to the Standard 829, the test case specification
includes the following sections:

5.7.1 Performance Test for SSL. Session and Connection States

o Test Items

1. SSL Record Layer Protocol
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¢ Input Specifications

When a block cipher in CBC mode is used, an initialization vector (IV) is
maintained for each key. This field is first initialized by the SSL handshake
protocol. Thereafter the final cipher text block from each record is preserved for
use with the following record.

e Output Specifications
Sequence numbers are of type uint64 and may not exceed 2°64-1.

» Environmental Needs
1. A Pentium® HI or higher machine.
2. Windows 2000 (Family)

¢ Special Procedural Requirements

Sequence numbers are of type uint64 and may not exceed 2/64-1.

¢ Inter-case Dependencies
None

3.7.2 Load Test for SSL Session and Connection States
e Test Items
1. Record Layer Protocol
¢ Input Specifications

Client message boundaries are not preserved in the record layer (i.e., multiple
client messages of the same ContentType may be coalesced into a single
SSLPlaintext record).

e Output Specifications
SSLPlaintext.fragment length should not exceed 214.
¢ Environmental Needs
1. A Pentium® HI or higher machine.
2. Windows 2000 (Family)
¢ Special Procedural Requirements
SSLPlaintext.fragment length should not exceed 2"14.
e Inter-case Dependencies

None
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5.7.3

5.7.4

Stress Test for SSL Session and Connection States
Test Items

1. SSL Record Layer Protocol
Input Specifications

Compression must be lossless and may not increase the content length by more
than 1024 bytes. If the decompression function encounters an
SSLCompressed.fragment that would decompress to a length in excess of 214
bytes, it should issue a fatal decompression_failure alert.

Output Specifications

The length (in bytes) of the SSLCompressed.fragment should not exceed 214 +
1024.

Environmental Needs
1. A Pentium® I or higher machine.
2. Windows 2000 (Family)

Special Procedural Requirements

The length (in bytes) of the SSLCiphertext.fragment may not exceed 214 +
2048.

Inter-case Dependencies

1. Performance Test for SSL Record layer protocol.

Performance Test for SSL Handshake Protocol
Test Items
1. SSL handshake protocol
Input Specifications
Application data may not be sent before a finished message has been sent.
Output Specifications

Server must send a server hello message in response to client hello message, or
else a fatal ervor will occur and the connection will fail.

Environmental Needs
1. A Pentium® III or higher machine.
2. Windows 2000 (Family)
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5.7.5

5.7.6

Special Procedural Requirements
None

Inter-case Dependencies

None

Load Test for SSL Handshake Protocol
Test Items
1. SSL Handshake protocol
Input Specifications
The server will send its certificate, if it is to be authenticated.
Output Specifications

Server Key Exchange message is not used if the server certificate contains Diffie-
Hellman [DH] parameters.

Environmental Needs
1. A Pentium® III or higher machine.
2. Windows 2000 (Family)

Special Procedural Requirements

If the server is authenticated, it may request a certificate from the client, if that is
appropriate to the cipher suite selected.

Stress Test for SSL Handshake Protocol
Test Items

1. SSL Handshake protocol
Input Specifications

The client key exchange message is sent after Client’s Certificate (if required),
and the content of that message will depend on the public key algorithm selected
between the client hello and the server hello.

Output Specifications
None
Environmental Needs

1. A Pentium® I or higher machine.
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5.7.7 Performance Comparison of RSA, DSA and ECDSA

Before comparing the performance of different signature schemes, i.e. the
execution times of the signature generation and signature verification, we have to agree
which key sizes provide a comparable level of security. This is necessary, because the
computational hardness of the underlying mathematical problems is- different and some

schemes need smaller key sizes than others for achieving the same level of security.

In-a Standard for Efficient Cryptography document [44] a list of elliptic curves
with different key sizes is given. The list also contains RSA / DSA key sizes that achieve

comparable levels of security. Table 5.1 contains these values.

Curve Nemp

st E3rd
septPE 2

seedl3 2
seet 16351

random

reaiom

Koblies

Curve Type | Key Size

pguiv, BSA 7 DSA Rey Sie

septlohl
sact 2
seetiiirt
seet 19312

random

regiom

Konlitz

xeet283r1

random

Table 5.1 SECG recommended elliptic curves over F;" [44]
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Clearly, the key sizes for elliptic curves are significantly smaller than those for
RSA /DSA. Additionally, the key size does not increase as fast as the one of RSA / DSA.
Figure 5.1 gives a good impression of this behavior. Hence, ECDSA has a major
advantage for designs that might need an increased level of security in the future.
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Figure 5.1 Size of the ECDSA key compared to the size of the RSA / DSA key providing a
similar level of security

RSA-1024 DSA-1024 ECDSA-168
( €= 3) (OVER F168)
Sign 43 7 5
Verify 0.6 27 19
Key generation 1100 7 7

Table 5.2 Digital signature timings (milliseconds on a 200 MHz Pentium Pro)
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6. CONCLUSION

There is no any single authentication model which ensures authentication in every
environment. While for a group meeting in small conference room the Password-based
key exchange will work perfectly, for a network defined by hierarchy of trust
relationships, the Resurrecting-Duckling policy is an ideal alternative. For guaranteed
secure transaction certainly the choice is to use public key system involving the hassle of
group certificates.

In this paper we have presented new approaches for peer-to-peer authentication in
mobile ad hoc networks. We have constructed our schema on previous work by
Anderson, Stajano and others, and presented to perform pre-authentication over location-
limited channels. Our schema is public key infrastructure less and resolves naming
problem that plagues traditional authentication systems.

Unique location-limited channels: Instead of limiting the concept of imprinting a
duckling device with its mother’s secret key, we propose to use location-limited channel
to bootstrap a wide range of key-exchange protocols. This approach can be experimented
to audio, infrared, and contact-based channels, but other media are certainly imaginable.
Kernel-resident native file systems are those that interact directly with lower level media
such as disks and networks. Writing such file systems is difficult because it requires deep
understanding of specific operating system internals, especially the interaction with
device drivers and the virtual memory system. Once such a file system is written, porting
it to another operating system is just as difficult as the initial implementation, because
specifics of different operating systems vary significantly.

Composed pre-authentication protocols: we provide a composed recipe for
enhancing existing key exchange protocols with a pre-authentication step. And we
explained how passive as well as active attacks can be detected by human user or by the
system.

No dependency on Public key infrastructure: Key exchange and key agreement
protocols depend on authentication step to verify the user. We have suggested a way to
solve this problem. A reliance on pre-existing third party naming and trust infrastructures
is unnecessary if one can briefly bring communicating parties within close physical
proximity. In such a case, our pre-authentication protocols can be used in place of a PKI.
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Securing Transactions in Mobile Ad Hoc Networks Using Location-
Limited Channel

Dr. Khalid Rasheed (drkhalid@iiu.edu.pk) & Imran Hameed (hameedi®hotmail.com)
Faculty of Applied Sciences, International Islamic University
Islamabad, Pakistan

Abstract: Mobile ad hoc networks are unique generation of networks offering unrestricted
mobility without relying on any infrastructure. In these kinds of networks, hosts rely on
each other to keep the network connected, sharing responsibility of network formation and
management. An important challenge in design of these networks is their vulnerability to
security attacks. Security is a factor of great importance in decentralized communication
systems like mobile ad hoc networks. In this paper we address the problem of secure
communication and authentication in ad hoc wireless networks. This paper focuses on
security mechanisms and notably on the key management mechanisms. Our authentication
protocol is inspired from work of (D. Balfanz & H. Chi Wong, 2002) with a novel diversity.
We present a reliable solution for securing wireless commercial transactions, which are
practical and industry demanding requirements. In our approach, devices exchange a small
amount of public information over location-constrained channel, which will later allow
them to complete key exchange over wireless link. This approach does not require any
public key infrastructure as is required in MANET. Moreover our approach is secure against
passive attacks on location-limited channel and all kinds of wireless attacks on wireless
link. Instead of using traditional public key algorithms like RSA, we have included Elliptic
cryptography in our approach for generating public/private key pair because it is more
suitable for constrained environments (low memory wireless devices). Since applications of
Mobile ad hoc networks are very limited so we have also tried to find out applications of
this area.

Key words: MANET, pre-authentication, location-constrained channel, elliptic curve
cryptography, Resurrecting Duckling, SSL handshake, ECC-based handshake

Introduction

With the advancement in radio technologies like Bluetooth, IEEE 802.11 or Hiperlan, a new
concept of networking has emerged. This is known as ad hoc networking where potential
mobile users arrive within the common perimeter of radio link and participate in setting up the
network topology for communication. Nodes within ad hoc network are mobile and they
communicate with other nodes that are within radio range through direct wireless links and
with those that are beyond the direct radio range through multi-hop routing.

The build up of ad hoc network can be envisaged where support of a wired backbone is not
feasible. Ad hoc wireless network does not have any predefined infrastructure and all network
services are configured and created on the fly. Thus it is obvious that with lack of
infrastructural support and susceptible wireless link attacks, security in ad hoc network

becomes inherent weakness. Achieving security within ad hoc networkmg is challenging due to
following reasons:

¢ Dynamic topologies and membership

The topology of Ad-hoc networks can change very fast, depending on the movement of the

nodes. This results in regular changes of the available routes, changes in the reach ability of
different nodes and changing participants.
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o No Central Entities

Due to the dynamic nature of the Ad-hoc network, the functionality of all nodes should be
equal. Central servers are not recommended for most application scenarios because of the
complete break-down of the service when the server becomes unreachable for any reason.
Regarding security services, also the high physical vulnerability of a single node should be
taken into account.

¢ Unidirectional Links

Due to different power and transmission ranges of the nodes, unidirectional links can
occur.

e Constraints regarding

> Processing Power: Most of the scenarios for Ad-hoc networks assume mabile
devices with small processors.

> Battery power: if battery powered devices are used, the transmission power and
the processor utilization will directly effect the battery lifetime.

> Bandwidth: The scarcest resource in wireless world is bandwidth. This is especially
true for mobile Ad-hoc networks that have to cope with a lot of additional signaling
information and also have to act as relay-stations for neighboring network nodes.

e Scalability

Due to the high demands on decentralization and self-organization also scalability is an
issue. Straightforward security mechanisms can have a high negative impact on system
scalability.

Security issues in Ad hoc Networks

Ad-hoc networks have same security issues as infrastructure networks. The emphases on
these issues just differ from those of more conventional systems. To secure an ad hoc network,
we consider following services: confidentiality, Authentication, Integrity, Access control,
Availability and Non-repudiation.

> Confidentiality: Confidentiality is protection of transmitted data from passive
attacks. It ensures us that our information can’t be disclosed to unauthorized entities.
The other aspect of confidentiality is the protection of traffic flow from analysis. This
requires that an attacker is unable to observe the source and destination, frequency,
length or other characteristics of the traffic on a communications facility. The
challenge in confidentiality is not only protecting data transported by network but also
data stored on device.

> Authentication: it enables a node to ensure the identity of the peer node it is
communicating with. Without authentication, an adversary could masquerade a node,
thus gaining unauthorized access to resource and sensitive information and interfering
with the operation of other nodes.

> Integrity: It assures that messages are received as sent with no duplication,
modification, reordering or replays.

> Access Control: It is the ability to limit and control the access to host systems and
applications via communication links. To achieve this control, each entity trying to gain
access must first be identified, or authenticated, so that access rights can be tailored
to the individual.

» Non-repudiation: It prevents either sender or receiver from denying a transmitted
message. Non-repudiation is useful for detection and isolation of compromised nodes.
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> Availability: It ensures the survivability of network services despite denial of service
attacks. A denial of service attack can occur at any layer of ad hoc network. For
example, on network layer an adversary could disrupt the routing protocol. On higher
layer, an opponent could corrupt high level services too. One such target is the key
management service, which is essential for any security framework.

Threats Faced by Ad hoc Networks
The most important threats that mobile ad hoc network has to face are:

) Attack on basic mechanism of the ad hoc network, such as routing. Prevention of these
attacks requires security mechanisms that are often based on cryptographic atgorithms.
Routing mechanisms are more vulnerable in ad hoc networks than in conventional
networks since in ad hoc network each device acts as a relay. This means, that an
adversary who hijacks an ad hoc node could paralyze the entire network by disseminating
false routing information. A less dramatic but subtler malicious behavior is node

selfishness. Moreover, weakness in protocols can be exploited to perform malicious
neighbor discovery.

. Attack on security mechanisms and especially on the key management mechanism. Key
management is certainly not a problem limited to ad hoc networks; however, because of
the pecutiarities of ad hoc networks, its solution requires specific attention. Examples of
attacks on security mechanism are: Public keys can be maliciously replaced; some keys
can be compromised; if there is a distributed trusted server, it can fall under the control
of a malicious party.

Previous Works

This section presents various security models for ad hoc networks. Each security model and
its scope will be discussed one by one.

Resurrecting Duckling Policy

Authenticity can be achieved in mobile ad hoc networks (which involve only two devices or
less computing devices) by Resurrecting Duckling policy, which was introduced by Frank
Stajano and Ross Anderson in (F. Stajano and R. Anderson, 1999) and extended in (Stajano,
2000). It is particularly suited to devices without display and embedding a processor too weak
for public-key operations. The fundamental authentication problem is a secure transient
association between two devices establishing a master-slave relationship. It is secure in the
sense that master and slave share a common secret and transient because the master can solve
the assocfation only. Also a master can always identify the slave in a set of devices.

The proposed solution is called the Resurrecting Duckling model. In this paper a slave has
two exclusive states: imprinted and imprintable. The master controls his slave and they are
bound to together with a shared secret that is originally transferred from master to slave over
a non-wireless, confidential and integrated, channel. The slave is imprinted and made
imprintable by his master. The slave becomes imprintable as a consequence of conclusion of a
transaction or by an order of his master. An example of this policy is the usage of a
ther ter. The thermometer is calibrated once in six months. A doctor picks up any valid
‘t!ﬁter and wants it to communicate with e.g. her palmtop in order to receive the
meugree result. After this action the thermometer is free to be used by any other doctor.

The original "The resurrecting duckling” security policy was extended to cover also a peer-
to-peer interaction (R. Anderson & Kuhn, 1996). In the extension a master can also be a human
in addition to devices. In case of human master he can imprint the slave device by typing a PIN.
A master can also be a millimeter-sized "dust mote” of which a system is consist of. There are
a lot of dust motes in monitored area and each of them has battery, solar cell, sensors and
some digital computing equipment. It may also have an active transmitter and receiver. These
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can be used in military purpose. Another feature of this extension is that the master does not
have to be unique. The slave can be imprinted also by another master that has a credential
valid to that slave at the moment. The slave has a principle master, but it can receive some
kind of orders also from other masters. In extension of the resurrecting duckling model the
master can upload a new policy in slave, too.

The Resurrecting Duckling scheme is an appropriate model for a well-defined hierarchy of
trust relationships. It particularly suits cheap devices that do not need a display or a processor
to perform public-key operations. It perfectly works for a set of home devices. However, more
flexible ad-hoc networks may not contain explicit trust relationships between each pair of
nodes or to a centralized entity like the mother duck. Deploying a comprehensive network
consisting of a hierarchy of a global mother duck and multiple subsidiary local mother duck is
very similar to a public-key infrastructure, where the mother duck correspond to Certification
Authority {CA), with all its advantages and drawbacks. Even the battlefield scenario raises
some problems. Here the soldiers are siblings and obey their mother, the general. If one soldier
device wants to authenticate to another device it has to present its credentials. The second
device can then check the Credentials by using its policy. But what happens if all soldiers’ do
not use the same credentials, i.e. the same secret key to prevent it to be stolen by the enemy.
If all devices use the same key the other side might invest considerable effort doing some
physical attack (R. Anderson & Kuhn, 1996) to recover the key because it would compromise all
nodes. Since the devices cannot hold a list of all valid credentials it seems that a further
authentication method is needed.

Password-based Key Agreement

The work developed in (Asokan & Ginzboorg, 2000) addresses the scenario of a group of
people who wants to set up a secure session in a meeting room without any support
infrastructure. People physically present in the room know and trust one another personally.
However they do not have any prior means of digitally identifying and authenticating one
another, such as shared secret or mutually verifiable public key certificate chains or access to
trusted key distribution centers. An attacker can monitor or modify all traffic on the wireless
communication channel and may also attempt to send messages purporting to come from those
who are inside the room. There is no secure communication channel to connect the computers.
Desirable properties of a protocol that solves this problem should be:

> Secrecy: The basic requirement of secrecy is that only those entities who know an
initial password should be able to learn the resulting session key. An observer must not
be able to get any information about the session key.

> Perfect forward secrecy requires that an attacker who succeeds in compromising
one member of the group and learns about his permanent secret information will still
be unable to recover the session keys resulting from previous funs of the protocol.

» Contributory key agreement The resulting session key is established by the
contribution from all entities participating in the meeting. This ensures that if only one
entity chooses its contribution key randomly all other entities will not be able to make
the key space smaller.

> Tolerance to disruption attempts The strongest attacker can disrupt any protocol
by jamming the radio channel or modifying the contents of messages among legitimate
members. The protocol must not be vulnerable to an attacker who is able to insert
messages. It is assumed that the possibility of modifying or deleting messages in such
an ad-hoc network is very unlikely.

The work describes and introduces several password-based key-exchange methods that
meet these requirements. A weak password is sent to the group members. Each member then
contributes to part of the key and signs this data by using the weak password. Finally a secure

session key to set up a secure channel is derived without any central trust authority or support
infrastructure.
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Firstly, a well-known two-party protocol for password authenticated key exchange is
described, based on the protocol called Encrypted key exchange (EKE) (Steven M. Bellovin &
Michael Merit, 1992) and extends the work from two-party to multiple parties by electing a
leader. The main drawback of the multiparty version is that the leader chooses the common
session key unilaterally: the key agreement scheme is non-contributory. The protocol is then
modified to extend it to a contributory multi-party protocol.

Secondly, Diffie-Helilman exchange (DH), a classic two-party key agreement protocol is
extended to support multi-party password authenticated key exchange. An extension of
unpublished protocol by Steiner et al (1996), in which each member shares a different
password with an authentication server, is used. This new protocol provides perfect forward
secrecy to all players. It is atso resilient to disruptions. The leader can disrupt the protocol
completely. Any other member attempting to disrupt the protocol by sending out a random
quantity will not be able to compute the session key.

Finally, a fault-tolerant Diffie-Hellman exchange on a d-cube is extended to handle failures
which were based on the idea proposed by Becker and Wille.

Password-Based key agreement model perfectly works for small groups. Authentication is
done outside the IT system, e.g. the group members authenticate themselves by showing their
passport or common knowledge. This model does not suffice anymore for more complicated
environments, though. Groups of people who do not know each other or number of people who
want to have confidential exchanges without bringing in knowledge of the rest of the group be
able to eavesdrop on the channel, are two examples. Another problem arises for large groups
or groups at different locations. The secure channel to distribute the initial password is not
available anymore. It seems that existing support infrastructure is required to set up a secure
channel.

Distributed Public-Key Management

Key management for established public-key systems requires a centralized trusted entity
called Certificate Authority (CA). The CA issues certificates by binding a public key to a node’s
identity. One constraint is that the CA should always be available because certificates might be
renewed or revoked. Replicating the CA improves availability. However, a central service goes
against the distributed structure of ad-hoc networks.

L. Zhou and Z.J. Haas {1996) proposes to distribute trust to a set of nodes by letting them
share the key management service, in particular the ability to sign certificates. This is done
using threshold cryptography (Desmedt & Frankel, 1990). An (n, t + 1) threshold cryptography
scheme allows n parties to share the ability to perform a cryptographic operation so that any
t+1 parties can perform this operation jointly whereas it is infeasible for at most t parties to do
so. Using this scheme the private key k of the CA is divided into n shares (51, $2, Sn), each
share being assigned to each special node. Using this share a set of t + 1 special node is able to
generate a valid certificate. As long as t or less special nodes are compromised and do not
participate in generating certificates the service can operate.

Even if compromised nodes deliver incorrect data the service is able to sign certificates.

Threshold cryptography can be applied to well use signature schemes like the Digital Signature
Standard {DSS) (Gennaro et al., 1996).

Another approach introduced in (Hubaux et al., 2001) presents a self-organized public-key
infrastructure. The system replaces the centralized CA by certificate chains. Users issue
certificates if they are confident about the identity, i.e. if they believe that a given public key
belongs to a given user. Each user stores a list of certificates in fts own repository. To obtain
the certificate of another entity the user builds a certificate chain using his repository list and

implicitly trusted entity’s lists, until a path to an entity that has the desired certificate in its
repository is found.

72



The Threshold Key Management system is a way to distribute a public-key system. For high-
value transactions public-key systems are certainly the only way to provide a satisfactory and
legal security framework. Trust should, as much as possible, be based on knowledge. Since two
entities that never met before cannot have common knowledge - a shared secret - they both
have to trust a central entity, e.g. a CA to substitute this knowledge. When a user wants to
prove his identity to CA, he goes there with his public key and shows his passport. The CA
proves his identity and then binds his identity to his public key and signs the certificate. How it
can be done when the CA is distributed? The user must prove his identity to all special nodes to
prevent that a compromised node passes on faulty information. In this case friendship or just
knowing each other is considered as common knowledge. The CA signs certificates without
proving the identity, that’s why; this model cannot be used for high-value transactions.

The self-organized public-key infrastructure (Hubaux et al., 2001) shows similar problems.
To make the system bullet-proven, the entity’s identity had to be checked in real world before
users issue certificates. Furthermore it is assumed that the certificate requester trusts each
node in the recommendation chain. Finally a significant computing power and time is consumed
to obtain a certificate going through the certificate chain. Each node in the chain has to
perform public-key operations, first to check the received certificate for authentication
(signature verification) and then to sign it before forwarding it (signature generation). This
cannot be done in parallel but only one after the other.

Despite its centralized nature a centrat CA is preferable for applications with high-security
demand. To ensure high availability the CA can be replicated. The replicated CA’s are as
secure as the original CA as long as the replication process is not vulnerable to attacks. The
private key of the CA does not get weaker after replication. Much research has been done
about efficient public-key systems - for example, a public-key system for mobile systems is
presented in (G. Horn & B. Preneel, 1998).

Proposed System Model

Imagine a situation in which bank customers are standing in a queue and two or three bank
employees are dealing them in making transactions. The customers have to spend a lot of time
and also have to wait for their turn in the queue. The bank needs more employees for giving
better service to its customers. This scenario, both for the bank and the customers, can be
improved by deploying ad hoc networking using Resurrecting Duckling Policy (Stajano and
Anderson, 1999) and (Stajano, 2000), with some extensions in our idea. Here, we have also
taken inspiration from work of D. Balfanz (Balfanz & Wong, 2002).

Our idea is elaborated as: A user (Bank customer) enters the bank, with his laptop or PDA,
to perform some transactions. The bank has mounted the Infrared Bar Code at one side in the
bank and also owns a wireless radio link network (e.g. Bluetooth (www.bluetooth.com) or
802.11). The user or customer enters the bank premises, would walk up to the Infrared bar
code and briefly establish physical contact between infrared bar code and his laptop or PDA.
This prlc:cess is termed as Pre-authentication’, which is done using a link-constrained
channel” .

During Pre-authentication, their public keys will be exchanged. Now the user can sit in the
bank premises and his laptop or PDA can then perform standard SSL/TLS (Dierks & Allen, 1999)
key exchange with the bank server over the wireless link (e.g. Bluetooth or 802.11), since he
owns a secret key to perform secure transactions and can establish an authenticated and secret
communication channel.

! First phase in which duckling and mother exchange some secret information over location-limited
channel.

? This notion of location-limited channel was introduced by Stajno and Anderson , as a part of
“Resurrecting Duckling” model for ad hoc networks.
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Such an exchange of pre-authenticated data ensures the user that he wants to
communicate with the device (infrared bar code) by using a special, link-constrained side
channel to exchange a small amount of cryptographic information. That information can be
used to authenticate standard key exchange protocols performed over wireless link.

Once the pre-authentication is completed, the devices proceed to establish a secure
connection between them over the main wireless link. To this end, they can use any
established public-key-based key exchange protocol which requires them to prove possession of
a particular private key (e.g., SSL/TLS, SKEME IKE, etc.), which will correspond to the public
key committed to in the pre-authentication step.

After secret key exchange, the customer or user will send his/her account number along
with the password or secret code (which can be issued at the time of opening an account in the
bank and can be changed at any time through bank website) to the bank server. The A/C No.
plus code or password will be encrypted with secret key (Session key) exchanged during pre-
authentication. After this phase, the user can perform his transactions securely over the
wireless tink (e.g. Bluetooth or 802.11).

We can summarize the basic scheme far pre-authentication as follows.

A) Pre-authentication over location-limited channel.

1-X — Y: H (KUy)
2-Y —» X: H (KUy)

B) Authentication over wireless channel with SSL/TLS.

X ——»Y: TLS_CLIENT_HELLO ........... And so on.

The various symbols denote:

X: Customer’s Laptop

Y: Bar code device

KU,, KUy: Public key belonging to X and Y respectively.

H(KU,), H(KUy): one-way hash of encoding of corresponding keys.

Using RSA for public-key Cryptography

In our imagined scenario (Banking Scenario), initially we used SSL (P. V. Jani, 2002) (Secure
socket layer) protocol with RSA-based public-key cryptography. SSL offers encryption, source
authentication and integrity protection for data exchanged over insecure, pubtic networks. It
operates above a reliable transport service such as TCP and has the flexibility to accommodate
different cryptographic algorithms for key agreement, encryption and hashing.

The two main components of SSL are the Handshake protocol and the Record Layer
protocol. The Handshake protocol allows an SSL client and server to negotiate a common cipher
suite, authenticate each other, and establish a shared master secret using public-key
algorithms. The Record Layer derives symmetric keys from the master secret and uses them
with faster symmetric-key algorithms for butk encryption and authentication of application
data. Public-key cryptographic operations are the most computationally expensive portion of
SSL processing, and speeding them up remains an active area for research and development.

RSA-based Handshake

The client and server exchange random nonces (used for replay protection) and negotiate a
cipher suite with ClientHello and ServerHello messages. The server then sends its signed RSA
public-key either in the Certificate message or the ServerKeyExchange message. The client
verifies the RSA signature, generates a 48-byte random number (the pre-master secret) and
sends it encrypted with the server's public-key in the ClientKeyExchange. The server uses its
RSA private key to decrypt the pre-master secret. Both end-points then use the pre-master
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secret to create a master secret, which, along with previously exchanged nonces, is used to
derive the cipher keys, initialization vectors and MAC (Message Authentication Code) keys for
bulk encryption by the Record Layer.

The server can optionally request client authentication by sending a CertificateRequest
message listing acceptable certificate types and certificate authorities. in response, the client
sends its private key in the Certificate and proves possession of the corresponding private key
by including a digital signature in the CertificateVerify message.

Chont Sorvey
CliantHellt ———eeespe kil proposal)
Sarsartoln {iphwesude negotiated)
Cortificata (Cormsyys sersyr's aulhaniicated
SenerKaybxchange RSA encryplion key)
Certficatelaquest*

Cartificaks”
CliantiavExchange iCliott varfias servar's shorlion key
and sends etergiad ratviom secrel
Cartificate¥erify*
{ChangeCipharSpec]
Finkshed . . (Sardar deaypls andan sacret
{ChangeQipherSpec) ) )
S Finshed  (Reswly for bullc encryplion, authentication)

Applicaton Data #———————»  Application Data

Fig. 1 SSL Handshake for an RSA-based Cipher Suit

Using ECC for Public-key cryptography
Elliptic curve cryptography

Elliptic curve cryptography was proposed by Yictor Miller (Miller, V., 1986) and Neal Koblitz
(Koblitz, N., 1987) in the mid 1980’s.Now Elliptic Curve Cryptography (ECC) has evolved into a
mature public-key cryptosystem, Extensive research has been done on the underlying math, its
security strength, and efficient implementations.

At the foundation of every public key cryptosystem is a hard mathematical problem that is
computationally infeasible to solve. For instance, RSA and Diffie- Hellman rely on the hardness
of integer factorization and the discrete logarithm problem respectively. Unlike these
cryptosystem which operate over integer fields, the Elliptic Curve Cryptosystems (ECC)
operates over points on an elliptic curve.

Elliptic curve cryptography (Miller, 1986), (Lopez & Dahab, 2000), (Koblitz, 1987} and
(Koblitz, 1994) provides a methodology for obtaining high-speed, efficient, and scalable
implementations of network security protocols. The security of these protocols depends on the
difficulty of computing elliptic curve discrete logarithm in the elliptic curve group. The group
operations utilize the arithmetic of points which are elements of the set of solutions of an
elliptic curve equation defined over a finite field. The arithmetic of elliptic curve operations
depends on the arithmetic on the underlying finite field. The standards suggest the use of
GF(p) and GF(2k).

The security of ECC relies on the hardness of solving the Elliptic Curve Discrete Logarithm
Prablem (ECDLP), which states that given P and Q = kp, it is hard to find k. While a brute-force
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approach is to compute all multiples of P until Q is found, k would be so large in a real
cryptographic application that it would be infeasible to determine k in this way.

Key Exchange Using Elliptic Curve

Client Server
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Curve Curve
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Creation of Private_Key Creation of Private_Key

Public_Key Generation
(Private_Key*Base_
Point) v

Public_Key Generation
(Private_Key*Base_

Point)
\\

Receive_Public_Key Receive_Public_Key

Secret_Key Generation

(Recetve_Public_key* Secret_Key Generation
Priva (Receive_Public_key*
te_Key) Private_Key)

Fig. 2 Key exchange using Elliptic curve Cryptography

ECC-based Handshake

The processing of the first two messages is the same as for RSA but the Certificate message
contains the server's Elliptic Curve Diffie-Hellman (ECDH) public key signed with the Elliptic
Curve Digital Signature Algorithm (ECDSA). After validating the ECDSA signature, the client
conveys its ECDH public key in the ClientKeyExchange message. Next, each entity uses its own
ECDH private key and the other’s public key to perform an ECDH operation and arrive at a
shared pre-master secret. The derivation of the master secret and symmetric keys is
unchanged compared to RSA. Client authentication is still optional and the actual message
exchange depends on the type of certificate a client possesses.
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Fig. 3 ECC-based SSL Handshake

Simulation

We have divided our work in to three major areas. The first step is to implement exchange
of pre-authentication data. We have exchanged hash of public keys. Hash code is generated by
using SHA. Public/Private key pair is generated by using RSA but later we have implemented
ECC (Koblitz, N., 2000) for this purpose, as it is more suitable for small devices.

In second step, we have implemented SSL with ECC support, for complete exchange of keys
and these keys are authenticated by using pre-authentication data.

For these two steps we have used socket programming. The server sockets listens for a
connection on both location-timited channel and the primary link, but only admits primary-links
connection from clients, who have performed pre-authentication on location-timited channel.
Currently we have used serial cabie for location-timited channel.

The third step is to transfer data from client to server. For this purpose we have utilized
Microsoft Access for database and this whole framework is implemented in VC++6.

Simulation Results

As part of adding ECC support to OpenSSL (www.openssi.org), the most widely used open
source implementation of SSL. We have enhanced the OpenSSL0.9.6b cryptographic library to
support ECDH and ECDSA. We have also added the ability to generate and process X.509
certificates containing ECC keys.

Table 1 show the measured performance of primitive RSA, ECDH, and ECDSA operations
using the OpenSSL0.9.6b speed program (enhanced to include ECC) on a Linux PDA equipped
with a 200MHz Strong ARM processor.

| RSAenopt,vertty | RSAgecrypt,vertty | ECDSAvensy | ECD
Linux 10.8 188.7 46.5 | 245
PDA 39.1 1273.8 76.6 | 39.0
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Future Work

The scheme presented has distinct advantages over traditional authentication and security
models. We are focusing our future work on different scenarios relating to security and
authentication problems, keeping in view the bandwidth-constrained media and computation
limited devices.

Now we are going to implement our work by utilizing Bluetooth devices. To show actual
transactions we are using PHP and MySql. Our work will mainly focus on upper tayers (e.g.
RFCOMM layer, SDP, L2CAP etc.) of Bluetooth by using open source code of Bluetooth device
driver in Linux.

Conclusion

There is no any single authentication model which ensures authentication in every
environment. While for a group meeting in a small conference room the Password-based key
exchange will work perfectly, for a network defined by hierarchy of trust relationships, the
Resurrecting-Duckling policy is an ideal alternative. For guaranteed secure transaction
certainly the choice is to use public key system involving the hassle of group certificates.

In this paper we have presented new approaches for peer-to-peer authentication in mobile
ad hoc networks. We have constructed our schema on previous work by Anderson, Stajano and
others, and presented to perform pre-authentication over location-limited channels. Our
schema is public key infrastructure less and resolves naming problem that plagues traditional
authentication systems.

At present we have tried to implement ECC in SSL and have compared its results. in future,
we will use block ciphers, other signatures and hash algorithms and expand arithmetic

operations to integers with different representations of polynomials (different bases) and
coordinate systems.
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