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Abbreviations Used

Abbreviations Meanings

SI{L Sensor network localization

OBP Optimized Beacon Protocol

DV Distance vector

SDP Semi Delinite Programming

GPS Global positioning system

AOA Angle of Arrival

RSSI Received Signal Strength Indicator

TDOA Time Difference of Arrival

TOA Time of Arrival

APIT Approximate point in Triangulation

MDS Multidimensional scaling

RFTOF Radio Frequency Time of Flight

TWR Two Way Ranging

UNs Unlocalized nodes

RMs Range Messages



Abstract

Sensor Network Localization (SNL) is subject that has attracted the
interest of researchers. It is the process of finding or computing the lo-
cation of randomly deployed sensor nodes in sensor network. SNL pro-

tocols find the location of unknown nodes by using prior knowledge of
known nodes. One of such approach is the Optimized Beacon Protocol
(OBP). It reduces the energy consumption in terms of Communication
cost in the localization process. However, it does not incorporate errors
during distance and position estimates of sensor nodes. The scope of
this thesis is to study and evaluate the performance of OBP in terms
of communication cost vs. accuracy tradeoffs.
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Chapter 1

Introduction

Micro-Electro-Mechanical Systems(MEMS) technolory and wireless com-

munication enabled the development of low cost, multifunctional tiny
sensor nodes that communicate over shori distances. Sensor Detwork

is composed of thousands of tiny sensor nodes act 8s source ald one or

more base stations called as sink [1]. Sersor nodes possess limited pro
cessing power, memory, communication and enerry capabilities. Power

saving techniques tends nodes to sleep most of the time to increase

their life. While sink is a resource enriched computer. \VSNs can be

structured and unstructured in nature. An unstrucrured WSN con-

tains a collection of sensor nodes arranged in an ad hoc manner in the

6eld i.e. they are randomly deployed in sensor field. In a structured
WSN, sensor nodes are placed according to some specific pattern at

fixed locations. Sensor nodes use broadcast communication and they

do not have global identification as they are large in number. They

are deployed where climate and environmental constraints hinder the

deployment and setting up of regular networks [2].

1.1 Sensor Network Applications

WSN applications are broadly classified into monitoring and tracJ<ing.

. Monitoring applications includes:
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o Indoor/outdoor environmental monitorinS.

. Heslth and wellness monitoring

o Power monitoring

e location monitoring

. Factory and process automation, and

o Seismic and structural monitoring.

Tlacking applications includes:

o Tlacking objects, ardmals, humans, and vehicles.

For performing specific tasks, sensor nodes should know their lo-

cetions to enable themselves to communicate with their neighboring

nodes.

The process of finding node's location (i.e. position) is
known as localization.

It helps to remove uncertainty ir: the exact location of some fixed or

mobile devices. For example to calcu.late the temperature and humid-

ity in a forest where sensor nodes are randomly deployed through an

aero plane. In such situation it is di6cult for human being to 6nd

the exa.t location of nodes so a well defined localization protocol can

use arailable information from sensor nodes to compute the position of
sensor nodes.

L.2 Localization Methods

[2]Describes existing localization methods:

o Satellite based Global positioning system (GPS) localization

o Beacon (or anchor) nodes based localization, and

o Proximity-based localization
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Nodes equipped with GPS receir-er can directly obtain their location

by communicating with a GPS satellite.GPS are not favourable for in-

door localization of nodes as it requires line of sight communication.

Delay in Satellite communication is not favorable for real time tracking

moving sensor nodes.

GPS location technologr is not suitable in some situations due to:

1. Huge cost

2. Large size

3. Extensive infrastructure

4. LOS (line of sight) communication

5. Reasonable power consumption of receiver

The Beacon Method uses beacon (anchor) nodes with known loca-

tion and help to locnli"e other unlocalized nodes (UNs) or non-anchor

nodes. Beacon nodes are a.lso called Anchor nodes (ANs). This meihod

is not efiective for large networls due to environmental conditions.

Proximity based localization uses neighboring anchor nodes to get their

position and then a.t as beacons (anchors) for other nodes to localize

them.

1.3 Motivation and Objectives

Position awareness ability of sensor nodes along with the desired data

enables themselves to s'ork efficiently during various applications such

as Geographic routing or Target movement monitoring. The process of

localization should be distributed by the nodes and start automatically

after network being deployed. As sensor nodes are enerry constreint,

should use minimum amount of energy during localization resulting

posiiion estimates should of be of desired accuracy.

Sensor nodes normally use radio frequency transmission as it is afford-

able for sensor node. Radio Frequency (RF) has long range and does

not require additional hardware .Nodes trarsceiver performs communi-

cation during localization. Computation aspect of nodes consumes less

energy than communication among nodes. So communication should
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be minimized among sensor nodes.

One way time of flight of radio signal requires tight synchronization

among transmitter and receiver clocks making this approach less ap
pealing for sensor networks. Radio signals two way time of flight enable

sensor nodes to communicate with each other without clock synchro-

nization. In this dissertation, localization in WSNs based on the use

of two way time of flighi of radio signal for calculating internode dis-

tances. Radio communication helps in reducing energy consumed by

nodes during the process of localization.

L.4 Thesis Organization

The rest of thesis is organized as follows. Chapter 2 describes the

structure of sensor node, localization process in WSN, taxonomy of
localization process. Chapter 3 gives overview of related work done in

localization. Chapter 4 explains the actual identifed problem briefly.

Chapter 5 provides the proposed solution of the identi6ed problem.

Chapter 6 describes the implementation and simulation details of the

proposed solution wich results. Chapter 7 contains the conclusion and

future work.
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Localization in WSNs

2.1 A Sensor Node

WSN is composed of numerous tiny devices called as sersor nodes or
motes. These node are randomly deployed having self-organizing c8-

pability to make a senor network. A typical sensor node corsists of
hardware and software components- Hardware components consist of

seDsing unit, a processing unit, a transceiver unit and a power unit [I].
Figure 2.1 shows the structu-re of typical sersor node.

2.1.L Sensing unit (Sensor Node Hardware)

Sensing unit further composed of sensor and analog to digital converters
(ADCs). Analog signals produced from some event are converted into

digital signals by this converter and then these readings are transferred

to processor.

2.L.2 Processing unit

Processing unit is concerned with storage that contains two types of
memory i.e. Random Access Memory (RAM) and Read Only Memory
(ROM). RAM stores deta before sending it and store communication
packets received from other nodes.ROM also called flash memory stores

the programs and operating system of sersor nodes-

2.1.3 lYansceiver unit

This unit uses radio frequency as communication medium that connects

sensor nodes to other sersor nodes or base station/sink. Ir{aximum
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Figure 2.1: Components of sensor node [1]

distance of sensor node communication is 100 meters. It works between

the frequency range of 433MHz and 2.4GHz. lL has four operational

modes. It can sleep, remain idle, transmit and receive.

2.1.4 Power unit

Power unit is the backbone of the sensor node. All other units of
sensor node cannot work even for one second without this power unit.
If sensor node has large enerry resource it means sensor node will live

for long time. Long time means more sensing, more computation and

more communication. The life of the sensor is directly proportional to
the enerry budget. Among all components of sensor transceiver take
more enerry than all because it has to communicate with other senor

nodes for transmitting and receiving daia. The processing unit takes

very less eners/ for its computation. location knowledge is required

by sensor network for routing and sensing tasks and it is provided by

location finding system of sensor node. A mobilizer moves the sensor

node to perform designated tasks.

2,2 Sensor Node Software

Hardware components of sensor node are useless without software that
runs these components. TinyOS 170], Contiki [1I] and Nano-RK [69]
are common operating systems for sensor nodes. TinyOS is the 6rst
operating system developed for sensor nodes. It is a joint project of
University of Califomia, Berkeley and Intel Research but later on be'
came a great success for most other sensor nodes as well. TinyOS has

component based architecture. Contiki is another open source operat-
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ing system for sensor nodes. It typical configuration uses 2K of RAM
and 40K of ROM. It has an event-driven kernel which dynamically
loads and unloads the application programs on runtime .Nano-Rlc is

a real-time operating system developed at Carnegie Mellon University.
The term 'Nano' implies that it consumes a very small amount of mem-

ory i.e. 2K of RAM and 18K of flash.'RK' stands for Resource Kernel.

Its resource kernel provides a mechanism for managing sensor node's

enerry by creating a virtual budget for node's resources [3].

2.3 The Process of Localization

Localization is the process of finding the position of an object. Lo
calization history traced back to prehistoric times when human beings

were fascinated in Ending the location of their ships/crafts in oceans.

They called this process as Navigation.Polynesians used direction of
ocean winds and tides and positions of sun, planets, constellations and

stars to navigste. Vikings ere reported to use coastal lines aDd s tool
called sun compass to know their direction. Ancient Greeks were the

6rst ones to use maps with latitudes and Iongitudes to calculate posi
tion. These advancements led the Arabs and Europears sailors know

how to nevigate using a magnetic compass and clock. Developments in
this area continued and at present navigation have been revolutionized

by the development of Global Positioning System (GPS).

2,4 Taxonomy of Localization Process

WSN localization Literature can be classified in two main categories:

l. Exogenous Approach

2. Endogenous Approach

2,4.L Exogenous Approach

Exogenous approach is based on an external infrastructure which es-

timates the positions of nodes and maintains them. Initial works on

localization uses exogenous approaches. Famous approach includes:

RADAR
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RADAR

[3]RADAR is a system developed by Microsoft Research group in 2000

It is based on IEEE 802.11 technology that is used in homes these days.

It uses wireless LANs infrastructure and base stations to measure re-

ceived Signal Strength (RSS) and signal to noise ratio (SNR) to get

location information. It can localize objects based on lateration. The

system gives en accuraay of 4.3m 50 percent of time with lateration.

These initially proposed exogenous schemes were used to localize ob-
jects and people. They did not match well for localizing WSNs because

of WSN's distinctive characteristics specially the decentralized nature

where every node is capable of estimating its position by itself.

2.4.2 Endogenous Approach

In Endogenous approach, the nodes may make use of external infras-

tructure like the gathering of GPS satellites but they calculate and

maintain positiou by themselves. Most of the WSN localization tech-

niques belong to this class.

2.5 The Localization Process

Endogenous approach of localization in WSN is carried out in several

steps. Existing literature has a large number of independent localiza-

tion approaches sharing resemblance.

According to [13] Localization in WSN is performed in three steps:

1. Estimate distance beotween anchor nodes and unlocalized nodes

2. Derive position of each unlocalized node using estimated anchor

distance.

3. Inter node collaboration refines estimated node position.

Three steps mentioned above are carried out during sensor nodes lo-

calization. In [3] author proposed a refined localization model shown

in figure 2.2. The first phase in this process can be considered as the

I-hop measurement / communication phase. During this phase an un-

localized node (UN) 'a' wants to get distance estimates from anchor
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Figure 2.2: Localization Block Diagram [3]

node (AN) which is placed at several hops away from it. In such situa-
tiou an udocalized node'a'will communicate its l-hop neighbors', in
this way 'a's' message will be delivered to anchor node through multi-
ple hops. We sew that l-hop measurement / communication is enerry
efficient for WSN and does not cause network congestion. After this
phase UN 'a'got its distance estimates from anchor node.After getting
raw estimates of distance from anchor node, "Local process" is second

phase in figure 2.2. It uses raw data to calculate its distance within
sensor node itself and then estimates its position. After getting initial
position estimates, Global process phase helps neighboring nodes to
localize remaining Dodes through Internodes' communication. l-hop
measurement/communication phase and global process phase perform
message exchange using wireless Medium Access Control (MAC) layer.
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literature survy

Literature Review No boundaries and constrai-nts in research field,

truth-seeker and ingenious can actively contribute in this field. Pio-

neers work cannot be ignored and neglected by the emergence of new

reearches. Similarly before conducting our this research s-e have stud-

ied books, thesis, di-fferent articles, research publications and other

releted material to determine what has been done in this domain ear-

lier and to find out the gaps that are present in this specific area from

which we haw drawn our problem.

Sensor Network lncalization (SNL) increased interest of people in re'
cent years. Typical sensor network is composed of thou-.ands of sen-

sor nodes deployed in a physical area to monitor environmental data.

Sensor data from these nodes is appropriate only if their location (or
position) is known. Position finding techniques are based on distance

measurement between neighboring nodes. Position finding of all nodes

usir:g few anchor nodes and distance informetion is called as position

estimation or locatization problem. Various efficient methods have been

proposed in Iiterature for getting distance estimetion between neighbor-

ing nodes. They are divided into Range free and Range ba.ed methods.

3.1 Range-FYee Method

It uses hopcount and topolory inJormation for position estimstes and

gives appro:<.imate node positions. It has no sssumptioDs about the
availability of distance or ronge estima.tes. In following section few

range free methods are described.

l0
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3.1.1 DV (Distance Vector) Hop

Adhoc positioning system (APS) uses distance based on hopby-hop
fashion between unlocalized nodes and anchor nodes.lt gives DV-hop
and DV-distance methods.In DV-hop technique, anchor nodes broad-

cast their location (i.e. position information) including their node IDs
and hop count field (initially set to 0) across the network [4].The relay-

ing nodes forwards this information to its neiShbors and maintains this

information in a table.When the distance between two anchor nodes is

found then average size for one hop is calculated and used as correction

factor across the entire network.

,i + j (31)

11

CDTi :

Upon receiving such information,the relaying nodes increment hop count

field by one, in this vay every node can determine how many hops it is

away from certain (Anchor) node and vice versa. Using this inlormation
average hopdistance between two nodes is calculated by using formula:

distance between two nodes/ number of hops. This average distance is

broadcast across the network to compare with already h:own hop dis-

tances. Ttiangulation method is used to find the position of unlocalized

nodes using these distances. In figure 3.I unlocalized node Nj is 4 hops

(shown with thin line),2 hops (shown with thick line), t hop (shown

with solid line) away from anchor nodes Al, A2, A3 respectively.

Figure 3.1: The DV-Hop localization scheme [5]

Az

D J@, - ,)2 + (v, - a)2
Dhi
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3.I.2 HOP-TERRAIN

Similar approach is adopted for finding distance between anchor nodes

and unlocalized nodes as DV-Hop. It works in two steges: First stage is

startup stage in which unlocalized nodes get average distance from an-

chor nodes using formula: distance between two nodes/ number of hops

and get initial position estimates. 2nd stage for refinement, onehop
message exchange with neighboring nodes is performed to refine initial
position estimates. Here position estimates of node is broadcast. neigh-

boring node receives these estimates and distance information between

itself and neighboring node. Then using lea.st square method (LSM),
a node refines its position iteratively until to get fina.l position [6].

3.1.3 Centroid System

N.Bulusu and J.Heidemann [7] proposed a range.free, proximity-based,

coarse grained localization algorithm that uses multiple anchor node
with overlapping regions of coverage. Their placement is non-uniform
and they get their coordinates using GPS receiver equipped with them.
They transmit their synchronized beacon signals in order to avoid colli
sions ernong them. Neighboring anchor nodes use randomized scheme

to avoid collisiors. In this scheme time interrel T is further subdi-
vided into several smaller time slots. Each anchor nodes chooses slot
randomly with uniform distribution to transmit their beacon signals.

A node Nk localizes itself in ihe centre of quadrilateral AI A2 A3 A4

shown in figure 3.2.

a!

Figure 3.2: Centroid localization[5]

Anchor nodes have ranges labeled from A1 to AN with known loca-
tions (Xl,Yl) to (XN,YN). A node after receiving beacon signals from
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anchor nodes, uses following formula to find its location:

(x,u,Y,i= {xI+' ij'+x'. Yr+' tt '+Y", (3 2)

Where
Xa,Yctt

are the estimated loca.tions of unlocalized nodes in x,y coordinates.

3.1.4 APIT

APIT (Approximate point in Tiiangulation)[8] is another range free

area-based localization scheme. It gets location information by diYiding
the a.rea into overlapping triangles shown in figure 3.3. Anchor nodes

heve e priori location knowledge via GPS.

Figure 3.3: APIT overview: An area-based scheme

APIT Works in Following Steps:

1. After hearing beacon message from ANs, UNs maintains a ta-
ble with these fields (Anchor ID, Anchor location, and Signal

Strenglh) for each anchor node.

2. Table is exchanged by UNs with its l-hop neighbour to show the

state of neighboring nodes.

3. UN chooses three anchor nodes that have beacons and test whether
it is in triangle formed by these anchor nodes. This test is called
as Point-In-Tiiangulation Test (PIT).

4. PIT test is repeated with other anchor nodes combination to get

the required a.ccuracy.
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5. Centre of gravity (COG) at the intersection of all triangles is de-

termined where a node (i.e. UN) resides to 6nd node's estimated
position.

3.1.5 Gradient Algorithm

[5] Proposed the Gradient algorithm, a gradient begin by anchor nodes

that helps a sensor node to get its distance from the anchor node.

After estimating distances from three anchors a sensor node gets its
own location through multilateration. It uses hop count value between

a sensor node and anchor node. This algorithm works in the following
steps:

1. An anchor node Ai broadcast beacons that contain coordinates

and hop count lalue initially set to one in sersor network.

Each sensor node Nj store shortest path (in terms of hop count

hj,Ai) to anchor node Ai hom which it received beacors. Fol-

lowing formula is used to get distsnce between sensor node and

anchor node:
d7' = \' A1' d6'o (3 3)

Where dhop is the estimated Euclidian distance covered by one

radio hop.

3. Each node Nj computes its coordinates(i.e. position) by using

multilateration so thet to get minimum total error:

E,:D@,t- di)

where
tlii : y'(xi - r)' - (y, - y)')

Based on distance estimation approach, localization algorithms are

classified into two categories: centralized algorithms and distr buted

algorithms. In centralized approach there exists centralized informa-

tion system such as road traffc monitoring and control, environmental
monitoring, health monitoring [10]. All distances between sensor nodes

are sent to a centralized processing unit for determining the position

of nodes by creating the map of entire network. It includes Multidi-
mensional scaling (lrtDS) based approaches [10, ll] and Semi Definite

L4

(3 4)
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Programming (SDP)[12] besed algorithms. In MDS whole sensor net-
work is divided into smaller groups. Each group has at least three
anchor nodes which 6nd the relative position of sensor nodes in each

group and builds up local maps. Several local maps are combined to
make estimated global map by using common sensor in each group.

The position of anchor nodes in global map is used iteratively along
urith true location of anchor nodes to get final estimated global map

[10]. N{DS is based on robust quadraterials scheme to estimate the po-

sition of unknown nodes. Quadraterials are appropriate for locslization
as they are coDsidered sub graphs for localization.Figure 3.4 shows ro-

bust quadraterials with four vertices, knowing the location of any three
vertices we can find the location of fourth vertices using trilateration.

Figure 3.4: MDS robust quadrilateral [11]

Limitations: The &awback of this eppro8ch is that under condi-
tiors of low node connectivity or high measurement noise, the algorithm
may be unable to locelize a useful number of nodes.

SDP (Semi definite Programming) [12] handles error in position esti-
mation problem. Node position estimation techniques rely on distance
measurement between neighboring nodes. It uses few anchor nodes

to find the accurste position of unknown nodes. It uses convex opti-
mization to handle position estimation problem. A polynomial-time

15
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algorithm solves SDP aDd it is generalized form of a linear program.

General form of SDP is: Minimize

crz (3.5)

subject to:

16

F(z) : P, + rrFr+, ... '+r"F"
Ar <b
nn?rt = f ;

(3.6)

(3 7)

(3.8)

where
x=14,x2,...,xn1r

and x represenLs the coordinate vector of node.The quantities A, b, c

aud Fi are all known. The inequality 3.7 is known as a linear matrix
inequality (LMI). A connection between node i and j can be represented

by a 'radial constraint' on the node locations

llc; - c;ll !rt
where R is the trensrnission range. Centralized algorithms give accu-

rate results thar distributed appro8.h but they are not scalable hence

they a.re Dot suitable for implementing large sensor network. They

have higher computatioDal complexity and gives unreliable results due

to accumulated inaccuracy caused by multihop transmission in WSN

lr0l.

3.2 Range-Based Method

It uses distance me€surements (i.e. range) or angle estima.tes between

anchor nodes and unlocalized nodes to find location estimates. In liter-
ature various Distance etimating techniques exist. Some of them are

explained below.

3.2.L Angle of Arriral (AOA)

Angle of arrival is distance-estimation technique between ANs and UNs

by using signal's ""gle between line of sight of UN and at least two

anc-hor nodes [3]. Angle idormation helps to 6nd the location of UNs.

In figure 3.6 UN gets two angles 1, 2 from two anchor nodes AN1 ,AN2
and estimates its internal angle . Such angles information is then used

to find location of UN using triangulation method.AOA method for

distance estimation is expensive due to directional antennas [13].
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Figure 3.5: AOA distarce measurement method

3.2.2 Time of Arriwal (TOA)

This tedrnologl is commonly used as a means of obtaining range in-
formatiou via signal propagation time. The most basic localization
system to use TOA techniques is GPS. GPS and other TOA technol-
ory present a costly solution for localization in wireless sensor networks

[4. This technique is also called as Time of Flight (ToF) technique.

3.2.3 Time Difference of Arrival (TDOA)

It broadcast two different signals, calculates their time difference of
a^rrival at destination. This difference is then converted il)to distancc
based on signal propagation speed to obtain distance between UN and
AN. In figure there is transmitter rt that transmits sigaals and various
receivers (with known positions) like r1, r2, r3 and r4. They receive

transmitted signals at different times [9].

Lt;it;-l=r/c(llr; - r,ll - llri - r,lD,i+ i (3.9)

Where: ti is time when receiver ri receives, tj is time when receiver rj
receives,and c the propagation speed of the signal,

t7
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Figure 3.6: TDOA-Distance Estimation Technique

3.2.4 Received Sigrral Strength Indicator (RSSI)

References [9, 13] present a scheme proposed for finding the distance
between transmitter and receiver. It finds out distance between neigh-

boring nodes by received signal strength of the radio signal at the re.
ceiver. Packets received from transmitter by receiver, receiver gets RSS

value in the form of Inverse Square of distances between transmitter
and receiver. Received power Pr(d) is related to distance'd'is given by

Fliis equation [14]:

P,(d) : kG$,^21ufl)2d2 (3.10)

3.2.5 Radio Flequency Time of Flight (RF TOF)

Range estimations can be obtained by measuring the radio frequency
time of flight of travelling message from one node to another. This time
offlight is measured at the physical layer. It is suitable for WSN due to
high speed, multipath propagation (MP). less hardware requirements
and lack of highly synchronized clocks. Radio signals can penetrate

wall's obstruction and give meter level location accuracy. Mecha''ism
of using RF TOF with two messages is loown as the Two Way Rang-
ing (TWR) technique [3]. In RF TOF TWR clock synchronization of
both trarsmitter and receiver is not neccsary as they have their orvn

reference clocks. Optimized Beacon Protocol (OBP) proposed by [3]
used RF TOF TWR for enerry efficient localization. In this protocol
ANs broadcast beacon message (BM) to show their presence. A starter
node starts the localization process by sending query message or range
message (RM) in response to beacon messages. UNs overhear RM from

18
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neighboring UNs and start sending their RM This process is shown in

figure 3.7.

Figure 3'7: OBP working

Sending RM in response to BM constitutes flrst step of TWR ANs

after receiving RM unicast response messages or acknowledgement mes-

o*o tnft{l ,iuko ,"cood step of TWR'AM contain:s AN's coordinates

*i aLru*" between UN and AN Using this information' UN use

trilut"rutioo method to find its position Currently' the protocol has

been implemented considering an ideal MAC' id.tt-nodt 
communica-

iion *oa"f and a perfect radio propagation model' Hence' the distance

estimates obtainJ through ranging process are accurate and as a result

locationofUNsisalsoaccurate.Infactrangingprocesswhendonein
a wireless medium does give errors in distance thst result in false node

ilil;. Su"t, 
"t.oo 

uid tt'"it management are not handled in this

protocol.The mechanism of OBP is shown in 6g 3 8'

MAIN STEPS: 1. ANl, AN2, AN3 sends hello message to their t hop

,"ini"*. irro messege includes x, y coordinates of anchors/source'

i. "UNr ,"""ir." all hello messages from all of its anchors' But UN2

receives hello messages only from ANl' AN2'

i. UNf sends/broicasts REQUEST message to all of their l-hop

neighbors. In the mean time, UN2 receives this requ?-t-from UNl and

it" Iir" of the number of received messages becomes 3'Now it waits for

a predefined delay to send its request message'

But remember UNl does not include its x' y coordinates in the request

.*"tg". A UN, receives ACK messages ftom their ANCHORS' These

unica.si messages include the x, y coordinates of the source'

S. m"o UNl-becomes LOCALISED node' it will include its x' v co-
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ordinates in the ACK messages.

6. UN2 sends a REQUEST message to its l-hop neighbors. Once ANl,
AN2 and UNI receive this message, they will reply in the form of ACK
messages iu which x, y coordinates of the sources are included.

It mearn that anchors not only know the location of other anchor but
also the unlocalized nodes.

It is only the unlocalized node that knows the location of localized/anchor
nodes and its own.

Figure 3.8: OBP Steps
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Problem Statement

Problem Statement In reference [3] Proposed Optimized Beacon

Protocol (OBP) used RF TOF TWR for energr efficient localization.

In this protocol a starter node in the middle of three anchor nodes

broadcasts rsnge message (RM) 
"lto 

called range packets (RPs) to
start the localization process across the network. UNs overhear these

RPs sent by sterter node and wait for certain delay. This delay assures

that starter node will become anchor node in future. After this delay,

neighboring UNs broadcast their RPs to start their ranging operation.

ANs after receiving RPs unicast response messages or acknowledgement

Eessages (AM) .AM contains ANs coordinates and distance between

UN and AN. Using this information, UN use trilateration method to
find its position and change their state from UN to AN. The concept of
Overhearing is energl efficient method in which UNs start their ranging
process without waiting for beacon messages from ANs.This process is

shown in figure 3.7.Figure 4.1 shows the TWR process being carried

out among two unlocalized nodes.

Currently, the protocol has been implemented considering an ideal

MAC, idesl node communication model and a perfect radio propaga-

tion model. Hence, the distance estimates obtained through ranging
process are accurste and as a result location of LNs is also accurate. In
fact ranging process when done in a wireless medium does give errors in
distance that result in false node positions. Such errors and their man-

agement are not handled in this protocol. When UNs broadcast RMs

to ANs then distance calculation is done on different time stamps of
transmission/reception moments. Figure 4.2 shows these time stamps.

2L
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Figure 4.1: OBP Timing Dia$am [3]

Distance estimation of UNs for indoor localization is su.ftered by the
physical phenomena such as obstructions, interferences, multipath 8nd

changes in the signal propagation speed due to changes in the surround-
ing environment. Such interferences generate delay in signal's arrival
et transmitter and receiver. These unwanted delays give erroneous dis-

tance estimation between ANs and UNs. Upon receiving RMs, ANs
unicast AMs that contains ANs's coordinates and erroneous distance
information. Tlilateration (form of Lateration) ie s lsghnique used to
calculate the position of UN using the estimated distance and known
positions of ANs. Error characterization Neighbouring nodes make a
Sensing Network Graph (SNG).In SNG; vertices a,re sensor nodes and

edges represents distance b/w pair of nodes as shown in figure 4.3.

In [15] Localization errors come from two sources as:

1. Edge error This is the error in distance measurements between

ANs and UNs.

2. Vertex error Error in non-anchor node's position as they don't
know their location.

For Anchor nodes this error is equal to zero. Edge errors between

neighbour and free node eventually become vertex error in free node.

These errors are shown in following 6gure.

22
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Figure 4.2: Time Stamps

23
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Figure 4.3: Sensing Network Graph

 -!:!!{E!_:-!=!.

Figure 4.4: Errors in distance and position of nodes

24
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Proposed Solution

5.1 Least Square Multilateration

Measurement between each Anchor node and 66 ttnlogali2ed neds ie

given by following equation,

zi : lla - qll/c + e; (5.1)

Where: zi is the measurement of any sensor node i. i is error in mea-

surement. Taking x to be a location vector containing both x and y
coordinate values of nodes, the above equation can be written as:

0 - x;: 62, (5.2)

Where: c: speed of l.ight, zi is the estimated distance between two
nodes let f(zi) denote r.

r - q: l@) (5.3)

Ignoring the edge and vertex errors and square both sides of equation
(5.3)

a2 + t! - 2(a; * t.) : I?Q) (5.4)

These equations can be linearized by subtracting i:0 from rest ofequa-
tion as follows:

- 2(r, - q)'x : f!(z;) - f?(r") - ("? - ,il (5.5)

Where x0 is the reference node i.e. anchor node. Let

a;: -2(x; - q)
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Let
b: t?k) - t?kd - @? -,2)

Equation (5.5) becomes
(or)'* : b (5.6)

Here
Oi

is a 2x1 vector and b is a scalar m such equation can be expressed in
a matrix form as:

Aa: b (5.7)

wirh

A = ,t- xo,Ur-go, r2-ro,g2-Ao, ,. . . , xm-ao,!m-yo'b -- h'h,,.. . 
'b,",

Here matrix A gives us the information regarding node configuration
8nd b tells us about the distance measurement

least squares solution to this system of equations is given by:

ir : (ArA)-t * Arb (5 8)

Equation (5.8) gives estimated location of free node.

Algorithm for Error Management

26
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A registry is maintained at UN With tuple

(A N' saor dinotes, t 1 r-') tn

where
ru,

is the sensor measurement(i.e. distance between AN and

UN)
ee

(edge error) is the uncertainty iD mea.surement x
do

{
for each UN;Examine local neighborhood N where N is
the number of nodes with knowu locations. select neigh-

bors based on edge errors

ec

Nodes with edge error below the threshold are selected as

best neighbors and nodes above threshold are excluded

from the neighborhood. )
whiletermination condition is not met

Termination condition for this algorithm is that compare position er-

ror in normal scenario without error control with position error after
using error control. If there is small difference in positions then this
algorithm will work else stop working. .it will be very computation
expensive for sersor nodes limit it to +-20 '

5.2 Proposed Solution

In optimized beacon protocol a starter node in the middle of three

anchor nodes broadcasts range packets (RPs) to start the localization
process across the network. UNs overhear these RPs sent by starter
node and rvait for certain delay. This delay assures that starter node

will be localized node in future. After this delay, neighboring UNs

broadcast their RPs to start their ranging operation. After receiving

RPs, ANs unicast response messages or acknowledgement messeges

(AM). AM contains ANs coordinates and estimated distance between

27
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UN and AN. Using this information, UN use trilateration method to
find its position and change their state from UN to LN, \4trole network
get localized through such repetitive process.The distance estimates
obtained through ranging process sre &ccurate and as a result location
of LNs is also accurate. OBP uses trilateration for position estimates.

Suppose the Anchor nodes are located at (xi, yi) where i: f, 2,3. The
Euclidean Distance between a UN and the three ANs can be repre'
sented by equation as;

(",-r,.)'+@,-a,)':r? (5.s)

runrUun

are the coordinates of unlocalized node. We will have same equation
for any number of anchor nodes. These equations can be solved by

writing them in a linear form using linearlization tool. Subtracting
equation for i=3 from other two equstions for i=1, 2. We get following
equations.

(rr-run)'-(rr-run)'*(u-v"^)2 -(yt-y, )': r? -r3 (5.10)

(rr- r.n)'- (rs-run\2 +(w-u")2 -(ys-a,)':rl-r! (s.tt)

After re.arranging equatiors we will get matrix form written as:

Zlas - as3 - yrl [c,"y"^] : [("? - ril - @? - "3) - @? - yll
2lq - a,:" - wlla" y.^l : l?l - ril - @tr -,3) - @il - yill

Ftom matrix equation we will get coordinates of unlocalized nodes.

As three anchor nodes lies in overlapping range and UN lies nearby

them so we can guess its coordinates as well.

Coordinates of anchor nodes when they are deployed:

(c,, y,) = (10, l0), (cz, sz) : (r0,9), (rs, ys) : (9,8)

Coordinates of UN that deployed in vicinity of ANs:

(ca, ya) = (8, 7)
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Now we calculate the distance between ANs and UN by using Euclidian
distance formula:

(.r-ro)'+(y,-yo)'=r?

Distance between ANI (10,10) end UN (8,7)

(rr)2 : (a,-aa)2+(yryq)'= (10-8)'?+(I0-?)2 = 22+32 = 4+9(rr)2 : 13

Similarly the distance b/w AN2 (10,9) and UN (8,7):

(r2)2 : (r2-ra)2+(gz-go)2: (10-8)'?+(9-7)2 :2'+2' : 4+4(rz)2 :8
Similarly the distance b/w AN3 (9,8) and UN (8, 7):

(4)2 : (cs-x)2+(ys-gr)': (9-8)'z+(8-7)2 : 72+12: 1+1(rr)2 : 2

After finding the dista^uces now solve the following matrix:

214 - rs3 - lilx" !" ): t(ri - ril - @? - "3) - (y? - y?)l

214 - xzrn - wl[x""y""| = K,Z -,3) - @tr - "l - @h - yil]

(ca-c,) = 9-10 = -1, (ys-yr) : 8-t0 : -2, (ss-q) = 9-10 : -1, (ys-yz) : 8-9 = -1
o,

ar ("r)'- ("g)' =13-2:11,(or)2 -(rt)'= 19,(s,)'- (sr.)'= eo

{
,.L
\.-
I

(rz)'- (rs)'-8-2:6,(rr)'- (cs)2: t9, (u)2 - (yi2:tz

Now put these values in matrix form:

l-r -2llaun,yunl[ll - le - 36 = -aa][-t - U[6 - rs - 17: -30]
Now we can write equations from this matrix as:

2(-ru" - 2y"") = -44'2(-r.n - !un) : -30,
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Dividing 2 on both sides of equation we get:

(-r," - 2Y"") = -22,(-c"" - Y"") : -15'
Then solve these equations using crammers rule.

d: [-l - 2][-l - u

d: ((-l) * (-1)) - ((-t) * (-z)),d = 1 - 2 = -1,

6s : l-22 - 2l[-15 - llda = 22 - 30: -8

dy = l-t - 22)l-r - tsldy : 15 - 22 - -7

qn: dtf i,: -81 - 1 :8,y"" = duld = -71 - L :7,,

(o"",9,") = (8, 7)

these coordinates are same as given by GPS.

Distance estimation of UNs for indoor localization is suffered by the
physical phenomena such as obstructions, interferences, multipath and
changes in the sigrral propagation speed due to changes in the sur-
rounding environment. Such interferences generate delay in signal's
arrival at transmitter and receiver. These unwanted delays give er-
roneous distance estimation between ANs and UNs. In fact, ranging
process when done in a wireless medium does give errors in distance
that result in false node positions.Upon receiving RMs, ANs unicast
AMs that contains ANs's coordinates and erroneous distance informa-
tion hence results in position error of UNs.Gaussian Noise is added in
the calculated distance and this noise is a randomly generated number.
Assume the value of Noise : 5.

(r,-,o)'+(g,-go)':r?
r! : (q - ro)' t (y, - uo)' + Noise,

r? : (10 - 8)'?+ (10 -7)2 + Noise,

r? : (ro - 8)2 + (lo - 7)2 + s,
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Figure 5.1: Registry information

r?:B+5,r?:t8,rr=4.2,
Later on when this distance is used to calculate the coordinates of UNs
they also become erroneous.

Proposed error control mechar sm incorporates two elements:
1. Registry Information
Basic idea for error control is that after computing distance estimates
between ANs and UN, at this stage a node registry is maintained that
contairs coordinates of anchor nodes, distance between anchor nodes

and unlocalized node and error in distance (i.e. edge error).This reg-

istry contains a tuple (anchor location, distance, edge error).Registry
information helps to avoid error propagstion due to estimated error in
distance and select neighbors with less edge error. Registry is shown
in following Tablel. Where is this registry information kept?
It is kept in every node. This information is helpful to localize other
nodes.

Is it distributed over all nodes?

Yes it is distributed and helps during neighbor selection.
How is it calculated in 6rst place?

Once OBP calculates distance estimates then at that stage it is main-
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tained on that node whose position is estimated.

2. Selection of Neighbors
Neighboring nodes are selected on the basis of their measurement errors
(i.e. edge error). This step difrerentiates nodes whose measurements

to use and whose discard. For localizing any node x belongs to N (N is
number of neighbors in sensing network graph with known locations).

Those nodes erith lower edge error are selected as neighbors else dis-

carded from neighbor selection and can't be used to localize others.

We arrange neighboring nodes in ascending order on the basis of edge

error, then set a threshold value i.e. 3sigma, where sigma is standard

deviation of edge error. Nodes with edge error below the threshold

are selected as best neighbors and nodes above threshold are excluded

from the neighborhood.
Using node registry we perform following computations for neighbor

selection, Stsndard Deviation for Edge Error

Mean : 6+4.5+5+1.5+8+2.5+3.5+7.5+6.519 = 4519 : 5, Mean = 5

Variance = subtract each random number from mean, find its square

then take average of result.
Subtract each random number from mean and then square

6-s:1,(t)2:1
4.5 - 5 = -0.5,(-0.5)2 = 0 25

b-b:0,(0)2:0

1.5 - 5 = -3.5,(-3.5)'? : 12.25

8-5=3,(3)'z:e

2.5 - 5: -2.5,(2.5)2 = 6.25

V arionce : I + 0.25 + 0 + 12.25 + I + 6.25 /6 : 28.75 / 6 = a.79
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Figure 5.2: Anchor Nodes arranged on the basis of Edge Error

Stand,ord.DeuiationSigmo(o) = squarerootoluariance : J4 79 : 2.18

(o) : 2.18,s * (o) = 3 r, (2.18), = 6.5a

Now sort the node registry in ascending order by using the edge error
and standard deviation.
Flom all these we choose 6 nodes for multilateration which have less

edge error and these 6 nodes lies in the standard deviation.
Selected nodes are: 14, 16, r7, r2, r3,r1. As they have less edge error.
For further calculatiors of estimated coordinates of UN we use these

6 selected nodes. Now we are using those nodes which bave less error.
Finally when we get estimated coordinates those also have less vertex
emor.

Results
By using this method we are reducing the error in the localization of
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Un-localized Node. lrleans we have integrated an error management

system with localization to reduce errors



Chapter 6

OBP Implementation and its
Simulation Results

6.1 Simulations and Analysis

6.1.1 NS-2 (Network Simulator 2)

Simulation tools and euvironment used for this research work will be

dissrrsssd in this chapter.N$2 is standard tool for simulations in wired
and wireless networks.It is open source and freely distributed event-

based simulator that simulates numerous protocols like TCP, UDP,
DSR AODV, OLSR etc.N$2 written in two languages: C++ and

OTCL.C++ used as programming language for protocol simulation
and implement actual research algorithm. OTCL stands for object
TCL.It creates physical structure of network (i.e. topology).it is easy

to implement and configure by setting network parameters. Tlace files

are created after simulating its TCL script. Following figure shows the
duality of OTCL and C++ language.

6.1.2 Implementation of Optimized Beacon Protocol

origionally OBP was implemented in OPNET simulator.we implemented
our work in N$2 simulator. Module was written in ns-2 by using
C /C++ language and was tested there. After this, simulation files
s'ere written by usiug OTcl language and got results of our implemen-
tation in the form of trace 6les. To extract the required information
from the trace files, scripts were written by using perl and awk scripting
languages. Graphs were made by rsing Matlab with extracted values.
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Figure 6.1: OTCL and C++: the duelity [16]

Figure 6.2: N$2 Directory Structure [17]
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The details of important parameters used for OBP implementation are
given below:

.9.No. Description V alue
I
,
3

4

5

6

7

8

Total number of nodes

Topography
Media Access Control

Routing Protocol
Radio Model

Simulation Seed

Simulation Starting time
Simulation Stop Time

1350

300x300

802.11

DumbAgent
Two ray ground

0

30s

1000s

6.1.3 Total Number of Nodes

We used 1350 nodes for OBP simulation and deployed them by using
random uniform distribution.

6.1.4 llopography

Topography is the confguration of a surface area where sensor nodes
are deployed. In our module, we fixed sensor field of measuring 30Ox300

meters.

6.1.5 MAC/802-11

Iu our simulation, we rsed ideal MAC IEEE-802 11.

6.1.6 Routing Protocol

Routing protocol is Dumb Agent in our simulation.

6.1.7 Radio Propagation Model

This model is very helpful in predicting the received signal power of
each packet. Network Simulator-2 has available three radio models
to use i.e. free space model, two ray ground reflection models and
Shadowing model[l8] However, for OBP implementation, we used two
ray ground reflection models. It can deal with both direct (line ofsight)
and ground reflection path between the transmitter and receiver.
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Figure 6.3: Tlace fiIe format [19]

6.1.8 Simulation Seeds

Simulation seeds are used to get slightly variation in simulation during
repetition of simulation with s"me para.Eleters. We set simulation seed

value 0 in simulation.

6.1.9 Text- based packet Ttace Ele

This 6le contains the detail of packets passing in network during sim-

ulation. Format of trace 6le is shown below.
It contains twelve fields:

Tlpe identifier: it defines the type of event that a packet performs i.e.

Event: s send, r receive, + enqueue, ? dequeue, d drop, f forward.
Time: it tells time when a certain event is experienced. Fields 3,4

tells the source and destination nodes of packets. Fields 5,6 describes

packet name and its size. Next field flag shows aoy abnormal behavior.

Dotted line in flag field means no flag. Remaining fields describe flow

id, source and destination address in the form of node and port, packet

sequence number and last field keeps record of all packets having their
IDs.

Thace Example

6.1.f0 Network AniMation (NAM) Tlace

It shows animated colored packets flow, dropping and dragging nodes

means changing their positions, and shaping li-nks among nodes.
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Figure 6.4: OBP trace fle

Figure 6.5: NAM trace
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6.2 Performance Metrics

6.2.1 Node degree vs. percentage of localized nodes

6.2.2 State.change delay vs. distance from anchor nucleus
with trilateration and multilateration

6.2.3 Number of exchanged messages vs. Time with trilat-
eration and multilateration

6.2.4 Position Refinement

Node degree vs. Percentage of localized nodes

We deployed N nodes in square of LL m2 in random uniform distribu-
tion fashion using two ray ground radio propagation models. Node de'

gree (also called network degree) is the mean number of neighbours per

node. Following figu.re shows the relationship between node degtee and

percentage of localized nodes. In trilateration, networks needs three

localized neighbours during localization process and then find their po-

sition. While in multilateration critical node degree is increa.sed that
helps in localizing nodes. Node degree is proportional to the number

of localized nodes.

State'drange delay vs. distance from anchor nucleus with
trilateration and multilateration

In first sceuario, we calculated the time when nodes change their states

from unlocalized state to become localized with respect to distance from

anchor nucleus. Anchor nucleus is the group of ANs placed in such a

way that they have overlapping communication range and some UNs

lie in this range. In existing scenario, there were three ANs that made

anchor nucleus and used trilateration technique to find the location of
UN. In proposed scheme, we deployed more than three ANs in anchor

nucleus and used multilateration technique to find the location of UNs.

We deployed a network of 1350 nodes in 25m range. The UNs wait for
10.0s after overhearing a RP. We saved delay and distance from the

ANs' nucleus, in a separate file named "status.dat" with node IDs',
their x and y-axis. We plot a graph showing both eisting and pro-

posed scheme. Existing scheme assumes no distance error but proposed

technique considers error in distance. Delaf is measured in seconds and
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Figure 6.8: State.change delay of nodcs across netuork

distance is measured in meters. Statc change delay increases linearlv

as thc distancc from anchor nucleus increa-scs. Nodes rapidl-v changc

thcir state ncar anchor nucleus through ovcrhearing

Number of exchanged messages trilateration and multilat-
eration vs. Time

Like previous parametcr. we uscd 1350 nodes dcployed in an arca of

25 meters communication range. Here we count thc number of tran-t-

mittcd packets with respect to time using both trilateration and mul-

tilateration techniqucs. In OBP anchor nodcs transmit hello packets

(also called hello messages) and acknowledgement packets *'hile un-

Iocalised nodes transmit range packets for distance estitnates. Fol-

Iowing table shou's each pa/lket transmitter.l and received to/by- each

nodc with rc-spect to time. This table ha^s colurnns a-s: node id. state

delay(time).packets sent. packets received .hello sent, hello received.

request scnL, rcqucst received. ack sent.ack rcccivcd. Rcquest mcssage

is also called as rangc message. Thc patkct inter-arrival timc for thc

t$o tvpes of packcts is set to 5 secs. Each UN transrnits 5 RPs and a

LN transmits 15 ACKs. The UNs wait for t 10.0s after overhearing a

RP. The OBP starts its exe.cution lOsec after startillS simulation Silu-

ulation is termil)atcd either when all nodcs have changed thcir statc or

jl
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Figure 6.9: Number of exchangcd messages across network

the maximum simulation duration is reached.

Ground truth position of nodes, and their estimated posi-
tions based on multilateration

Ground truth nodc positions obtaincd through GPS arc markcd as cir-
cles and estimated position obtained through multilateration is marked
as cross. We can see the deviation in estimates caused b-r. appll-ing er-

ror control mechanism. The scheme with error control actively selects

from its neighborhood which measurements to use and which to rcject.
using the registry informalion. Esiimated nodc positions are calcu-
lated using range rneasurements. When range error becomes greater
than threshold value then no neighbors are selected. Performing repet-
itive simulations, we get best neighbors (that should be nrore than 3)
u'hose range error is less than pre.defined threshold vahre. Then we

solve linear equations for calculating estimated node positions.
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Chapter 7

Chapter 7 Conclusion and
F\rture work

7.L Conclusion

Sensor nodes possess limited energy during their deployment. Sen-

sor network localization being an active research area suffers from this
constraint. This thesis handles localization, error in localization and
evaluates the performance of OBP in terms of communication cost vs.

accuracy tradeoffs by introducing error management scheme. Proposed
error handling scheme filters out outliers ("the bad seeds") that may
contaminate the entire network. In order to get reliable location in-
formation, several iteratiors are performed. Simulation results have

shown that the active selection stratcry sigrificantly rrritigates the ef-

fect of error propagation. Fewer nodes are localized in early little it-
eratioru due to larger error. After G7 iterations, almost all nodes are

localized using error control mechanism. Error control strategy im-
proved node localization. Position refinement of nodes is done through
Least Square Multilateration (LSM) iechnique.

7.L.1 F\rture Directions and Perspectives

Our research work has opened many new directions for future work.

Computations during position estimates using tri- multilateration bear
cost/accurary trade.ofls. We have simulated our scheme using NS2.

In future we planned to have testbed implementation. Our present

work can be enhanced for the purpose of geographic routing and study
the communication cost/accuracy trade.offs for this particular appli-
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cation. We also have planned to compaxe present scheme with genetic

algorithm for neighbour selection.
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