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Abstract

Repgional frequency analysis based on Parual Lincar Moments and Linear Moments has
been utilized Both techniques are applied in this siudy and companson made between
these approaches The 10 barrages of Indus Basin Pakistan Barrages lving on the four
Rivers the Ravi, Chenab, Jhelum and the Indus are selected for the study The data of
annual maximum flows was retained for analysis The dara ranging through the 30 vears

flow record to 93 years By applying several tests, the itial conditions of randomness,
autocorrelation, homogeneity and equality of vanance are saushed for all barrages data

Discordancy measure 1s calculated by using both Lincar Moments (LM) and Partial Linear
Moments (PLM), under these approaches all sites fulfilled the discordancy threshold

Established on the physiographical postions of the barrages, a simgle homogenous region
was formed and corroborated through the heterogeneity standards After ratfication, of
discordancy and Heterogeneity conditions, the Z-slatistics and LMRD implied to seiect the
best fitted distnbution for descnbed region GPA oulperformed by PL-moments while
GNO and GPA through L-moments GPA of PL and GNO, GPA of LM were selected for
further analysis and to check robusiness Quanule estimates and regional growth curves
were constructed by using simulation stucdies Monte Carlo Simulation used for enactment
assessment and repetions made up 1o 10,000 The simulations results showed the absolule
bias relative bias, root mean square error and error bounds which endorsed thar GPA by
PL method 15 robust distnbution and overtake the GNO and GPA of L-moments for
estimation of larger retunc penod events of 100, 500 and 1000 years That reinforec the

performance of PLM over the LM for larger retumn periods
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CHAPTER 1

1.1 Introduction
Climate over the globe 15 changng drastically which s the flaunung ssuc of today’s world
Assossment of atmospherie citcumstances, cstablished on long perod of time. pertained as
chmate Global warming prosokmg w change in cimanc condiions Climate ¢hanges evoking
10 extreme preapitauons, hailling, thunderstorms alluvion, deluge mundation and floods These
chunging constramts conhonted by every country with loss of nmmense amount ot mones
1esources and scathe of soft and hard infrastructure as well as the fearful number of loss of man
power and human resources Advanang countnes stneken by deletenous loods many tunes
cspecially Pakistan
Precisely verbalizmg causes of floods can be ymmoderatc rams, myer outpourmg or fortified
winds iIn mantume arena, dam breaking and snow meltng As well major types of flood can by
flash flood, rapid (load and slow flood Mostly, Pakrtan taced rapid or slow tlood T lash (ood
can weeur for 2o 6 houns aroused by extreme i snow meltng or dam break Rapid o
takes more time 1 nse than lash flood Trean evst a day or o dans and more destructine Slow
flood can stay for fow days, maybe weeks It usually appears i low hang plam acas sprcad vvel
Jong arend and cause o damage all sunvivals mats way spread diseases maknutnnen and insecl s
bites
Pakistan has diverse kind of land and the formaton of climate 1~ matable Nawrally  Pakistan hes
hot and din climate but m precedmg few decades 1t has revealed unpertant palpable deviations
The frequent reasons of flouding i Pakistan ate the melting glacicr and uttermost1amtalls Floods
ar¢ mostly mggcred by the mtensis ¢ precipitauon in the catichment aeas of man and other rvers
through monsoon spell which are often enlarged by melung of snow  Floods are inshigated
mamby due to overflowng i major nvers and flash floods in mbutanes including hdl orrents
cause to coastal and urban floading (.Annual Flood Report 201 3)
Afier the birth (1947). Pakastan preoccupied by muluple numbcr of penlous floods Pakistan had
contronted floaads of several degrees since 1950 to 2015 resultant mto complamt of' s ast areas off
the town provinces (Punjab, Sindh and Baluchistan & NWTPY includmg Gilgit-Balisan FATA
and Azad Janmu & Kashimer The couniry has agonu ed ¢ camulaes e ccononne loss uf moie
than USS 38 (X) billion during the past 69 vears (194710 2015) Around 11 939 deaths  runation

ot 192,596 villages and about 613,72 | square km area was damaged due to 22 major floods The
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flood 11 2010 was utmost destructine 1 which 1983 died, atfected about 20 nullion population
and diowtied area of 160 00 square ki The 2014 flood impaired 2 6 vallion people han estad

area of 2 415 mullion acres, 1063 villages (destructing 107 102 hotses) and charged 367 deaths

Major five mver, the Indus. Jhelun, and Chenab Ravi and Sutley and their branches course
through the 1ealm’s plans The Indus. Thelum and Chenab are recogmized as the W estem
mbutancs and Ravi Beas and Sutle) named as the Eastemn mbutanes Aloremenooned men
spread waier to the enure Indus Basin Imation System (IRSA) Al these mbutanes have ther
foundation m the higher alntudes and produce thar flows pamuan’ flom snew meltng and
monsoon rns The Indus Basin catchiment aiea s matehless that it comprehends soven hechest-
ranking mountaimops of the world beside Mount Everest These contain R-2 (28233 fecy
Nanga Parbat (26 660 feet) Rakaposht (25.552 feet) ete The seven glacters lovated i the Indus
catchment namely Stachmn, Hispar Biafo Batura, Baliore Barpu and Hopper are among the
fcading in the world (NDMA-UNDP report 2010)

Indus mvar the mam contrbutor 1o tood basket of Pakistan has imamense importance n Indus
bastn and one of the wp ygantic mvers m the world 1t s the world ~ 127 Lugest ivenin the regand
ot dramage area thatts 9 7 x 10° square km, on 7 in deltu arca 3 x 107 squarckm on 1tr
m water runeft having 2 x 101" m?/year and on 6" n annual sediment ejeetion that s 2 X
10" kg/year Indus spreads from cast 10 west i north of Pakistan The length of Indus nmyver
15 31850 kin that announced 1t one of the longest nyver m the woild and empued into Arabran sea
near Karachi Its ongimate from the mutual areas of Timalayas [hndu Kuwh and Karahoram
These mountans shiddded by snow almost all the sear and conmbute to the Indus i sunmer
These areas notonly compnse on th. top most herghts as well as the Tongest glaciers m the wor ld
(Pakistan W atur Gateway 200%)

The Chenab adds considerable water info the Indus Basin Tt wotal fength s 770 mules (1 232
Kmt Onginaung Himachal Pardesh India In the lugher spreads € handra and Bhaga we the two
najor brooks of Chenab, upsurge at an clesation of about 160G feet AMSL These branches
weam ot at Tandi sited m Jammu and Kashmur The nyer afier crossing mountam regions about
400 nules teleases into the plam area near Akhnur, then Chenab ns ade n Stalkot distniet. Chenab
runs thiough sdimentary steppes of the Punjab chasing o cxpaise of dbout S468kme It unies
with Thelum myver at Tenimu and lastly the Jhelum and Chenaly atter gathenng Rav and Sutle

nvers empted i Indus at Mithankot  [ts catchment 1~ about 26 079 square nules
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The Jhelum 1 also man contbutor having length 510 mule {816 km) which instigated trom
Pir Panjal and flows nutching 10 the Indus at an elevanon of 3500 feet The nver uny over Dal
and Walar lakes Near o Muzafarbad at Domel it junctures wath the Nelum that s encompassed
of about 220X ) mu of mountamous ranges Another mbutarny Kunhar lmks with Jhelurm about
S miles beneath Domel Two other small nvers Kansh & Punch connect weth Jhehom between
Domel and Mangla. and Punch enters mto it about U7 miles above Mangla at Tangrot Below

Mangla. numerous flood water streams link with the Jhelum

Ravi1s also major supplier to Indus Basin It length 5 530 mules (880 km} The catchment of
Ravis 3100 4g mu The Rav i imtiates from the Bangahal s basity and druns the southern slopes
of the Dhanladhar Through Lower Bangahal these streams run tieugh the gorge of Chambug

Ravi omits the Himalayas at Basedi s regular slop v 45 feet par nule The Rava enters 1o
Pathankot a1 Chaundh and share a4 bordedine berween India and Jammu and Kashmur for 23
nules

The capacity of Nowing water n these wibutanes 15 depend upon seasondl vananons [t 1s
decreases m winter and nses regularly wth approaching 1o summet when snowpack n bifly
cdtchment’s bewn to dissolve In the starting of summer amount of water in the nvers fluctuates
depend upon the height and conditon wath respect to the monsoons and the fevel of the snow

miuditing The level of water upsinges significantly in Indus thalum and € henaby attur Mach b
m the eastem mvers this apprdrance s late The Indus sehieh mses catly colleats it water hom
o heftv glactery the Hindu Kush and the karakoram bemg larger than any other mountans
outer the Polar remon The stat of rainy spell at the completion ot June or early July s nouced by
£ huge increment i course The erz of extraordinary flow ended m the Indus and Jhelum in
Septembrer, but endures for next months m the castem meers: The educnion in flow oceur sharply

then the mse ¢ven months with high mean discharges ate categonzed by wide fluctuattons i the
dailv relcases Floods often occurs in the carly part of the rainy season in the westem nvers and
later in the eastern Because 60 » of the tide i the Indus saatem s engrossed m the 3 mansoon
months That ~ why dne requisite tor aruficial lake and dams w adpst the Bow 1o lessen the
tloods and o reduce flow to the sea and delis er sufhicient support o mgation

[mplemenuny the project named s Indus Basin Project (1BPY launched after Indus water meaty
{1960} Pukistan developed two dams Mangla, Tarbela, five new barmages and eight main ik
canals 10 cxchange water between nvers Four Barmages amended to mect the nigquirement ot
imgaton and flowd control Barmages Flood Limuts are designed tor cach staton Jow medium

hugh very high and exceprionally high Mangla and Rasul Tow It at ™ 5 il cftsec and tigh 30

ml cttsec Marala, Qadirabad and Khank: flood low Timutar 10 mil et sew whule hughest at 60 ml

3
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ctirsec Balloks low ar 4 ml efi sec while lugh at 18 mil cft sec Sidhna 3 ml cft sec and hugh at 12
ml cft/sec (The Indus Water Treaty 1960

Tabie 1 1 Geographicol Characteristics of Barrages, WAPDA Potistan

Descnption of Barrage Characteristic
River Bamge Latitude Lunglludc Elevation [Le ngth Drainage Area
Thelum Mangla 3315 73 65 774] 10,300 20712
Rasul 3268 735 699 3,209 24069
Marala 3268 74 43 702 4,472 31148
Chenab |[Khanki 324 7392 666 4,000 29732
Qadirabad 3233 7373 639 3,373 25485
Ravi Balloki 3122 7386 600 1,644 63712
Sidhna 3058 7207 426 712 4709
Kotn 25 22 68 22 55 3,000 25485
Smdh |Guddu 283 695 222 3,840 25485
Sukkur 27 72 68 79 201| 4,490 42475




CHAPTER 1 Introduction

1.2 Regional Frequency Analysis
Regional Flood Frequency Analysis{RFFA) took remarkable importance in last
few decades Regional frequency analysis definable as the use of same nature of
data at various sites and fonming the homogenous region by focusing on the site’s
hydrological and geographical charactenstics in order to estimate the suuitable
frequency distnbution Flood Frequency Analysis (FFA} are practiced for forecast
design floods for stations along the niver. that help out in better planning to deal
with flood 1n advance and to decrease the loss of precious lives. properties, time,
money and infrastructure The sole objective of the RFFA by practicing index
flood process 1s 1o detect a most appropriate distribution, further which will be
heipful in quantile esumation In RFFA by designing homogenous regions we
can perform forecasting that will resultant to the least varnability in predictions

and actual happenings

Lmecar Moments (LM) methodology extensively utilized m RFFA L-moments
are the linear combination of Order statistics that 1s robust wlile outhers subsist
in data, provides unbiased estimates subject (o fitting on large or small sample
data Outhiers can efficaciously countered by using LM method LM established
on Probability Weighted Momenis (PWMs) provide more authentic results of
fitted distribution and parameter estimates comparing 1o maximum likelihcod
techmique provided by Hosking (1985b) Dernivation, summarizanon and
interpretation of results by LM 1s much easier, especially today due to the cushy
access to latest tools and software LM must exist 1f mean of the distribution
subsist where n Conventional Moments (CM) 1t’s contrary to aforementioned
methodeology CM are highly effected by outliers. innately nonhnear deciivity of
accuracy 1n higher order and inconsistent in raprdly v anating data, but LM c¢an
deal 1n all these situation (Hosking & Wallis 2005) Although the LM mcthod 1s
widely apphed in regional flood frequency analysis and 1t 15 much effective 1n
estimation of parameters but 1t 1s not much sufficient 1n predicting large return
periods That’s why, the use of lower bound censored samples 15 much suinable
In estimating high retumn peniod floods the small one have least relevance to the

larger one thus adding small floods might be cause (o nuisance values Wang
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(1990a), and censoring will make improvement 1 the esumation of large return

period

Partial probability weighted moments (PPWM) are also stated as Partial Linear
Moment (PLM) are parallel to Linear Moments method (LMM) PPWM are the
extension of the Probability Wetghted Moments (PWM) PLM accustomed to
estimate a distmbution from censored sample Censored samples extract high
quantile estimates much efficiently as contrasting to uncensored samples acquaint
by Wang (1990a) PLM expedient in cstimating the upper quantiles of flood flows
when someone concentrating on the right tail of the distnibution and censoring of

the tew observations in the left tail 1s preferential

Floods appears on sundry phases like low, medmum, hgh, very high and
exceptional lgh Flood occurs umpteen tmes, but not always harmful that 1s
marked as low level flood Occurrence of this type of tlood 1s common but they
don’t exceed the threshold point Threshold pomnt explicate that if flood surmounts
the fixed level it can be carastrophic Data incorporating values above or below
the applied analytical threshold point alluded as Censored data Censoled data
analysis implemented mn the inspection of hydrology, environmental engineenng,
disaster management, biomedical and survival analysis Such data frequently dealt

in quality and quantity superintended applications ot air soil and water samples

Censored data classified as either type I censored, where the threshold 1s applied
while the number of censored data vanes, or type II censoring where the censored
data senes fixed and the pointed threshold vanes Censored data alse categorized
as left, nght and double(interval) censored Left censored in which data below a
fix point 1s censored and remaiming 15 used for analysis In RFFA we mostly
perform left censoning, because 1n flood studies the level of water deviate
sometime too low that undergoing the threshold point that 1t can be discarded
Compnising on higher quantiles, lowest values seems to be nuisance that reinforce
the use of left censored data Data censored above the fixed point, pertained as
night censoring, mostly used mm hfc testing events Data censoied on an interval,
the combinatton of left and nght censoring 1s interval censoring 1ts focus on some

specific time hine
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Censonng also categorized as single stage and muluple stage censoring
Censoning on data series left or nght but on one level said as single stage
censonng If data contain on one or more censonng levels, referred as mult stage
censorimg Multstage censonng used m environmental data, but as the censoning

level increases, calculations become more difficult

1.3 Objective of the Study

To screen out data

Y v

To 1dentify homogeneous regions
To choose best fitted distnbution

To estimate parameter of fitted distnbution

A A ¥

To analyze the advantage of partial I. moments over L moments

‘!

To compare GEV, GLO and GPA distibutions while applying partial L. moments

‘i’

To uttlize the results in designing of dams, culverts, bndges and different kinds of

flood controlling devices for policy implication
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CHAPTER 2

2.1 Literature Review

Wang (1990a) apphed Partial Probability Weighted Moments (PPWM) on censored
samples and estmated the GEV distnbution Introduced the PPWM denotation of
PWM PPWM applied on censorcd samples, explicated the unbiased cestimator of
PPWM, and denved cstimator of parameters and quantiles of GEV by using PPWM
Monte Carlo expenments were performed to canvas the properties of GEV distnbution
by PPWM method on censored samples and proved that lower bound censorning provide

more dccuracy in quanulc estimation

Wang (1990b) plicd unbiased facts about mistorical flood information and applications
of PWM and PPWM to esumate the parameter of GEV distnbution Monte Carlo
Simulations exccuted to estimate parameter and quantiles findings showed that for (k =
—0 2) the dismbution plot has long thick tail and high quantile and large vanance for
small systematic record But the tail at k = 0 0 becomes thin and historical record
improve the high quanule esumation With the increment 1n k value the estimation of
high quantiles 1s easier Simulation output for k = 0 2 addressed that incorporating the
historical information can cause to hght adverse effect on high quantile esumation In
this work Wang denved constraints for unbiased estimator of PWM and PPWM by

using the recorded and histonic flood information

Hosking and Walhs (1997) recommended four steps to carry out Ranonal Frequency
Analysis of environmental extreme happenings, especially in hydrology Those steps
designed as (1) Data Screening (2) formation of homogenous regions (3) selection of
plummy distnbution (4) parameter estimation of tailored distnbution Each next stage

can be covered after fulfilling the previous steps assumptions, phied by author

Wang (1997} by using higher probability weighted moments for flood frequency
analysis, while explonng the trend that larger flows can show interpolation and
extrapolation in large return periods In described situation lower bound censored
samples can assist better and the application of higher PWM 1s proposed Higher
moments gives more weightage to large Nows, simulation studies also give support to

HM to use for anticipating for large return penoeds
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Koulouns et a/ (1998) worked on LM diagrams for censored data, data sets covered
above or below a threshold point appointed as censored data A number of statistical
techniques of censored data belongs to problem of moment, parameter, and quantile
guesstimate methods Introduced LM figure for the assessment of suitable fit of left-
censored data substitute to distnibutional hypothesis Simulated censored data sets also

lustrated efficacy of LMRD

Bhattarar (2004) mnquired censored flood samples by PLM method, made comparison
of PL, and LH moments techniques. by processing on real data of extreme flows of 25
rivers of Nepal as well as simulation studies executed Simulanon studies analysis
enkindle that censonng up to 30%% level provided feast bias value without ncreasing
the RMSE On some occasion both demonstrated similar value of RMSE but for bras
PLM revealed smaller value Equating LM, LHM and PLM for annual maximum flood
flows LHM and PLM exhibited akin outcomes and surmounted on the LM But overall
PLM resulted superiorly, although censoring level applicd 10%, 205, 30% up to 60%
with 10,000 replications

Hassan (2004) cstimated PPWM for GPA distributton, analyzed their properties by
Monte Carlo Expenments on censored samples Simulation for several sample sizes
n=15.20,30 and 50 donec Censoring engendered on vanous levels, for each group of
values of n, k samples gencrated randomly about 1000 from GPA distnbution & and k

value denved under the double, left and nght censormg PPWM

Anli (2006) utihized regional flood frequency estimation by using LM on the Goksu
Basin, Turkey Data of ten stations used on several length of records of stream flows,
discordancy, heterogencity measured carned out and simulation studses, founded GEV
as best fit for practicing area GNO & PE3 also suitable for the region as alternative
Simulations studies 500 years apphied, and quantile esumates based on fitted

distribution are denived

Norbato et af (2007) worked on extreme precipitations which cause to flash floods 1n
cast ltaly, by RFA technique Extreme rains and large spatial vanation boosted the
flood RFA based on index flood and LM method applied to 1dentify the storm location
and short duration annual maximum rains Growth curves ground on kappa distnibution
applied sub-regions Seventy graphs visualized the retumn peniod and vanability for

several rainfall durations within storm Qutcomes illustrated that analyzing a single
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return period to a storm event 1s not realistic, severity of flash flood can’t have captured

by conventional rain gauge networks

Moiscllo (2007) analyzed hydrological extremes by PPWM, opcrate on 297 annual
peak flow samples, compared PPWM and PWM, firstly on at-site data and ordinanly
Monte Carlo analysis applied, divulged that partial PWM perform better than PWM by
habituating Gumbel, Frechet, GEV and GPA distributions Three statistical 1ools
adapted for analysis regression of quantile esumates, parameltric on¢ and method of
index flood All methods engrafted PPWM as a effectual tool even though outlier exists

but censoring make 1t trenchant

Wallis er «l  (2007) used regional flood frequency analysis and spatial mapping tor 24
and 2-hour duration 1n Washington State Aforementioned state has high topography
and chimate with greater variability of precipitation ranging through 260 inches to 7
mnches per year, reasoned through usunious altitudinous mountams ranges and phed too
wel inchines as well as rain shadows falling 1n shortest range State divided mto 12
simular regions on the classifying as 2 hours and 24 hour regions, on the basis of

maximum rainfalls Fitted GEV distnbution on all stations and found to be best fit

Saf (2008) applied LM 1n regtonal flood frequency analysis on the West Mediterranean
Tract of Turkey By using the K-means clustering method for formation of similar
tracts, then homogeneity tested through the use of Kappa distnibution for simulanons,
PE3 performed best for Lower West area and GLO for Upper West region Accuracy
of quantites also estrmated through the use simulation studies, on the basis of relative

bias and relative root iean squarc error

Hussain and Pasha (2009) canvased RFFA of 7 stations of Punjab by LM Determine
discordancy value to screen out each station, by usmng Kapa distribution’s 500
sumulations measured heterogeneity based on LM’s Whole region acknowledged as
homogenous Following three or above parameter distnbutions GLO, GNO, GEV, PE3,
GPA and WAK used to choose smashing distnbution for quantile estimates GNO,
GPA and GEV selected as peachy distributions established on LMRD and Z statistic
Quantile estimates and regional growth curve applied by using simulation studies on
the behalf of selected distnbution GNO performed as robust distnibution, ordinanly
GPA can be as alter
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Shabn ef al (2011) estimated GPA distnibution from censored data by applying PLM
script Compared PLM to LM for assessing hydrological immoderations, denved
parameters of GPA according to PLM and tested by simulation studies Outcomes
showed that censored samples up to 2% are same to LM Data of AMF on 32 stations
of Golok River in Kelantan used further calculations and precised that performance of

PLM 1s better than LM for large flows

Ahmad (2011) utilized the LM and TLM methodologies, on annual maximum stream
flows and flood analysis on Neger1 Sembilan, Malaysia data Estimated the most
excellent fit for region, GLO founded as best on the basis of LM rano diagram and

mean square deviation index Used mmming on smallest values(TLMOM1)

Hussain (2011) practiced RFFA on upper basin and lower of River Indus, Pakistan
Utilized AMP flow data of 7 sites, positioned at main Indus To test randomness and
serial correlation, run test and lag-1 correlation employed, Grubbs test 1llustrated no
major variation 1n data except low outlier To deal with nuisance of low outliers left
censored PPWM applied Discordancy assessment supported to continue all the sites
for further, measured heterogeneity pursuit to more than one region’s development
Development of sub-regions under Wards clustering by using site charactenstic
utihzed Region (R1) contain on four and region{R2) consist on 3 showed different
outcomes LMRD, Z statistic, and AWD engaged to select best fit R styled GNO,
GLO, GEV and PE3 as smitable, and GLO for R2 Qutcomes of growth curves and
RAARB, RB, RRMS after simulations pronounced PE3 as robust for R1 and GLO for
R2

Castellanin et al (2012) reviewed the applied statstical approaches for Regional Flood
Frequency Analysis on Europe data Used the flood data from Norway, Poland,
Lithuania, Italy, Greece, France. Finland, Germany, Cyprus, Bulgara, Belgium,
Austria, UK, Spain, Slovakia, Ireland, Denmark and GEV found as best fit but LN3,

GLO stand as alternative LMRD for all mentioned states were applied

Zakana and Shabn (2012) work on RFA of extreme precipitation by applying PLM
methodology on 37 stations of Selangor catchment, Peminsular Malaysita LM, LH
moments techmque applied on the data and companson made with PLM, as well new
relahonship for GLO and GPA induced grounded on the PLM, and practiced in RFA

To ascertamn peachy distnbution PLM ratio diagram and Z statistic were uulized
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Constituting on statistical technique for Selangor extreme precipitation and matching
the three itmerary, GEV and GLO nominated as suitable distnbutions mutually conung
from LM, LH and PLM Performance rating delineated that method of PLM
surmounted on LM and LH for long perenmal period cvents, at 3% censonng
level(Fy = 0 03) PLM technique 1s more effective than LM and LH method for larger
return pentods, because 1n flood estimation the major concentration 1s on the nght-hand
tatl estimation of the distnbution and small floods have small relation to large floods
while PLM centered on extreme events m data PLM can depress the unwanted
influence of small values, on the estimation of long return periods Four parameter

Kappa distribution were also employed to form sinular region

Keshtkar (2012) dcalt with flood flow data in and and semi-and arena of lian by using
LM method Data of 17 stations ciest discharge taken, and outcome showed L-moments
effectiveness over MLE and ordinary moments, concluded that PE3 as best fit for

Iranian Central Platue

Zahana (2013) work on the maximum discharges data in Carpathians Tract, Romama,
by using LM method Calculated discordancy stauste, developed homogeneous
rcgions and denved most suitable distnbution for region By fiting distnibutions on
maximum discharge data stnps found GPA, PE3 and Exponential distnbution as good
fit

Shahzadi et al (2013) delivered RFA of AMR by LM n monsoon area of Pakistan
Index flood process induced on 23 stations of monsoon region to compute rainfall
quantiles Discordancy measure and heterogeneity statistic value calculated, on the
basis of regron’s geographic locations clustering of sub-regions done, as high ¢levated
areas in Pakistan receives large rains contrary to low elevation areas GEV GLO and
GNO flourished as best fitted and average weighted difference value, LMRD and Z test
used for sclection RB, RAB an RRMSE gave natality lo GNO as robust among all
GNO also effecuve for large retum penods 50, 100, 500 and 1000 but GEV for 1,2,5,10
and 20 for all 3 regions

Dikbas et al (2013) prosecute K means clustenng approach to delimit similar regions
for stream flow in Turkey K means clustering sought to categonze the AMF and to
generate hydrologically similar groups Data of 117 sites used in functioning to form

homogenous plots, for mentioned purpose AMRF, vanation and skewness coefTicient
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of AMRF, latitude and longitude utilized After practice, obtained 7 groups with simular
characteristics, and H statistic based on LM method proved to region’s homogeneity,
overall determine roots to use K means clustering for foundation of homogenous

regions

Al-Khodary et af(2014) performed double censoring to estimate generalized
exponential distnbution by PPWM Right and lefi censored samples were employed as
special dually censored cases Comprehensive numerical analysis used to check the
properucs of freshly derived estimators and proved that censonng level have sigmificant
unpact on the enactment of PPWM, but the bias and RMSE boost up as censoring level
mcreases In addition, majonty of the PPWM cstimators tracks to Pearson LIV and VI,
put 1t follows to Pearson 11 especially when double censoring or left censoning 1s done
ata= 5 or I Morcover right censonng effect on MSE 1s lesser than the effect of the left

censoring, specifically in the large values of «

Malekinezhad (2014) used LM to estimate daily outermost ramfalls by Regional
Frequency Analysis Data of 47 sits used from Golestan, Iran Divided area into five
homogenous regions established on cluster analysis of same characterisucs as well
spectal geographical and spatial features supported to division Discordancy and
heterogeneity outcomes plied way for further analysis, best fit 1s chosen and quanuiles

are estimated for each subdivided region

Memon (2014) report on extreme rains and flood m Pakistan by focusing on 20190,
2011.2012 flood and summanze results about previous floods Memon stated disastrous
floods harmful effect on human ltves and nfiastructure, briefly described the loses n

Pakistan especiallv concentraung on Sindh

Latt er a/ (2015) produced clusters of hydrological similitude regions and neura
network depend upon index flood process for ungauged catchments on River Chindwin,
Myanmar PCA and clustening techniques used for development of sinular regions, K
means clustermg and Ward clustenng employed based on physiographic and climanc
features Preparation of index flood modcl done by ANN and regression established on

the largest flow track, basin elevation, basin incline, so1l erosion and AAP

Carvalho et al (2015) worked on vanability 1n climatic factors temperature and
precipitation by regionalization of Europe established on K-means clustering Studied

the changing climate by earth system models and divide the spatial temtory into same

13



CHAPTER 2 Literature Review

regions by k-means clustering Data of daily rainfall and temperature extending through
1986-2005 of Europe used for maneuver and prognosticated model by Coupled Mode!
Inter-companson Project(CMIP5) tested ranging from 2081 to 2100 Cluslering method
applied on umvanate and multivanate levels Sensitivity test used to check the

performance by scrutinizing consistency of outcomes

Ahmad et al (2015} dealt with annual extreme stream flows by utilizing robust
estumation method on at sie analysis, on 18 sites, Pakistan Made comparison of LM,
TLM and MLE to select the most robust approach based on several distributions
Suitable fit for each site gathered by applying goodness of fit and tests MADI. Anderson
darling test, probability plot corrclation coefficient, and LMRD GPA found to be best
for maximum stations as well as GEV and GLO as alternatives LM approach proved

to be robust, then TLM and MLE on last

Ahmad et al (2016) put efforts to find the probability distributions for annual darly
maximum ramnfall in Pakistan by plying linear moments and vanants The study was at-
sitc analysis by ustng LM, HLM and TLM on 28 statons they applied vanous
nonparametric tests and  LMRD to choose the best fit as well as the RMSE to judge
the best fit in AFA Different distnbutions meet the cnitena for differed stations over
all the major five distribunions meet the critena that were GPA, GNO, PE3, GLO and
LN3 TLM were used to cover the effect of outlier where the LHM 10 disclose the upper
tail of distribution, for large sample and large return penod Results exposed diverse
method’s efficiency for dissimilar stations as well as by theoretical reconsidening

resolved that the LHM as a special case of TLM

14



CHAPTER 3 Material and Methods

CHAPTER 3
3.1 Material and Methods

A barrage 1s a gated hydraulic crosswise construction on a niver or any other water
course to control, adjust, and avert flows to canals or to facililate navigation A
headworks 15 a hydraulic cdifice on a watercourse, shghter than a barrage, which
sidetracks the water flow into canals Where another facilitator 1s reservoir which helps
to storage of water. Imgation, water desigming, hydrologic power generanion and sol
conservation m flood stipulation Although reservorr has many types but most
unportant 18 flood control reservoir Flood controller reservoirs are assembled for the
tenacity of flood resistor, 1t shiclds the region lying on 1ts downstream safe from the

harms due to flood

Pakistan’s 1mgation and hydrologic structure 1s one of the stupendous and integrated
irrigation system in the world that comprses on 3 main reservoirs Chashma, Mangla,
and Tarbela and 18 barrages. 12 linking canalsl., 45 canals for imgation, and more than
107,000 water courses with milhions of field dykes The main canal system stretched
up to 585000 km where the walercourses & field channels surpasses 1 62 mullion km
Ten barrages of Indus basin are utilized 1n current study, whom about a brief description

15 given below,

Mangla Storage Mangla 1s the 12th largest earth-filt dam 1 world, constructed 1n
1961 and start working in 1967 The height of the dam 1s 380 feet Jhelum at Mangla
has a catchment area of about 12.870 square miles Abihity of running sluice 1s
1,100,000 cusccs where the disaster spiliway can pour out 2,300,000 cusecs The
purpose of cdifice was water stowage for enhancing imgation provistons and
hydropower generation The mam aim of this construction was agnculture and
hydropower generation, therefore, no space 1s predomimnantly earmarked for flood
control However, storage among the reservation levels 1202 feet and 1228 fact (15

MAF) 18 kept to achieve related protection 1n flood

Rasul Barrage Rasul Barrage constructed in 1968 on Jhelum, in between the Jhelum
and Mand1 Bahauddin Districts, located 72 km downriver to Mangla The length of
barrage 1s 3209 feet with 2800 feet of strong water way to permit a extreme discharge

of 850,000 cfs This construction habituate for management of imigation system and
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flood flows 1n the Jhelum Rtver, operational with 1ts full capacity of venting of 204070
cubic meler per second Al Rasul Barrage water 1s disported to River Chenab via link
canal named as Rasul-Qadirabad hink (RQ Link, concentrated capacity = 19000 cfs),
with highest capacity of water crussion to the link canal of Chashma-Jehulm and the

crest level 1s 708 fi

Marala Barrage Marala Barrage also named as Marala Headworks developed in 1968
on the River Chenab, (o source water to Upper Chenab Canal (UCC) and Qadirabad
Balloki Link canal (Q-B canal) Marala giving birth to two main link canals, entiled
as Upper Chenab and Marala-Ravi Link (MR Link, capacity 22,000 cft) Barrage 1s
4472 fect long to pass a maximum discharge of 11 lakh fi*/s 66 bays with 10 nlets as

underdrains and the crest level 1s 800 ft

Khanki Barrage Khanki Barrage 1889, located on Chenab Ruver, listed as the oldest
Barrage of Pakustan. used for imgauon and to manage the flood Khanki providing
water to agricultural lands exceeding to 3 multion acers through its major branch Lower

Chenab Canal, and 59 other distributaries and the crest level 1s 721 fi

Qadirabad Barrage Qadirabad Barrage 1s situated 32km underneath Khanki Head
Works on Chenab river Barrage 13 stretched on 3373 feet with 3000 feet of flawless
water way to permit a extreme discharge of 900,000 cft, having 45 coves with five
hasvens as under sluices The man purpose 1s to collect water from Rasul Qadirabad

link canal and to sidetrack Qadirabad Ballok: canal It has the crest level 1s 684 ft

Balloki Barrage, Balloki Barrage 1s situated on Ravi, build in 1965 The mam aim was
to source water from Q-B to B-S Link and to provide water to Lower Bari Doab canal
The length of barrage 15 1647 feet, permitting a extreme release of 225000 cft. and the

crest leve] 1s 622 1t

Sidhnai Barrage Sidhnai Barrage 1s positioned on Rava, build 1n 1886 To fund water
to Sidhnai feeder canal and to feed S-M link (10.100 cf) The length of barrage 15 712
feet with 600 feet water way 1o allow a extreme discharge of 150,000 cft Is has|4

havens with five havens under sluices and the crest level 1s 454 fl

Sukkur Barrage Sukkur Barrage constructed in 1932, manly functioning to curb

water flow for imgation and reduce flood level Enabling a 9.923 km long canals
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network, venfied as largest urigation network n the world. feeding beaucoup 5 million

acers, allowmg 1,500,000 ¢ft maximum acquittal and the crest level 1s 177 ft

Kotri1 Barrage Kotn Barrage developed i 1955, purposed for flood management and
irrigating the nigh lands Kotr1 Barrage functions wiath 875000 cusces discharge
capacity, with |8 meter fanlike 44 bays Barrage alimenung Kolari, Fullet and Pinvar

Canals 1t can tackle up to 43 1 feet high flood and the crest level 1s 48 ft

Guddu Barrage Guddu Barrage ramped up i 1962, nigh to Kashmoie Sindh, used
for both urigation and flood dealing, with capability of discharging 1 2 mullion cubic
feet per second It has 64 bays cach 18 meter broad, supplying water to three districts
of Sindh Jacobabad, Larkana and Sukkur and one of the Baluchistan's, Naseerabad
Major canals linked to 1t are Pat Feeder, Desert Feeder, Begar: and Gohthki Feeder It
can handle 26 feet high flood level and the crest level 1s 236 ft
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Geographical Locations of N
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The estimation of the amount of water which will pass through 4 specific site and 10
know about the probability of its happening 1s essential for Economic planning and the

safe development of

e Bridges,

¢ Dam.

¢ Levees,

e Culsverts,

* Sewage disposal plan,

e Other construction positioned along river and watercourse
® The effectis e management

¢ Flood plan.
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» Flood defense scheme,

* To envisage the probable flood magnitude over a specific time period,
» To guessumate the frequency with which overflows of a certain scale
may occur,

» Famihanty of flood occurrence 1s necessary also to flood

indemnification and flood

3.2 Regional Flood Frequency Analysis

Cunnane (1988) examined twelve divergent methods of RFA, and PWM algorithm
ranked as best L moments proposed by Hosking (1986a, 1990 are the educed form of
PWM., robust to outliers, easy to apply and more accurate Cunnane (1987), Wang
(1990 a.b) acquainted the 1dea of Parual L moments for censored data, extension of
Partia]l PWM to minimize the abdicable influence of small sample events on the

denivation of larger return pentods floods

3.2.1 Linear Moments Technique
PWM primanly defined by Greenwood (1979), later LM the linear combination of
PWM by Hosking and Wallis (1990) The probability weighted moment of r order

was demarcated as
B.= [ x(F)FTdF

Where x(F) Is quintile function and F = F(x)} cumulauve distribution function The

first four L moments and PWM’s are described below,

Ay =Fo tLh=ap

A= B — By ;= apg—2a,

A3 = 68, ~ 68,+f8, ty = ap — ba,+6a,

Ay = 2083 — 308,+ 128, — f3, ty =ap — 12, + 30a, —20a,

Ay is measure of location

A s measure of scale

Lev (Coefficient of vanation) 1, = x
1
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LCs (Coefficient of skewness) T3 = ;3
2
LCk (Coefficient of kurtosis) 7, = :lh
2

In praxis LM canvased by sample values, to use unbased estimators 1s more

appropnate b, of PWM

b, as

1 © G~-1D0-2) (t—r)
;Z (n—1D(n-2) (n-r)x‘“

i=r+1

b, =

Relationship of both LM and PWM 1s as
i1 = Zheo Pribe  7=012, (n—-1)

For r=10,123 Where by, by, by, b5 are the values oulturned by the b, by putting

the different values of r
I = by
=15 —by
Iy = 6b; — 6b,+ b,
ly = 20b3 — 30b,+ 12b, — b,

3.2.2 Partial L moments
Wang (1990) yielded the 1dea of Parhial Probability Weighted Moments (PPWM) on
the basis of probability weighted moments (PWM)

. 1 1
Br = 1ot I, 2(F)FTdF

where F, Is varying pot, 1t can be at 10%, 20% or 30%

But if F5 = 0, the partial Iincar moments becomes simple hinear moments The

unbiased estimates of this statistics can be defined as

p! = 1 a =1i-2) U= +130-r) .
T a-FtnE =l i) (n-2) (rerely(n-r) 'Y

Forx,, =0, xy < xo, and if x(,, = X3, X, 2 X
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The level of censonng threshold expresses the number of samples data ponts to be

censored

F= ”_;2 where n 1s the length of unrestricted samples and n, 1s the quaniity of

those values which does not exceed from the censored data poinls
The first four partial L-moments are correspondent 1o first four L-moments

The PLCv PLCs, PLCk are defined as

¢

¢y = EE Partial linear coefficient of vanation PLCv
1

¢3 = ? Partial Linear coefficient of skewness PLCs
2

Gy = '? Partial linear coefficient of kurtosis
2

On the basis of LM theory, Hosking and Wallis (1997) offered REA procedure
elongated on four stages Zakaria and Shabn (2013) further utilized this 1dea to partial

LM for censored data by following same steps Following are the four phases of RFA

(N Data screening

(2) Formation of Homogeneous Regions

(3) Selection of most suitable frequency distrtbution
(4) Estimation of sclected frequency distnbution

3.3 Data Screening
Each staustical procedure possesses basic assumptions, mandatory to fulfill
before advancing to further steps Data underneath the statistical operation must
meet the essential conditions Primanly the data should show flawlessness or
there should not be any gross error After fulfillment of basic assumptions, we
can move {or next steps In imtial screening of sites, the sites stand out those
disquieted 1n data collection. possessing trend and having gross error and expelled
from bunch of sites  Hosking and Wallis (1997) portrayed a discordance amount
D, on the basis of LM, to distinguish those sites that arc utterly discordant with

the group as a wholc

D, =3 (u — @Sy, — @)
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where § = ;vi—IZf:l(ut — @) (u, — )" 15 matrix of sum of squares and cross
products

where u, = [ t®, ¢ {7

vector consisting sample LMR

T=N"13¥ u, .

N = Total enumerate of sites

Hosking (1997) plied a touchstone for discordancy statistic, site’s collection and

relevant D, brink point

Table 1 1 Critical Threshold for Oiscordoncy Megsure

Sttes 1n Region | Cntical Value
s 1333
| 6 1 648

7 1917

8 2140

9 2329

10 2491
| 11 2632

12 2757

13 2 869

14 2971

>15 3 000

If the value of D, will increase by given criteria of sites, that site will be rechoned as
discordant If the value of D, of a site under the critical value that site will be considered
for further analysis The discordancy value 1s helpful to assist in detecting those stations
whose L-moment ratios arc altered as compared to L-momenl ratios of the collectton
of sites Hosking Explicitly, sites with a discordancy amount greater than said cniteria
are treated discordant relative to the collective behavior for the proposed grouping of
sites Flagged data sets as discordant in the data screening practice should be revised

by groping the probability-plot and timne-series graphics to decide how many data
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values whose degree fluctuates markedly from the overall behavior of the dataset In
the presence of discordancy, the record for that station shoutd be checked out that 1f
discordancy result of some error in the measurement, recording or data entry procedure
or the data 1s valid Performance can have tested by comparing nearest sites or by using
other sources By the screening of data. we will check out any inconsistency n data or

any abrupt changes Zakana and Shabn (2013) used this approach for partial LM

3.4 Recognition of Homogeneous Regions

1. Geographical Convenience

2. Subjective Partitioning

3. Objective Partitioning

4. Cluster Analysis for Dissecting

Geographical Convenience

Regions are selected on the basts of their geographical positions and admimstrative belt,
because these arc formed on the basis of already existng simular geographical features
This method produces quick output, and support to homogenous regions, but not used
extensively in RFA because 1t seems subjective approach and brased due to physical

cohesion Matalas (1975)
Subjective Partitioning

Subjective partitoning enacted on small levels, formed on site characteristics ke
ramnfall quanuities and leve] of stream flow Altamed by collating the sites by comparing
their characteristics like mean value preciprtations, happening of flood, extreme flows
by considering time of occurrence as key factor While using at site statistics subjective
technique 1s not useful Operating on ramnfall data Schacffer (1990) and on extreme

flows Adamowsk: (1994) used subjective partitioning method
Objective Partitioning

This method 15 also used for partitioning of the region with ahke attribute  Objective
partitioning process 1s 1n which sites divided into allocated two probable clusters to
form regions conditional to whether the physiognomics of the sclected sites cross some
threshold value or not, objective to mimimize heterogeneity exclusively mner the group

for llustration of likelthood ratio indicators which 1s applied by Wilshire (1985) Also

23



CHAPTER 3 Material and Methods

practiced by Pearson (1991), by checking dispanty of sample L-cv L-skewness within
group Furthermore, groups undisclosed till 1o attam 4 set of homogeneous regions
There 15 no explictt reason to select this type of technique but 1t can be more supportive

n accumulation with a later assessment of whether the finale region 1s homogenous

Cluster Analysis

Cluster analysis 1s a multivanate technique, used for formation of groups having least
vanability, matching charactenstics and congruent features By allocating a data vector
to cach station and these stations csther distributed or added nto group of umiform
vectors, formation of regions can have practiced At site characteristics are commonly
used in cluster analysis to structure homogenous regions but additionally at site
statistics can strengthen the process Charactenstics of station can be latitude and
longitude. annual average rainfall, level of elevation and dramnage area can be added to

construct cluster
K-Means Clustering

K means clustering procedure go through a sunple way to categories data nto fixed
number of clusters assumed as k-clusters Ideas 1s that k centroids explamed first,
representing to each clusters Different locations provide different results that’s why
centroids should assigned by guileful way It’s better to select centroids apart from each
other, to attain better homogeneity Carvalho (2015) produced homogenous clusters by
K means clustering working on the data temperature and precipitation of Europe Lin
(2006) made comparison of SOM, ward clustering and K-means clustering Dikbas
(2013) defined homogenous regions by K-means clustening techmque on the data of

stream flow, Turkey

3.4.1 Heterogeneity test

Homogeneity test explicated by Hosking and Wallis (1997) By usmg H test we
approach to homogeneity of the stations in region, weather the region 1s homogenous
or heterogeneous

_ (V- uy)
= _;__av

H

T m (t[‘rn)z}é

where V 15 standard deviation of sample Lev V= { o
=1
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where t* Lev of Regional Average

R _ i tY
U= —— -
1=1""

My, oy Represents the mean and vanance of population V

According to the criterta if H< ] the region 1s homogeneous, H 1s 1n between |
and 2 1t can be considered as homogeneous, but not perlectly homogeneous H >

2 then the region will be considered as perfectly heterogeneous

The use of Kappa disinbution for simulations 1s common because of its
tremendous qualines, generated by emerging two gamma distributions, having

four parameters (a, £, k, 1) indicating scale, location, shape and redundant shape
parameter, where values lower and upper as | ¢ +-:—(1 - hl—k), &+ E] Kappa

distribution 15 gencralizing form of GEV distribution when h=0, generalized form
of GPA if h=I, gencralized form of EXP 1f h=1, k=0 and gencralized form of
GLO when h=-

Its density, distnibution and quantile functions are given below,

(1—k(x—i))flt'“‘
fro) —__a'-—_

f(x) {(Fp—

F(x) = [1- h{l ~k(x- i)(%-])]]%

a

x(F) = £ +2(1- (55

3.5 Selection of appropriate Frequency Distribution
Choice of apropos distribution 1s the next step after the test of homogeneity A
number of parametric and assumption free tesls are accessible to select the best
distribution like as Chi-square fit, Anderson-Darling test, enterson of Akake
mformatron Shapiro-Wiik test, Hosmer-Lemeshow test, Kolmogorov Smimov
method, Cramer Von Misses test and Z-statistic Graphical tactics arc also
accessible to arbiter goodness of fit, like as line fit passing through the data points,
Quantile Plot, rauo diagrams of product moments, LM ratio diagram (LMRD)})
portrayed on L-CS and L-Ck but plotting methods phed subjective nature
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outcomes to support the final remarks Regional frequency studies exhibited that
more than one distribution can be marked as suitable distribution, by pointing on

the best output of quantile estimates based on fixed retum periods

Hosking (1990) marked LMRD as powerful tool to 1dentify the distaibution for
choice by deprcting regional data Peel ef al (2001) proposed the use of LMRD
In the selection of best fitted distribution while establishing homogenous regions
Sankarasubramanian and Sninivasan (1999) prove the superionty of LMRD over
PMRD while working on the properties of LM and CM  Madsen et al (1997)
used LMRD for the recognition of swtable fit for both partial duration series
(PDS) and annual maximum senies (AMS) of flood dala Fennessey (1993)
revealed the bencfits of LMRD over product moment ratio diagram on permanent

basis, while dealing with Hydrological extreme events data

On the other side, the application of LMRD and Z-statistic advised by Hosking
(1997) Outcomes based on the comparison of moments of the distribution and
average moments of the regional data Aiming to select the best fit for witnessed
data among the simulated distnbutions Depending on the support of PL-skewness
and PL-kurtosis, regional average of skewness and kurtosis wili describe about

best fit

ZDst— (P —ef+8,)
Oy

. ZNsim lm]_r“!)

= 3
where B, = =2=1 (n:

(6™ ~ 6f) - NamB) 3
Oy = 2
* (Nsem — 1)
t9"t = LCk of fitted distribution
B, 15 regional bias

o, 18 regional standard deviation

Nsum 15 quantity of simulated regional data on the basis of kappa distnbution
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More than one distnbution can stand out while practicing the preconditioned
cnitena by Hosking and Wallis (1997) Best fit can be claimed on the basis of
lowest output of Z®** and some ume closest to zero |Z7'¢| < 164 1s the
touchstone at 90% confidence level, Hosking’s standard concentrate on this In
the case, more than one candidatures, best fit will be judged on the base of nearest

Lo zero or equal to zero Z-outturn

3.6 Estimation of Selected Frequency Distribution
By many ways a distnibution can be fitted to data denved from homogencous
regions Index Flood Procedure (IFP) 1s a potent way to estimate quantles For a
given station ¢ the quantile estimates can obtain by replacing the index flood
estimates y, and quantile function of g( } The probability F for the quantile

estimates stated as

Q\(F) = pq(F) t=123. .N
where u, 1s site dependent scale factor
Q,(F) refers 1o the at site quantile function
g(F) refers to the regional quantile function

Let say f, refers to the esumate of scale factor at site ¢ Then the dimensionless
rescaled data and suppose that the region has N sites, with sile t having sample

size n, and observed data Q,, then

=

— \J
qu - =
1

wheret = 1,2,3,. . N, =123, . n,

Setung regional average mean 1s equal to 1 (I, = 1) By companng LMR's
A, 7,73, 74 to average LMR of region t#, ¢f, ¢R

N w
R _ Zimg it _
tT - z:\;l n, r= 314r

For estimated regional frequency distribution §( ) denote to quantile function for
any site + Outturns of u, and §() are conglomerated to deduct the quanuie
estimates for the 1** station For the quanule estimates of the non- exceedance

probability F. quanule are explicated as
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8.(F) = 14(F)

Selection of the distnbution for quantile estimates white working on regtonal
frequency depending on the robustness of outcomes In the situation of morc than
one flagged distmbunions, reliability 1s the concluding point not the prectseness
for picking of the best Monte Carlo simulations 1s the excellent way to result out
quantile estimates LM algorithm plied by Hosking and Wallis (1997) 1s useful
for this purpose Algonithm process by condition with the performance that
simulations based on the ltkening characteristics of actual region Mechanism of

simulation evolve the output of quantile eshimates for different non-exceedance
probabilities 1% site at m™® replication 1s Q!m](F) and F be the probability of

@mE-e,r)

oA used to estimate relanive error Mentioned quantty
L

nonexceedance

averaged on the total number of repetittons M to denve BIAS and RMSE given

as,

M =iml
1 {0, A - Q)
BI(F) - Emzzl Q{(F)

w (AL z
e =i Z{{QI (?(F)Q,(F)]] .
m=1 t

Absolute bias, relative bias and relative root mean square crror of estimated

quantiles are

ey = = [B.(F)|

N
B(F) = %Z B,(F)
=1

RUEY = 5 ) Ri(F)
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Material and Methods

In the situation of distribution of estimates 1s skew the empirical quantiles can

estimated by computing ratio of estimated true value

A for quantiles and -—-—q';”
{ i

to estimate growth curve On 90% level of regional growth curve fall within the

mterval 5% of the simulated returns fall below Lgo5(F) and 5% hes above

Ugos(F)

g,(F)

Loos(F) <

<Uggs(F)

(F) ¢(F)
Ygos(F) < Q(F) < Lo os(F)

90% Confidence interval provide observed and estimated quantiies This interval

denoted as error bound
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CHAPTER 4

Results and Discussion

4.1 Elementary Assumptions of Regional Frequency Analysis
The data under deliberation must fulfil the basic assumptions of distributional
homogeneousness, independency stationartly and consistency  The mandatory
assumptions should satisfs by the data of annual maximum stream flow recorded
incusecs Therelore time scries graph and various nonparametric tests are apphed

to granty these assumptions

4.1.1 Time Series Diagram
Stationarity over time 1s one of the basic assumption while working on the
hydrological data Graph of the chronological ordered data on variable gives us
better 1dea about stationarity Graph of 10 sites over time rambling from 1920 to
2014 are drawn Time styled on x-ax1s where extreme flow data on v-axis The

diagrams of all the sites are given below.
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Above plots manifest that the data series of ait |0 sites increasing and decreasing

trend which bespeak about the ewistence of randomness in data Some sites

diagram explamns a repeating behavior over a long time period but overall the

graph patterns evident to statronarify
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4.1.2 Difference Sign Test for Randomness
The absence of patterns in data stated as randomness One of the Staustical
assumptions 1s that data should not follow an intelligible pattern or combination
The existence of randomization 1s key to reduction in bias Randomness 1s a
degree of uncertainty of a data senes as well as shows haphazardness which

relates to concepts of chance, likehihood, probability

Hypaothesis of the difference sign test 1s that

Ho The set of observations exhibtting randomness

Ha The data senies has a sequential relationship

Tobie 4 1 Difference Sign Test

Site p-value | Result | Conclusion
Mangla | 558 p>0.05 | Accept Ho
Rasul - 705 p>0.05 | Accept Ho

Marala 702 p>0.05 | Accept Ho
Khank 251 p>0.05 | Accept Ho
Qadirabad | .154 | p>005 | Accept Ho
Balloki 708 | p>0.05 | Accept Ho
Sidhnat 702 | p>005| Accept Ho
Kotn 796 p>0.05 | Accept Ho
Guddu 278 p>0.05 | Accept Ho
Sukkur 718 p>0.05 | Accept Ho
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Dafference sign test 1s applied to test the randomness on all stations data,
output of p-value 1s greater than 05 (p>.05), that reinforced to accept null

hypotheses Which’s signposts the randomness of all data series
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4.1.3 Ljung-Box Test

Aultocorrelation 1s commonly tested 1n time series analysis  Autocorrelation
dcfined as the existence of correlation among the continual terms in tume series
data For detection of autocorrelation time series plot, lagged scatter plot and the
auto correlation tests are used Box and Pierce in 1970 denived this test to check
the presence of autocorrelation in chronic data, which 1s the extension of Q test
developed by Bob and pierce

Test eslates on the hypothesis that the autocorrelauon up to certain lags should

be zero Number of lags depend upon the length of the site, but lag’s number

should lesser than the % where n, represent site’s length

~2
Py

h
Q= n(n+2)Z(n—k)
k=1

n ts the sample size
h1s the number of lags to employ

BZ 1s the k" lag autocorrclation
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Table 4 2 Autocorrelation Test

Site p-value | Result | Conclusion

Mangla | .005 p<0.05 | Reject Ho

Rasul .004 p<0.05 [ Reject Ho

Marala 120 p>0 05 | Accept Ho

Khanki 251 p>0.05 | Accept Ho

Qadirabad | .589 p>0.05 | Accept Ho

Balloki 146 p>0 05 | Accept Ho

Stdhnai 025 p<0.05 | Reject Ho

Kotri 148 p>0.05 | Accept Ho

Guddu |.185 p>0.05 | Accept Ho

Sukkur 199 p>0.05 | Accept Ho |

Out of 10 sites, 07 sites are considered to be independently distnibuted, they are
not showing any senal autocorrelation Only the Mangla and Rasul’s p-value 15
less than 05, 1t shows existence of serial autocorrelation but these sites will be

further checked by applying various tests
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4.1.4 Mann-Whitney U test
In 1947 Mann and Whitney established this test It's used to check the
homogeneity assumption Thus test 1s non parametric test, alternate to T-lest in
parametric tests Its assumptions are soft every bit comparing to T-test Mann-
Whitney test used to look into two populations, 1s there shape shows 1dentical

behavior or not, under the critic that both samples should be independent

If the sites under analysis antedate the same distnbution, like to be
undistinguishable, this will facilitate for advancement 1n Regional Frequency
Analysis Null hypothesis for this test 1s that both populations are followed by the

same distnbution, though altemative hypothesis contrary to null

H, Both samples cmanared from same populations

Ha Both samples emanated from altered populations

U= mn,; + [ni(n, +1)/2]~-T

Ny, 1, Are the sample size
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Tabie 4 3 Test for identically Distributed based an Mean value

 Site p-value | Result | Conclusion

Mangla |.0001 |p<0.05|Reject Ho

Rasul 0001 |p<0.05|Reject Ho

Marala 912 p>0.05 | Accept Ho

Khanki :.396 | p>0.05 | Accept Ho

Qadirabad | .617 p>0 05 | Accept Ho

Balloki 702 p>0.05 | Accept Ho

Sidhnai 648 p>0.05 | Accept Ho

Kotr 481 p>0.05 | Accept Ho

Guddu 273 p>0.05 | Accept Ho

Sukkur 212 p>0 05 | Accept Ho

To practice the menuoned test, the data of each site was divided in to two sub
parts The p-value and results are above All stations showed that the data
ongmating from the 1dentical distnbutions, except the station’s Mangla and

Rasul But additional Kruskal Wallis test 1s also practiced for further screening
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4.1.5 Kruskal-Wallis test

Kruskal Wallis test 1s associated with its builder Wilham Kruskal and
Allen Walhs developed in 1952 This test 1s extension of Mann
Whitney test, which serve to ascertain that both populations stretched
from the same distribution It’s also called one way ANOVA because
of 1ts utilization to test several populations During the testing the
hypothesis established as sample under consideration possess to same
distribution, averse to that they are not from similar distribution This
test 1s sturdy to outliers To comportment the test we first order the
data n the pooled total sample from smaller to larger We also need

to keep trajectory of the group assignments in the total sample

Ho= in 3(N+1
N+ DL N+1)

The cnitical region for the test 1s 1f H > x2.;,cat varue then we will reject

Ho
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Table 4 & Partnt Distribution Homogenerry Test

Site p-value | Result | Conclusion

Mangla |.469 p>0 05 | Accept Ho

Rasul 428 p>0.05 | Accept Ho

Marala 470 p>0.05 { Accept Ho

Khanki 469 p>0.05 | Accept Ho

Qadirabad | 451 p>0.05 | Accept Ho

Balloki 1.470 p>0.05 | Accept Ho

1

Sidhnat 469 p>0 05 | Accept Ho

Kotri 473 p>0.05 | Accept Ho

Guddu 142 p>0.05 | Accept Ho

Sukkur 199 p>0.05 | Accept Ho

To perform the test each data senies was divided to apply the required procedure
The outcomes (p>0 05) are 1 the favor of null hypothesis which was that the data

samples follow the same distnbution
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4.1.6 Ansari Bradlay test
Ansan and Bradlay in 1960 denived this test, to test out the equality of vanance
Ths test 1s alternate to Siegel-Tukey test (1957) and Moses test (1963} This test
18 laborious as compare to aforementioned other two tests Ansari Bradlay test s
designed to test the null hypothestis that two population distnbution functions
correspondmg to the two samples are 1dentical counter to the alternative they
differ by dispersion This test result about the homogeneity of two populations by

testing the vanance

Combined the both samples from smaller to larger value and rank them Sum up
all the rank values, titled as T Rank will be allotted according to this rule that
smallest and largest one will possess Rank=1 Then second smaller value and
second last largest value will achieve Rank=2 Then third smaller and third last
largest value will gain Rank=3 Ths process will be continuing until all the valucs

ranks tagged

The final remarks 1n Ansan Bradlay testing based on the cntical value, which are

defined in the table If T <X, « or T 2 Xe,n;n, Ths will facilitate to decide
2 2

that both samples are following homogenous population or inverse to 1f
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Table 4 5 Vanance Equality Test

Site p-value | Result | Conclusion

Mangla |.147 p>0.05 | Accept Ho

Rasul 162 p>0.05| Accept Ho

Marala 280 p>0.05 | Accept Ho

Khank; 494 p>0.05 | Accept Ha

Qadirabad | .231 p>0 05 | Accept Ho

Balloki 109 p>0 05 | Accept Ho

Sidhnai  [.091 ~ [p>005 | Accept Ho |

Kotri 206 | p>0.05 | Accept Ho

Guddu 268 p>0.05 | Accept Ho

Sukkur 399 p>0.05 | Accept Ho

To test the equality of variance 1n the data cach data senies was divided mnto two sub-
series and Ansan Bradlay Test was executed All the stations data showed the
homogeneity in testing under the equality of vanance assumption The results
contnbuting to the null hypothesis which was marked as both samples follow the same
distribution and homogeneity of the population under vanance After the fulfillment of
the basic assumptions, now we will move the further steps 1n the regional flood

frequency analysis
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4.2 Data Screening and Discordancy Measure by using L-moments

Ab mitio passing through all the basic mandatory assumptions of under operation sites
by graphs and several multidirectional nonparametnc tests, the adjacent way 1s 10 move
for data’s screening by using its enunciated methodology of discordancy measure
Discordancy measure fulfills two major purposes The rudimentary objective 1s the data
screening, where 1t’s also used to 1denufy skeptical sites where the problem of data
quality may be liable for the discordant comportment Another application 18
performing a regional analysis 1s 1f the suggested region 1s outpoured to be
heterogeneous as specified by a large value of the heterogeneity measure (H1), then the
physical features of discordant stations may be cooperative in understanding the reason
of heterogeneity and contribution mn defiming the course of action desired to develop a

homogeneous region.

First step 15 to marking all the sites in a single homogeneous region Discordancy value
D, for 10 stations 1s calculated and gauged on the prescription furnished by the Hosking

and Wallis (1997)

Table 4 & Summary Statistics of annuef maximum peak flow dora

Site No | Site Name N 1 t t3 Ly D,
1 Mangla 87 194352 04226 04544 (03467 | 077
2 Rasul 93 202372 0 4551 04412 | 02920 [17s
3 Marala 90 317614 03576 03659 |01581 {079
4 Khanki 90 360726 03520 [03651 (01775 |047
5 Qadirabad 45 373400 03764 |02526 |00890 |58
6 Ballok: 93 90667 03421 (03810 |02242 (112
7 Sidhna 90 66534 04039 (03871 (02133 (042
8 Kotn 48 382169 04048 104094 03255 |156
9 Guddu 30 542060 03272 02522 [ 00284 |087
10 Sukkur 30 491594 03389 10259 [00743 |067
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The discordancy testing fitted out the results coming forward, with the maximum value
of D, 1s 1 75 of Rasul, while all other 09 sites D, value 1s less than that According to
Hosking's Critical values table for 10 sites, 1f the D, value 1s dandier than 2 491, then
the site with greater value will be declared as discordant In present lot, any of the site
1s not exceeding 2 491, so no sitc will be considered as discordant Just one station
flashes out tts value, but that vatue 1s also under the recommended cntena, while all
remaimng bunched around | (approximately) Thus all sites are considered efficacious

for farther procedure

4.2.1 Formatting Homogeneous Regions and heterogeneity Measure

by L-Moments Method

Pakistan’s physical structure has been ornamented by two main geomorphic
progressions that have shaped two different physiographic entities The Indus Plains
cmanated from the displacement of sediments from the River Indus and 1ts branches
The Western Highlands formed by the highland building movement stretched from the
Makran coast 1n the south 10 the Pamur Platean m the extent end to north The Western
Highlands shield most of Baluchistan, KPK, Gilgit Baltistan and upper parts of the
Panjab Although, these regions can be further divided 1nto many regions with minor

alterations Qur all stations lies 1n the Indus plains region

The next stnde n RFA after ascertaining the discordancy value 1s to test out
heterogeneity value of the under operation region Before ascending to next, the core
aim 15 to shaping homogenous region, based on identical distribution Hoskmng’s
touchstone of heterogeneity phes a straight way to destination An Zero outcome of H,
directs that the site-to-site variability in at-site LCv values for the defined region
analogues to expected from a umiform region with the observed L-moment ratios as
decanted out by a four-parameter Kappa distnbution  H; positive outtum specily the
site-to-site vanation of at-site LCv values 1s greater than the expected for a
homogeneous region, and H, larger values mdicate possible or likely heterogeneous
region Contraniwise, H, negative results refer the site-1o-site variability of at-site L-
Cv values 1s fewer than predicted and the planned region would be recognized as
homogeneous Considering all 10 sites as following to tdentical distribution, the H

statistic 1s measured
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Tabie 4 61a) Heterogeneity Stotistics H1 by LM Method

Results and Discussion

Number of simulations 500
Observed s d of group L-CV 0 0404
Simulation Mean of s d of group L-CV 00326 |
Simulation standard deviation of s d of group L-CV 00079
Heterogeneity measure H|[1] 0.98
Toble 4 6(b) Heterogeneity Statistics H2, by (M Methad
Number of simulations 500
Observed s d of group L-CV/L-skew distance 00622
Simulation Mean of s d of group L-CV/L-skew distance 0 0604
Simulation standard deviation of s d of group L-CV/ L-skew distance 00137
Heterogeneity measure H|2] J 0.14
Toble 4 6{c) Heterogeneuy Statistics H3 by LM Method
"Number of stmulations 500
Observed s d of group L-CV/ PL-K distance 0 0845
Simulation Mean of's d of group L-CV/ PL-K distance 00769
Simulation standard deviation of s d of group L-CV/ PL-K distance 00177
Heterogeneity measure H(3] 0.43

Hosking and Wallis (1997) gives three different aspects about heterogeneity values If

H<] then the region 1s utterly homogenous If 1<H<2 the region may be homogenous

Butif H > 2 then region s prfectly hetrogencus H,that 1s incorporated on L-CV 1s a

strong nomunator to grapple with homogeneity efficiently L-CV and L-skewness are
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used to calculate #,, while L-Skewness and L-Kurtosis for H; As H, ground on L-Cv,
1t 15 stronger than both others because L-CV explicate more variation as compare to L-
Skewness and L-Kurtosis H, = 098. H, =0 14, H3=043 values indicate that no
value is greater than 1,which meet the cntena of homogeneous region It validates the

possibihity of formation of single homogenous region comprise on all available sites

4.3 Data Screening and Discordancy Measure by Using Partial L-
Moments Method

The main objective of the discordancy value is to recognize the barrages for that sample
PLM are distinctly dissimilar comparing to other barrages Station with highest errer
will position out from other stauons and be identified as discordant concerned by

Hosking and Wallis {1997) cntena

Table 4 7 Summory Statstics for annual maximum peok flow dota with censgrning

Site No | Site Name | n c 1 t ty te D,
1 Mangla 34 3 | 199414 04138 | 04662 | 02070 | 077
2 Rasul 80 3 208367 04421 | 04522 01453 | 199
3 Marala 90 0 317614 03576 | 03659 00299 | 038
4 Khanki 89 o 362860 03515 , 03618 00297 | D18
5 Qadirabad 45 0 373398 03764 102526 00028 | 144
6 Balloki 91 2 92263 03333 'i 03968 00910 | 133
7 Sidhnai 79 11 | 73269 03700 | 04001 01128 | 053
8 Kotn 48 0 382169 0 4048 ]LO 4094 02231 | 185
9 Guddu 30 0 542060 03272 % 0 2522 -00246 | 085
10 Sukkur 30 0 491594 03389 | 02596 00109 | 065

All discordancy outturns 1llustrated that Dh fall i acceptance expanse, that's why no
site discorded A pecuhar divergence 1n discordancy value of LM and PLM moments
1s discernible. appraiser of discordancy 1s describing decreasing movement in partial
linear moments as companng to LM The rationality for this change nught be due to

the censoning of data Censoning threshold was arrayed on the data lower than the
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25,000 cusecs Those values are censored which can have deliberated as nuisance m the
data, which can muslead the results to biasness Another objective 1s to focus on the
upper tail of the fitted distnbution Censored data points on different sites varies and
the better results of partial linear moments arc evident in table in the form of
discordancy and heterogencity outcome 1n the favor of supertonity ot PLM Maximum
number of values censored on the Sidhnai that’s why 1ts mean value raised up to 73269
from 66534 It 1s also due to our focus on the large return period by CENsSOrng nuisance

values

4.3.1 Formation of Homogeneous Regions and Heterogeneity Measure

by PL-Moments Method

Partial L moments are akint to L moments, and ongoing results also like PL-Cy, PL-Sk
& PL-Ks provided by Hosking and Wallis (1997) same standards are shadowed here
If H<1 then the region 15 absolutely homogenous If 1<H<2 the region may be

heterogencous Butif H = 2 then region 1s perfectly heterogencous

Table 4 7{g) Heterogeneity Statisuics HL by PLM Method

Number of simulations 500
Observed s d of group PL-CV 00368
Simulation Mean of's d of group PL-CV 00319
Simulation standard deviation of s d of group PL-CV 00080
Heterogencity measure H[1] 0.62
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Taple 4 7fb] Heterogeneity Statistics H2 by PLM Method

Number of simulations 500
Observed s d of group PL-CV/ L-skew distance 00631
Simulation Mean of s d of group PL-CV/ L-skew distance 00594

Simulation standard deviation of s d of group PL-CV/ L-skew distance | 0 0134

Heterogencity measure H|2) 0.28

Table 4 7(c} Heterogeneity Stotisiics H3, by PLM Method

Number of simulations 500
Observed Standard Deviation of group PL-CV/ PL-K distance 0 0890
Simulation Mean of s d of group PL-CV; PL-K distance 00756

Simulation standard deviation of s d of group PL-CV/ PL-K distance | 0 0178

Heterogencity measure H[3) 0.75

Hy =062, H, =028, H;=075 values specify that no value 1s grander than 1, which
1s fulfilling the critena of homogenous region Heterogeneity’s H, depicting rearward
trend simular to discordancy measure. as above values of heterogeneity of PLM are
lower as corresponding to LM, 1t corraborates to move forward for selection of best fit

distnibution n said region and the efficiency of PLM over LM
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4.4 Selection of Best Fitted Regional Distribution by using LM and

PLM

Third phase m RFFA is the fitting of distnbutions and the choice of best fit distribution
Hosking and Wallis (1997) ply the criterion to ascertam the foremost three parameters
distributions hke generalize Pareto (GPA), generalize logishic (GLO), generalize
extreme value (GEV), generalize normal (GNO) and generalize Pearson 3 type (PE3)
While commencing this, we keep in mind the both aims, premuer 1s the nomination of
the best distribution, ordinal 1s the estimation of quanules of each region for several
time peniods But threc distnbutions can be used for PLM, because GEV, GLO and
GPA are the distnbutions only their partial L moments are derived ull now (Zakaria

2013)

Hosking provided the two ways to approach the best distributton Main 1s the Z-fit while
other one 1s the ratio plot Z- fit apply through the cntical value if |ZD‘“| < 164 at
level of Sigmificance 10% It might be potentlial that more than one distnbution stnke
to the said limuts, than the distnbution approaching to zero will be best considered as

best fit

Table 3 8 I-Statstics for Best Firted Distribution

i Z-Statistic Value
Method GNO | Pearson3 | GEV GLO GPA
L moments 0.71 -176 : 214 jog -0.83
PL moments 229 315 -0.53
1

Above table evinced the result of the three parameter distbutions for the formatted
region undergomg the both procedures According to condition of best fit the
distribution with minimum value or approximately zero value should be scleered
Evaluations under narrated critena reveals that GNO confirm the standards as most

appropnate distribution out of five and GPA as altermatve one. while practicing L-
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moments method  The estimate of GNO marked as lowest comparing to others Where

the GPA emulated for the sad region under the PL-moment procedure  Both
distributions GNO and GPA are nominated as best fit in the region under LM and PLM

methods

4.4.1 L-moments and PL-moments Ratio Diagram

L-Moments Ratro Dhagram (LMRD), deliv ers direction to choose a surtabie distribution
to articulate a collectron of variables into a discrete relationship of LM-Ratios which
already evist for each probability distribution clarified by Hosking and Walls (1997)
Already stated that partial linear moments are carrespondents to limear moments. so the
partial Iinear moment ratio diagram (PLMRD) 1s also comparable to LMRD [.MRD
and PLMRD are delineated for the described region L- shewness and L-kurtosis used
for LMRD PL-skewness and PL- kurtosis used for PLMRD Regional averages of L-
shewness and L- kurtosis fall contrguous to the GNO where regional average of PL-

skewness and Pl -kunosis fall nearest to GPA
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4.5 Fitted Distribution and Regional Growth Curve Estimation

Afier the selection of best possible fit the next step i regional flood frequency analysis
15 to find out the quantile cstimates on various return periods and plotting of the growth
curves by plying the chosen distnbution A return period can be defined as the average

recurrence mterval of an event such as a floods, droughts, streamflow, ramnfalls or
1

earthquake Return period of time T can be termed as - with 1ts exceedance probability

P Probability of occurrence or exceedance 1s the chance of occurring of an event n a

1 -
spectlic time spaniec P = = probability of occurrence For instance mn situation of 20

years (% = 0.05) 1s definable as the chance of exceedance, where (1 — 515 =095 1s

the probability of non-cxceedance

The peak flow quantile estimates of prescnibed region for 2, 5. 10, 20. 50, 100. 500
and1000 ycar are 1llustrated 1n Table (4 9) We may drive quantile estimatc for cach
t*s11e 1n the said region for a particular return period Let consider the staton Guddu
which has on the avcrage annual maximum peak flow 542,060 cusccs We can attam
for Guddu, by multiplying the regional quantile estimate to mean flow of the relevant
site As  the table values, §gno(0980)=3473, interpretable as
542060*3 437=1863060 2 cusecs 1s the amount of extreme flow once coming 50
years (for given retum period) with non-exceedance probability 0 98 and exceedance

probability 0 02 at Guddu All other stations can be interpreted in the simular way

If a homogeneous region fulfill the criteria that all sites within the region describable
by a single probability distnbution possessing common distribution parameters after
the rescaling of site data by their at-site mean, this rescaled dimensionless probability
distribution 15 named as regional growth curve The presentation of quantile estimate
by growth curve 15 illustrated 1n fig-5 3 (LM) and fig-5 4 (PLM), by depicting quantiles
on y-axis where non-exceedance probability on x-axis Growth curve displays
relationship among the quantiles and the several return periods and provide the roots
for frequency analysis at sites While analyzing extreme events such as floods, quantile
estimates 1n one tail of the distribution will be of special interest The fig-5 3 1n which
the GNO and GPA are portrayed 1s showing (he same behavior up to 50 years As the
Increment in years occur the GPA showed more upward up to 200 return period as

comparing to GNO, but for larger return penods GNO showng higher quantile

52



CHAPTER 4 Resu d Discussion

estimates In fig-5 4 GPA showed lower quantile for lower retumn perniod and higher
quantile estimates for larger return period Further the accuracy of these curves will be

checked by the error bounds and RMSE
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4.6. Decision about Regional Growth Curve and Estimated Quantiles

The Monte Carlo simulation procedure based on simulations to check the accuracy of
estimated quantiles and growth curves 1s used which was designed by Hosking (1997)

These calculations are 1impossible to execute analytically because the regional L-
moment quantile estimation process 15 too intricate Therefore, Monte Carlo simulanon
procedure 1s suitable The repetitions in this process must be larger enough so that the
RMSE and bias values are contiguous to the actual RMSE and bias Therefore, ten

thousand repetitions are performed

The biases, RMSE and error bounds of the estimated growth curves are measured The
outcomes are depicted in the Table 4 10 BR(F) regional average relative bias calculates
the trend of quantile estimates to be umformly too larger or smaller through the entire
region AR(F) regional average absolute bias tell us about the trend of the quantile
estimates that consistently high at some pomts and low at others This happen n the
situation of heterogeneous region. when sometime regional growth curve tends to
overesttimatc a few at-sile growth curve and underestimates to others RMSE
demonstrate about the overall vanation 1n estimated quantiles from actual quanules By
this cntena we are much focused 1 determining that which estimation procedure 1s

supenor to other, Hosking (1997)

Both techniques linear moments and partial linear moments are used on the formed
region Relative mean square error values delivered by GNO of LM are low for smaller
retumn peniods 2, 5,10 and 20 where these arc higher for larger retum perniod Relative
bias continually decreasing as the return periods increasing, meanwhile the absolute
bias increasing over the tncrease in the return penod that 1s definable as smaller for
lower return periods 2, 5. 10, 20 and 50 and high for larger return periods 100, 500 and
1000

RMSE by GPA of L moments 1s low for lower return penods 2, 5, 10, 50 and 100 and
1t 1s large for larger retum penod 500 and 1000 Relative bias dechining up to the 100
retumn period and then nising at the 500 and 1000 return penod Absolute bias showed
lower trend for smaller return period 2, 5, 10, 50 and 100 and higher values at larger

return periods 500 and 1000 GNO perform better than the GPA under LM method

RMSE provided by GPA of PL moments ts lower at smaller retumn pertods where 1ts
higher for the larger retum penod 500 and 1000 but 1t 1s lower than the RMSE of GNO
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and GPA of LM method Relative bias by GPA of PLM showed constantly decreasing
behavior over the increment 1n retumn penods while 1t 1s also lesser than the biases of

GNO and GPA of LM

Absolute bias by GPA, (PL) 1s low at the return period of 2, 5, 10, 20, 50 and 100 where
its higher at the retumn pentod of 500 and 1000 By companng PLM and LM, PL

moments showed lower absolute bias as paralleling to LM

Error bounds provided by GPA of PL method are more narrow as compared to the error
bound provided by GNO and GPA of LM method, where GNO and GPA by LM both
are satisfactory up to smaller return periods The performance of GNO and GPA
distributions by LM s satisfactory up to the 50 (F=0 98), but for larger return periods
100,500 and 1000 GPA by PL 1s much robust As the main objective of the RFFA 1s 10
estimate the quantiles 1n upper tail of the distribution and to know about the larger retum
periods, therefore we can say that GPA distribution by PLM has more robust results
These results also reinforce the supenionty of PLM over LM and the cfficiency of PLM

to estinate large return periods
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CHAPTER 5

5.1 Summary and Conclusions

This study delivers an assessment of the PLM and LM by revising regional frequency
analysis established on the LM by Hosking and Wallis (1997) Both techniques were
applied on 10 barrages. stationed 1n Indus Basin, Pakistan All the barrages positioned
on different branches of Indus River The annual maximum flow data 1s collected from
Pakistan Flood Commission and Indus River System Authonty Annual maxtmum flow
(AMF) described 1n cusecs and the data under analysis 1s ranging from 30 years to 93

years

The basic assumptions of regional frequency analysis are verified through the various
tests that are the time senes ploiting, sign test to check randomness, Ljung-Box test to
check autocorrelation, Mann Whitney-U test to check the homogeneity by utilizing
mean value, Kruskal Wallis test to check the Homogeneity of the parental distnbution
based on vanance and Ansan Bradlay test to check the equality of vanances The data
of all sites satisfied the mentioned tests which were implemented to check that data at
any sitc should be independently distnbuted, stationary and follow the identical

distribution

Regional frequency analysts procedure based on the four stages The first one 15 the
scrutiny of the data by means of discordancy measure, 1n which all stations satisfied the
defined critenia under the both techmques PLM and LM Which indicates that there 1s
no major gross error in the data Second step 1n the regional frequency analysis 1s the
construction of the homogeneous region, which 1s deliberated as the most difficult step
in regional frequency analysis At start the 10 barrages were considered that they are
following the single region The heterogeneity measure 1s calculated under the both
mcthods PLM and LM and both meet the cntena of homogenous region defined by the
Hosking and Wallis (1997), because all barrages located 1n same region due to the
physiographical drvision of Pakistan Under both performance’s Partial LM showed
lower values of heterogeneity as compared to LM So, this region 1s considered as the

suitable for further analysis

The thurd step 1n the regional frequency analysis 1s the sclection of the best fitted
suitable distnbution for the formed region which 1s selected on the basis of hnear

moment ratio diagram and Z statistics On the basis of L-moments ratio diagram and
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Z-statistics 1t was established that GNO 1s ultimately suitable and GPA as an altemative
for the region under LM method GPA outperformed by plying the PLM and selected
for quantle estimation The selection of appropnate distnbutions provides a way to
further analysis of quantile estimates The last stage 1s the assessment of the quantles
and regional growth curves Quantile estimates are presented in table (4 9) and growth

curves for the assured distributions are revealed in table (4 10)

Monte Carlo Simulations are performed up to 10,000 repetitions to compute the degree
of precision such as RMSE, relative bias, relative absolute bias lower error bound and
upper error bound for the regional growth curves showed 1n Tabie 4 10 Based on
simulations results, the GPA gives most robust and accurate estimates under the PLM
method as comparing to GNO and GPA of LM The pnmary objective of the frequency
analysis of the extreme events 1s the approximation of quantiles for upper tail of the
distribution, and PLM provided most robust results for upper tail which 1s helpful in
estimation of extreme flood Because PL moments reduced the undesirable influence
of small sample events on the estimation of large retum penod events That's support

the supremacy of the PLM over LM for the esimation of the larger retumn peniods

5.2 Recommendations
¢ The study can be extend to all barrages of Pakistan

¢ Compansson can be performed by using PLM, TLM, HLM and LM by
estimation of quantiles on flood data

e This study can perform on the rainfall data and other data required to test
quahity performance on difTerent levels like air, temperature etc

e These results can be used 1n the development of different level architects

to reduce the harmful effects of extreme quantity of water
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