Qualitative and Hybrid Modeling and Analysis of the
Regulatory Network of IDO in Tumour Immune
Escape

Javaria Ashraf: 27-FBAS/MSBI/F09

Supervisor:Dr. SobiaTabassum

Co-Supervisor:Dr. Jamil Ahmad

Department of Environmental Sciences
Faculty of Basic and Applied Sciences
International Islamic University
Islamabad

2012



A‘Wumo‘ 7 5566
&

MeS
262 16498

ThE

A o Emw/wmonw\iw@ obiseas o (HW\A‘M>

9 Chimate s wnduee . ness



Qualitative and Hybrid Modeling and Analysis of the
Regulatory Network of IDO in Tumour Immune
Escape

Submitted By
Javaria Ashraf

27-FBAS/MSBI/F09

Department of Environmental Sciences

Faculty of Basic and Applied Sciences

International Islamic University Islamabad

2012




s Jlonsldiip w,



Department of Environmental Sciences
International Islamic University Islamabad

Dated:

FINAL APPROVAL

It is certificate that we have read the thesis submitted by Ms. Javaria Ashraf and it is our
judgment that this project is of sufficient standard to warrant its acceptance by the International
Islamic University, Islamabad for the M.S Degree in Bioinformatics.

./

COMMITTEE
External Examiner
Dr. Muhammad Ismail
Deputy Director
Institue of Biomedical and Genetic Engineering, M
KRL. Islamabad

Internal Examiner

Dr. Maliha Asma

Assistant Professor

Department of Environmental Sciences
International Islamic University, Islamabad

Supervisor
Dr. Sobia Tabassum

Assistant Professor 3
Department of Environmental Sciences
International Islamic University, Isiamabad

7

Co-Supervisor

Dr. Jamil Ahmad

Assistant Professor

Research Centre for Modeling and Simulations.
National University of Science and Technology.
Islamabad

V

Dean, FBAS
Prof. Dr. Muhammad Irfan Khan A,
International Islamic University, Islamabad




A thesis submitted to Department of Environmental Sciences,
International Islamic University, [slamabad as a partial
fulfillment of requirement for the award of the

degree of MS Bioinformatics



Dedicated Lo muy fosing Parents and Family.

me.



LS -~ - - admav e s e
j i T “’i ; f

DECLARATION

”
ks s o i e

I hereby declare that the work presented in the following thesis is my own effort, -

except where otherwise acknowledged, and that the thesis is my own composition. No
;. ,
part of the thesis has been previously presented for any other degree.

Dated: | {02 - A0JZ - )

Pl

e
b=

Javaria Ashraf

v i e o oy



Py

§ cma -
N TABLE OF CONTENTS \

’ ACK.NOWLEDGMENTS oersasarbatessesetsstestastenastentsisstansrossentrasase ceserrsaraissens I 7
LIST OF ABBREVIATIONS............. e 1
LIST OF FIGURES ......cuccvrtmrirnsinrenensesssssensnsesseasens e v
ABSTRACT....onrceneene. — eevsss e aR Rt aRerecs VIl
CHAPTERI ......................... sesesas 1
1. INTRODUCTION. oo eettreereerseresresesessesrsessessss s sssssossns — 2
1.1. TMMUDE SUFVEIANCE cvvvevcrrrrrrrsrrsessessensesssssnmressssessrsssssssssssessssssssessessssacersensesnss 2

1
L.T.1. IMMUNE RESPONSE «..ineereiieeece et 3
3

1.1.2. IMMUNOSUPPIESSION ..cevvverieciinecnii et 3
1.1.3. TUMOT PrOgression cuiueiccrerirrieesceie i e sseeeinsesrens it ssnae s ense e srae s 4
1.2. ’ Indoleamine-2, 3-dioxygenase....... A Biological Entity ............. ....... 5
1.2.1. Biological Significance of Indoleamine-2, 3-dioxygenase.......... S
1.2.2. ,» Indoleamine 2, 3-dioxygenase in Human Tumors...........c..e.coco. 7
1_.2.3. ! ! [DO and Immurne ReSPONSE ........ceeiieieeciiiimicriiiiiic e S »
1.2.4.° Mechanism: Controlling T cell Activity by IDO... ... I
Tryptc;ﬁhan [ 5 <) F SO T O PP URRRROPPORt FUTSURROURPPRRI 1t
Kynurenine Pathway........c.c..coeeeee. JEOOOTE PO OROS vt rereeneeen. e (2
1.2.5. Control of IDO by Immune Regulatory Factors.............cc.c....oo 14
1.2.5.1 Interferon gamma (TFNy)....c.oooiiiiii s 4



] s
1.2.5.2.tIri‘ducibIe Nitric Oxide Synthase (INOS) .........rvorrrreresereeereeereeeressnnee 15
. 1.2.5.3.;Transforming Growth Factor-Beta (TGFB) .....oovvveieenn ‘ I3
X i.2.5.;1. .Cyclooxygenase-z (COX2) oot I5
v 1.2.5.'5.L Cytotoxic T Lymphocyte Antigen (CTLA4) and Cluster of
Diffe;eri\titation(CDZS) ........................................... e 16
1:2.5.;6.?Suppressor of cytokine signaling-3 (SOCS3) ................ 17
1.2.5.7:B7 Family (Cluster of Differentiation 80 and 86) .......cc..ccc..coce. U
12.6. Biological Models of Biological Regulatory Networks (BRNs).. 17
12,615 TDO FIrst BRN. s i 18
1.2.6.2:; IDO Second BBN ............................................................... . o 200
1.3. Biol(;gical Regulatory Network (BRN) ..coveciincveeinnrrnincrcnencneisincnniee 20
g ‘ 1.3.1. Role of R!egulatory INEEWOTK .. e 22
1.3.2. Dynamics of Regulatory Networks ..o 24
1.33. Advantages of Dynamical System .........cccocomviriiinini 27
1.3.4. Linear Hybrid Automata (LHA) ..c..oooiciiiicciicccec 27
CHAPTEI;Z ................................................ 29
2. MATERTALS AND METHODS e £ 30
2.1. rLogAical Modeling FormaliSmi ...t 30
2.1.1. ,ﬁ Biological Regulatory Network (BRN)......cccooovevrininnn. eeeeeaaans 31
] 212} SEALE .....eveveemrisescras e cmises s e ....... e 33
213. . RESOUICES ...t ovreeinienire et eneete ettt sa e e s r e 33
3



2.14. | SEALE GIaAPN ceveveeeiii ettt ree e et sa e s 35

2.2. .Qual.it_ative Modeling of IDO associated BRNS.......cccoovineereecnininnernaninsdinne, 35
22.1. Modeting of IDO First BRN ....ovc.cc.meeoreeeeseeesrerssssrereereesneeeeee 36
222, ' Modeling of IDO Second BRN..........ccooorireeseersseee e 38

2.3. Qual?tative Modeling Tool for Parameter Optimization......cccecovvnivcnnnn. 41

. i

24. Hyl;réd MOAElDG . ovrerirnerrirraenrnracrniriessaesenrniiensissessnnrosecasssnesscesoastoessessaescssncs a1
24.1. N Hybrid Automaton {(HA) ..o e 42
2.4.2. | Clocks and Delays........ccceevvrecrceiunniieiieeie i sesensne e 43
2.4.3. | Invariance Kernel........c.cccoviriiiniiiiiniii e 44

: :
244, _ Period..... .o [ 45

25 Tool for Hybrid VIOQEIE o ererrerrernrsssssssssssssesssssseres S .45

. CHAPTER 3..omrvnvenes ettt ettt et b st aeea 46

3. RI:Z_SULT_S AND DISCUSSION c.vvvereeeerreesreeeveensesosssssessesesmessssssessessees 47

3.1. Qualitative Modelix{ng Of First BRN ..ccoiiviiiiiccnnnnniiiiensinennesenies eveerees 47
3.1L.L State Table ..o s 47
312, State Grai)h .................................................................................... 51 |
3.1.3. Homeostz;sis of IDO BRN R 53
3.1.4. . Channel tlowards Stable Steady State .........ocooveereeererieenciieeeneeeane. 53

Lo '

3.2. Qualitative & Hybr:'id Modeling of Second IDO BRN .......c.cceniiiinicvrernnenn. 57
3..2.1. ‘ State Tabfle of Second IDO BRN ......oooiiiniiiiiiire e 57
32.2. State Gra{ph of Second IDO BRN ......coovvcciiiiinnccnicnceec e, 60

o



3.2.3. Cycles Generated by Second IDO BRN........coooove i, .60

3..2.4. [ Channel towards Stable Steady State.........cc.ococvvveiveevcnnieenne, .63
3.2.5. Hybrid Modeling of IDO BRN .......ocooiiiiiiiriiee e 66 -

i

3.2.5.1. Time Delays of Pathways leading to Stable Steady State ....................... 66
3.2.5.2. Time Delays for the whole pathway ereer oo rss s eseesnnr s 10 |

3.2.5.3. Invariance Kernel RESUILS.....ovoceer et eeeeeneeseneee e 74

| 3.3. Prote-in Knockout S}udies ............................................................. R 81

i-
3.3.1. Model of TGF Knockout........ccccoowwvrrcvunnnnn. et 82
» ; . .
332 COX2 Knock OUL......coiiiiriicarieie e ereecs e 82

333, INOS Knock out Model......eeeereeieeeeee e cveeseevieeecieeeesen e e e 0 8%

34. COMNCIUSTON «eeenneerarnesiimsciessonnassssseressessssssnessssanssrasssessonsssssssesssasnsesasttasasssaasssasss 92
CHAPTER 4. e eeerereerarereeteraserateeeeenreaeaneeeen 93
4. REFERENCES:...... .............................. reerreenesasieasiarncsassrerarnrretrussetrarn o 95
ANNEXUTe. . ceuereenenrnees .......................................... 115
i
]
i



ACKNOWLEDGMENTS

“My Allah I praise You, and You are worthy of praise for Your benefaction
toward me, the lavishness of Your Favours toward me, and Your plentiful
bestowal upon me,

Alhamdulillah, all praises to Allah for the strengths and His blessing in completing
this M S thesis.

All the reverence and esteem for His beloved Prophet Hazrat Muhammad (peace be
upon him) the most perfect and exalted among and of born on the surface of earth,
who enlightened the mankind on the true path of life and is a source of inspiration for
all knowledge seekers.

I'would like to express my sincere gratitude to my supervisors Dr. Jamil Ahmad and
Dr. SobiaTabassum for their continuous support of my M.S study and research, for
their patience, motivation, enthusiasm, and immense knowledge. Their guidance
helped me in all the time of research and writing of this thesis. I could not have
imagined having a better supervisors and mentors for my M.S study.

Iwould like to express my gratitude to Dr. Kashif of NCVI, who encouraged and
helped me to work on the protein IDO.

I'would like to acknowledge all those who gave me the possibility to complete this
research work, special thanks to the Department of Evivirnomental Sciences (IIU) ¢
and Research Centre for Modeling and Simulation (NUST). I express my gratitude to
Chairperson Dr. ShaheenShehzad for creating endless possibilities for my résearch
work and helping and removing all hindrances from my path of research. '

My time at ITUI was made enjoyable in large part due to my friendsMehrinGul, Sabd
Munawar, SyedaUzma Ali, YusraSajid, ZurahBibi, Hiraand all my classmates that
became a part of my life. I am grateful for time spent with my friends.

The support and assistance of seniorsAtiyaMehmood and ShehlaAbbasi involved in
my thesis is also acknowledged and appreciated.

I'would like to thank my family for all their love and encouragement. For my parents
who raised me, with a love of science and supported me in all my pursuits.l am
greatly thankful to my siblings who encourage me at each and every step of research.’
work. can never make it without all of you.....thank you very much.

E

1 gratefully acknowledge the funding sources that made my M.S work posszble 1 was
Jfunded by the Pakistan Science Foundation.

I take this opportunity to thank them once again for their thoughtful contributions.
May Allah reward them all abundantly (Ameen)

Javaria Ashraf



LIST OF ABBREVIATIONS

Acronym
Hepatocellular Carcinoma
Indoleamine2, 3-Dioxygenase

Intermediate Neglect Of Differential
Overlap

Tryptophan 2, 3-Dioxygenase
Hydrogen Peroxide

Non-Small Cell Lung Cancer
Immunohisto-Chemistry
Dendritic Cells
I-Methyl-Tryptophan

Small Cell Lung Cancer
Toll-Like Receptors

General Control Nonrepressed-2
Interferon gamma
Interferon-alpha

Interferon-beta

Interlukin-10

Cytotoxic T Lymphocytes Antigen-4
Nitric Oxide

Nitricoxide Synthase

Inducible NOS

Endothelial NOS

Neuronal NOS

Transforming Growth Factor-Beta

Abbreviation
HCC
IDO

INDO

TDO
H,O;
NSCLC
IHC
DCs
IMT
SCLC
TLRs
GCN2
IFNy
IFN-a
IFN-B
IL-10
CTLA4
NO
NOS
iNOS
eNOS
nNOS
TGFp



Cyclooxygenase-2

Prostaglandin E2

Cluster of Differentiation 28

Major Histocompatibility Complex
Antigen Presenting Cell
Suppressor of Cytokine Signaling-3
SrcHomology 2

Cluster of Differentiation 80
Cluster of Differentiation 86

Janus Kinase,andSignal Transducer
And Activator of Transcription

Gene Regulatory Networks_
Generalized Logical Networks
Protein Signaling Pathways

If and Only If

Hybrid Automaton

Linear Hybrid Automaton

COX2

PGE2

CD28

MHC

APC

SOCS3

SH2

CD 80/B7-1
CD 86/B7-2

JAK/ STAT

GRNs
GLNs
PSPs

Iff

LHA



1
Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune

Escapelist of Figures i
LIST OF FIGURES
Figure CAPTION Page no.
1.1 IDO inhibiting effector T cells 10

1.2 Kynurenine Pathway starts when IDO facilitates degradation 13
of Trp and it is divided into three main steps and completes at

the formation of 3-Hydroxy Anthranilic acid

13 IDO First regulatory BRN and its derived GENOTECH 19
model
1.4 Inter-regulation of the various Cytokines and Enzymes 2]

associated with Immune suppression and below is given its
Qualitative model

1.5 Global Biological Network model having three important 23
participants namely Genes, Proteins and Metabolites

2.1 Formalism in three forms, a. a BRN graph, b. State table S 32.
ger;erated by BRN and c. State graph of the BRN |

22 IDO first BRN constructed using R. Thomas logic 37
2.3 IDO Second Model: drawn in GENOTECH 37
3.1 State Graph of First IDO BRN 52
3.2 Cycles of First IDO BRN showing Homeostasis 54
3.3 State Graph of Second IDO BRN 61
34 States diverting from Cycle toward Stable Steady State 65
3.5 Homeostasis used in Invariance Kernel 75

3.6 Time constraints of equations (i) and (ii),a.8" of IDO is less 75
than iNOS, b. 7 of TGFJ should be less than IDO

3.7 a.iNOS full life cycle should be greater than period of IDO, b. 78
and cactivation delay of TGFP is less than that of activation
delay and period of IDO and d. activation delay of iNOS is

less



o . . C s, N

Qualitative and H) ybr;'d Modeling and Analysis of the Regulatory Network of IDO in Tumour immune .

Escapel.ist of Figures
than whole period of IDO .
3.8 Knock-out Model and State Graph of TGFpB 83
3.9 Model and State Graph Generated after COX2 Knockout 85
5 3.10  iNOS knock out Model and State Graph 86
3.11 Transition Graph Summarizing Qualitative Modeling Result 88

S

K3

¥ r

wrr w



Foam A

Tt

% P

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune .

fathways with Time Delays Moving towards Deadlock State 71

~ £

Escape List of Tables
;}
LIST OF TABLES i
TABLE TITLE Page no.
2.1 Parameters Optimization of IDO First BRN 39 i
2.2 Parameter Optimization of IDO Second BRN 40
3.1 State Table for First IDO Model 48
32 Possible Pathways Leading towards Stable Steady States 55
33 State Table of Second IDO BRN 58
34 Cyclic Behaviors Shown by Second IDO BRN 62
3.5 Pathways Leading to Deadlock States 64
3.6  Time Delays of Each State of IDO BRN 67 ‘
3.7 3

¥4

vi



- »  daincamn 4 e ol el 0
E

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune
Escape Abstract

3
S

ABSTRACT

A biological network is a global representation of multiple interactions taking place in
a cell. These processes comprise genes, RNA and proteins acting as regulatd?s.
Regulatory networks act as skeleton offering a qualitative structure, on which kinetic
logics rules applied to carry out quantitative modeling and simulation. Indoleamine
2,3-dioxygenase, a heme containing enzyme, has emerged as an important factor in
tumor associated immune tolerance. IDO main function is immunosuppressio‘n,
through breakdown of tryptophan, in the tumor microenvironment and tumor-draini;jg

¥
lymph nodes. The modeling of the IDO network using discrete framework and

f
through discrete automata helped in understanding fully the regulatory mechanism
involved in the working of IDO in cancer studies. This has .!give‘n"' forth a
comprehensive analysis of dynamical phénomena;IDO is detrimental at higfl
concentrationgiving epigenetic switches and regulation of system is done by
maintaining IDO in homeostasis. The validation of model was done by the model
checking tool. Model checker toothelped in finding all possible time delay constraints
from a specific initial state to epigenetic or homeostasis. It also give invariance
kemnel, strictly following these constraints helped in maintaining system in
“homeostasisand avoiding specific state i.e. diseased state. Thus, these temporal

i
constraints will help in controllingex-vivo experimentsand designing drug targets. A
new technique called protein knock out was applied which checked the stability of the
system after knocking out specific protein from the system, knockout of COX2

showed the same homeostasis as that of the second IDO network, it proved that

COX2 is the main elementwhich enhances IDO activity in cancer. TGFp isatwo

vii
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edged sword as it can be a tumor suppressor as well as immunosuppresor by
promoting tumor development.Inhibition of iNOS accompanied silencing of COX2 as
well as it is a main inducer of COX2 in the IDO BRN.The results are helpful and have
futuristic prospects as on the basis of this clinical trials and experiments fé)i'
immunotherapy can be designed and it will save time and money. It can bring fruitful

results in tumor control and in increasing life expectancy after tumor invasion.
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INTRODUCTION



C/_mp:e.r ! Introduction

: . -
1. Introduction
Hepatoceltular carcinonia (HCC) is one of the most common cancers ‘pre‘vailingv<
universally. 1t is associated with hepatitis B and C virus ihfectién (Carr, 2009). The
cure of HCC is poor even after surgery because of role of molecular mechanism to
tumor deveIOpmen.t. Some of the causes may be tumor antigen-specific immune'” '
tolerance, tumor immunosupprCSfiive elements. Considering the immunosuppressive
_as a cause of HCC progression, Indoleamine 2, 3-dioxygenase (l‘DO) got‘signiﬁ'cant
.atiention as a cause of tumor. IDO degrades the important amino acid tryptophan
(Trp) in the kynurenine pathway :andr produce N-formyl kynurenine (Takikawa et al.,
1986). This will halt the proliferation of alloreactive T cells, which arest the cell
cycle afﬁlhe G1 phase of the celi via local Trp deficiency and the accumulation of
toxic, proapoptotic catabolites (Munn et al., 1999). It was then recommended that
IDO may be a microenvironmental factor that could play a role in tumor evasion fro'm
T 'cell—mediat‘ed rejection tFribérg et al., 2002; Meltor and Munn, 1999). It was first
presenteAd by Uyttenhove (2003) that IDO was expressed Ain various .hilman cancer

tissues and cell lines, and that IDO was iiivolved in shielding tumors from attack by

tumor-associatéd antigen specific sytotoxic T cells (Uyttenhove et al., 2003).

i.1. Immune Surveillance

Paul Ehtlich (1909) was the first to put forward concept of immune surveillance in
tumor that cancer will proliferate rapidly if there is no defense system to control the
outgrowth of endlessly arising mal'ignant cells (Ehrlich, 1909). It gives the concepfof

tumor-immunology to be used in tuor prevention and therapies for cure. Malignant

.

Onalitative and Hybrid Modeling and Aralysis of the Regulatory Nenvork of 1DO in Tumour lminune
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Chapter 1 ' Introduction

tumor immunology to be used in tumor prevention and therapies for cure. Malignant
tissues are recognized by the immune system, it is a key concept which can be used to
develop novel‘ and new systems for the treatment of cancer (Disis, 2006). The aim of
immunotherapy is to generate T cells to combat and -kill tumor ceil growth after
recognizing'ii;lmor antigen. The success of T cell action;depenﬂs on the activation of
sufficient numbers of tumor reactive T cells and long term persistence éf such T-ceil

responses th]at will be necessary to prevent tumor recurrence (Disis, 2006).
Ii |
1.1.1. Immune Response
Lewis Thofpa?s (1959) first prersented the theory of immﬁnc surveillance of neoplas‘ia
also supporte'd by Burnet (Burnet, 1970)'. Immune system is very active and its major
function is to search the body for the malignancy and to eradicate ‘tumors és they
ascend (La\fvlrence,'1959). Immunersystem recognizes the antigen at later stages when
T cell are :'f‘uliy activated and converted from naive to mature type. li is the most
important fact about immune surveillance theory so a question put forward by cancer
researchers is that how can tumor overtake the immune system and escape thrbugh the
s ;
immune s‘uln{eillanée mechanism (Fuchs and Matzinger, 1996). The answér lies in
discovering I»and’ studying the -protein of interest which is Indoleamine 2, 3

dioxygenase (IDO), an immunosuppressor and has a role in immune tolerance and in

infectious diseases control (Mellor and Munn, 1999).

1.1.2. Finmunosuppression

Cancer and immune response are closely related and investigation of the human

immune response in cancer studies has had a long history (Oettgen, 1991). Immune

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Imniune
Escape : 3
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system can Eliétinguis}i tumor cells from normal tissues. Tumors are considered non-
self when anéy:unique antigens are expressed by them; it is supposed that most tumors
arise after tHé‘ immune system is fully developed (Fuchs and Matzinger, 1996). This
ability is crjtical for enabling active tumor control and destruction also minimiiing
toxicity thre'avt‘ (Hung et al., 1998). Initial efforts for imimmé recognition in case of
cancer were mainly depend on serological methods then advances in celt mediated
immunity taIKCn the study towards exploration of T cell role in cancer stuciics. [t has
always been a critical issue 1o study a specific role of cellular immunology in cancer
reséar'ch(Boon et al., 1996).

It has been r'ej‘/‘iewed by Kersey (1973) that tumor cause immunodeficiency and this is
implied in tliis way that tumors ;riay override immune surveillance by'destroying
immune system (Kersey ef al, 1973). It is proved using syngeneié mouse that both -
virus-induce!d and chemical éuppressv the immune system and is called
immunosupptessive (Plescia er al, 1975). It was further reported by in vitro

experimentations that tumor cells made the spleen cells immunologically insensitive

(Wong et al, 1974).

1.1,3.: Tumor Progression

"Progression'; is a term used when tumor develops aggressive behavior for growth and
I

malignant ch;uacteristics in their life span. This will eventually lead to stable (stable

steady state behavior) and irreversible qualitative change in its nature this is known as

tumor progr'eﬁion (Foulds, 1975; Foulds, 1957). It js said progression and extension”

are two diffe-ent terms taken in space and time but having no change in qualitative

properties (Weiss, 1950; Weiss, 1939).

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumonr Immune
Escape o ' q



Chapter I ' Introduction

s _ ‘ -
Tumor subverts the immune system and it can be a viable escape mechanism for

them. Tt will grow and progress without check and béianc'e. Immunotherapy cannot be
used to cure and control tumor unless we do not know the whole mechanism tha‘t how
tumor escape immune attaék and start proliferation. Knowingvthe fact that [DO is
produce ekc:essively by tumor cells, in the present study evidence have been gathered
that one cause of subversion of the immune system as well as progression of tumor is

mediated by overexpression of IDO.
{

1.2. Indoleamine-2, 3-dioxygenase....... A Biological Entity

An important intracellular enzyme, IDO has the ability to catalyze the primary and
rate-restricting step in kynurenine pathway in which ‘IDO degrades the Trp. [ts
o i

properties as immunosuppressive agent have been connected in

i

. Mother fetal relationship (Munn er al., 1998),

. Immuine response in tumor (Muller ez al., 2005)
T
. Incurable infection (Potula er al., 2005) and
. Autoimmune reactions (Szanto ef al., 2007; Gurtner ef al., 2003)
! T .

How IDO effect immune System is controversial to some extent, one mechanism
involves Trp depletion and/ or other is accumulation of the Trp degradation products

called catabolites.

1.2.1. Biological Significanée of Indoleamine-2, 3-dioxygenase

In recent years, IDO has attracted much attention as an important negative regulator
of immune- system. IDO was first identified in rabbit intestines in 1963 (Shimizu et

al., 1978; Higuchi er al, 1963). IDO is a cytosolic heme containing protein (EC

1
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Chapter | Introduction

1.13.1 l.'42), (Taylor and Feng, 1991). It is expressed by the Intermediate Negleci éf
Differential Ovcrlap (INDO) gene located at human chromosome 8p12 (Katz er al,,
2008). The téene INDO has ten.exons coverfng approximately 15 i(b length and
’encodcs a pol)?ipeptide of 403 amino acids (Najfeld ez &/, ;1993; Kadoya et al., 1992).

It is the only';ratc-limiting enzyme found outside liver, where it works just like the
hepatic enzS/rlﬁe Try§t0phan 2, 3-dioxygenase (TDQO). Both degra&e Trp and other
indole deri;/atives, by oxidative catalysis of the indole ring, into kynurenines L-
kynpreninc, picolinic acid. Quinolinic acid and many other 'metabolites are the
products of ;i‘rp conversion by 'II_)O a process critically related to turior escape
(Grohmann et al., 2003).

IDO and TDO were considered the same enzymev until it was negated, when high
levels of Vvaric:)us Trp metabolites were determined in the urine of patients of diseases
like bladde;' "cancér, tuberculosis, prostate disorders, rheumatoid arthritis, hodgkins ,
disease andil;?ukemia. But the liver of the patjenFs showed no elevation in TDO level
(Hayaishi et al., 1984; Bett, 1962). It was recommended that TDO is.not the only
enzyme ini!tiafing the catalysis of Trp. Second enzyme called IDO was discovered -
which also ::agtalyzed the formation :of kynurenine from Trp (Higuchi et al., 1963).
Unlike TD6 T;it has a wide variety of substrates. It utilizes both L- and D-tryptophan,
as well as 'iI‘xiyptamine, §-rhydr0xytryptophan, and serotonin as substrates. Molecular
weight of bgt‘lh proteins differs from each other (Takikawa er al., 1988). |

IDO is not. found primarily in hepatocytes like TDO, rather it is distributed
ubiquitously:in other organs of mammals except liver, with highest activitigs noticed

in lung and placenta. IDO has a heme unit in the protein, it was extracted from rabbit

intestine with protoheme [X its catalytic center. In vitro studies showed thét, it should.

]

Qualitative and Hybrid Modeling and Analysii of the Regulatory Network of IDO in Tumour Immune
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L

be protected from H30, which is generated by the reducing system (Yamazaki e al,

1985; ShlleU etal 1978)

B

1.2.2. Indoleamine 2, 3-dioxygenase in Human Tumors

Malignancyfatjtains the characteristics such as resistance to inhibitory growth signals,
perpetuation. {t is resistive to apoptosis, angiogenesis, metastatic competencies and
aggressiveness, and immune system destruction. 1DO activation causes Trp
catabolites é’levgtion in the urine of cancer patients, ‘help tumor cells to escape
immiune system response. The survival mechanism is expensive for the timor céll
depriving itself of a requisite amino acid i.e., Trp.

It was pnmanly reported by Uyttenhove (2003) that IDO is constantly e'(pressed in
most of turfior cell lines and it was further proved by IHC examination (Uyttenhove er
al., 2003). Sybsequently, it was confirmed by studies that connectioﬂn between [DO
overexpression and tumor causes poor prognosis in HCC, non-small cell lung cancer -
(NSCLC), ¢olon cancer, cervical and ovarian cancer (Pan et al., 2008; Beutelspacher
et al., 2006; /Ino et al., 2006; Astigiano et af., 2005; Okamoto ef al., 2005) showing
activity of ;150 in the malicious progression of tumors.

A study con&ucted on ovafian cancers showed mRNA expreésion of IDO and it was
checked th.rc'ljgh surgical tesection of tumor specimens at the stage lllc of disease
- (Okamoto er al., 2005). Another study cérried out on stromal cells or in tumor-
drammg lymph nodes (TDLNSs) observed IDO overexpress;lon in them. A related

t
survival fashion was found while assessing small cell lung cancer (SCLC) showed"

IDO overexpression in the eosinophils penetrating the tumors and this is associated

i
with poor survival (Astigiano ef al., 2005).

t .
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A larger res‘!eérch work covering role of IDO in colorectal cancer, consists of 143
colorectal can:ber patients and the enzyme was examined by 'immunohisto-chémislry
(IHC). IDO Wwas highly expressed in 39.2% tumor specimens (56/143) while IDO
showed low éxpression in 60.8% (87/143) (Brandacher er al., 2006). 1n TDLNs, IDO
positive-staihi;ng-in dendritic cells (DCs) in the melanoma patients was interrelated
with poor diaénosis and often the presence of IDO positive DCs in the sentinel nodes
results in melanoma formation in future (Munn et al,, 2004; Lee et al, 2003). These
observations ;iare of immense importance in extending these results :in clintcally
defined stu(?ie_s to determine where IDO may become a driver of immune escape and
tumor progression. As IDO is an important agent playing role in immune tolerance of
tumors, it is embraced as a new marker or target in anti-tumor treatment (Wang et al.,

2009).

1.2.3. IDO and Immune Response

IDO is an enzyme with evolutionarily value; it was hypothesized to work against
certain microorganisms 4s a host-defense mechanism. Currently, it was found that T
cell activation and inflammatory responses are being suppressed by IDO (Mellor and

HE
Munn, 2004; Grohmann et al, 2003). It was firstly acknowledged that IDO has

immunological role when it was known that the tolerance between mother and the
DR A

 allogeneic fetus in placenta depend on IDO (Munn et al., 1998), a revolutionary work

by Munn ar;d Mellor. Two inferences were deduced from these 'observations that

made its re}evance for tumor immﬁnology: one thing is the immune system develops a

pre-existcn!t ‘ilmmunosuppressii/e environment for the fetus so that it remains tolerant

for mother immune system. Secondly, if we disturb the environment by administering
o :

Qualitative and Hybrid Modeling and Analysis of the Regulaiory Network of IDO in Tumour Immune
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drug 1-methyl-tryptophan (1MT), an inhibitor of IDO, rejection of fetus by maternal
. i ’

immune system will take place. IDO do have a role in tumor immune escape as these

- observations impelled us to hypothecate this and tumor cell facilitate themselves by

using IDO a'éainst‘immune system, and using IMT against IDO favor immune

response enhém:nc':cment (Munn, 2006). Hence, IDO plays an import.ant role as shown

in Figure 11 IDO is found to express widely in most of tumor cells, DCs_,

macrophages, microglia, esinophils, fibroblasts and endothelial cells (Beutelspacher et

al, 2006;'M;:1nn et al., 2004; Munn and Mellor, 2004; Odemuyiwa ef af., 2004;

Uyrtenhove’-é!: al., 2003). IDO expression is controlled by cytokines e.g. In.t.e'rferon-

gamma (lFﬁ-}), Intcrfcron-aipha (IFN-a), Interferon-beta (IfN-ﬁ) and interiukin-10

(IL-10) and'&nough Toll-like receptors v(TLRs) signaling pathways by Cytotoxic T

Lymphocytes Antigen-4 (CTLA4)-B7 interaction in immune cells (Puccettl and.
Fallarino, 2008 Agaugue et al,, 2006 Munn, 2006)

Dcﬁcnencylll? Trp inexorably resulted by overproduction. of IDO. Consequently,

proliferatio’rfl of T cells will be destroyed then it will be unable for T cell to amplify

through clon;l expansion. Furthermore, it is difficult to startAT‘ceII multiplying again

once it is re‘pl';ressed (Bauer erf al., 2005). Conversel.y, toxic Trp metabélites produced

after kynuréginc pathway can directly inhibit T cell funciion and can induce T cell ‘
apoptosis. Trp metabolites have more effect on mature activated T cells and have no

significant e“fect on resting cells (Munn and Mellor 2007). When tumor ant1gen

enters the BQdy DC suppresses T cells by inducing specific immune response against

the antigen‘, Iidunn (2004) pinpointed a distinct group of DCs in TDLNs that keep on

expressing IDO and helping in inhibiting T cells. Therefore, DC have important role

. T .
in bringing tumor immune tolerance (Munn et al., 2004).

Qualitative and Hybrid Modeling and Analysis of the Regulatory Nenvork of 1DO in Tumonr Inmune
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Figure 1.1: IDO inhibiting effector T cells
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e
1.2.4, Mechanism: Controlling T ¢ell Activity by Idoleamine 2,
3-dioxygenase

To understand the mechanisms which are the basis of the immune tolerating function
of the IDO-kynurenine pathway suggests us two models:

. First is stérvatioh and stress of immune cells ;through lDO—fa_ci!itated Trp
depletion in'the microenvironment, and consequently reducing the cell function;

* . Second one is IDO-medidted gathering of .cytotoxic catabolites from

metabolism pathway of kynurenine (Belladoma et al., 2006; Fallarino es al., 2006;

~ Terness et al., 2006; Stone and Darlington, 2002).

Tryptophan (Trp)

An inngpensable amino acid prqdu’ccd in the body, and.remains in fow concentration
in both plasma and body tissues. In a variety of ailments and inflammation in human
(Preston et al., 1998), pigs (Meichoir et al., 2002) and mice (Saito et al., 1992), in the
plasma of pafients, Trp concentration fdrop§ significantly, proposingb consumption of
- the amino acid increases in such situations. It is suspected that thc Trp requirement
become high when there is écdte need of protein production (Preston ef al., 1998). |

Pathway of Trp cétab'o]ism in human andrrodents are well egtablished and known 1o
have an involvement in T cell »degra’dation in conception _of even during infection
(Melior and Munn, 1999). IDO activation is the main reason of Trp degradation in
kynurenine pathway. IFNy , an inflammatory cytokine is involved in the induction of
IDO (Widner ef al, 2000), but in the placenta, lung, epididymis and gﬁt, its

expression' is constitutive (Brendan et al, 2000). Kynurenine increases its -

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of 1DO in Tumour Immune
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concentration in plasma due to immune activation and inflammation leading to
excrctiop of;xlanthure,nic acid in urine (Takikawa ez dl., 1986). It is assumed by 'mos't
that kynurel}ir;é is riot the only pathway involved in trp metabolites but melatonin
biosynthcsis. pathway is also involved where they act gsj antioxidants .and as free

radical huntérs (Goda et al., 1999).

Kynurenine Pathway

It starts with the induction of IDO in the cell by IFNy as depicted in Figure 1.2. When
Trp is depiretetd in'the intracgllular environment it leads to a r:ise in the accumulation
of uncharged tryptophanyl-tRNA. General Control Nonrepressed-2 (GCNZ), a
member of a family of kiljase$ called kinase, will be activated and will phosphorylate
the translation initiation factor eukaryotic initiation factor 2-0 and 10 cause ancréy

~ will be unable to

and/ or apoptosis through stress pathway. T cells with GCN2
énswer back to IDO activation, as it has been found in vitro study (Sharma ef al.,
2007; Fallarigo et al., 2606) and some studies are carried out in vivo (Munn et al.,
2005).

However, ili ;itro T celi undergo apoptosis due to kynurenine degradation (Fallarino
‘et al., 2002,l ferness et al., 2002) and in vivo it suppresses the inflammation (Taher e/
al,, 2008; Bauer et al., 2005; Platten et al., 2005).

It has been }ééognized by Fallarino (2006) that in vitro immunosuppression is carried

: .
by both Trp depletion and kynurenine production (Fallarino ef al.,, 2006).

OQualitative and. Hybrid Modeling and Analysis of the Regnlatory Nenwork of 1DO in Tumour immune
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Figure 1.2: Kynurenine pathway starts when IDO facilitates degradation of Trp and it

1s divided into three main steps and completes at the formation of 3-Hydroxy
Anthranilic acid. .
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1.2.5. Control of IDO by Immune Regulatory Factors

[

Several contrél mechanisms exists for IDO. It has been reviewed extensively that in
humap imml:‘m'e cells IDO activity can be strongly controlled through key regulatory
proteins cxp;rc'sssion in these cells (Muller and Schrele, 2006). |

If we can préci'iseiy identify the way how these regulatory proteins regulate 1DO it will '
help greatly in. understanding more deeply the human immune response. In the study
good progress has been made by applying Rene Thomas formalism 6n these proteins
‘ netWork and lit helps in understanding the precise molecular mechanism by which
thcs‘e proteins. inhibit IDO in the milieu of cancer. A complex n_"nilieu of regulafory
factors exjst- vyhich incorporate IDO and promotes imr'ﬁune tolerance. Below is givén

a list of regulatory proteins that regulate IDO.

v
4

'IJ.Z.S.I. Interferon gamma (IFNy)

IFNy is a potent inducer of IDO (Orabona er al., 2006). It'regulat.es IDO both at
transcriptional and .pSst tréﬁs'cripti()nal levels (Braun et al, 2005). The >anti—
proliferativelT effect of cytokine 1IFNy has a connection with the inductipn of IDO. The
anti-proliferation occurs due to the degradation of Trp in the medium, it results in lack
of this essentfal amino acid and cell starvation (Taylor and Feng, IA99 1).

INDO gene ehcode IDO and the gene promoter region cont;ains a sole IFN? specific
site for activation, as well as the gene region consists of two IFN-activating response
elements, on :_Which IFNo and IFNB as well as IFNy can bind and it .can'rcA:spond to all

|

three of them. In inducing 1IDO expression IFNo or IFNB has been Adesignated as
: b

being up to 100 times less effective in activation than IFNy (Taylor and Feng, 1991).

i i A
Oualitative and Hybrid Modeling dnd Analysis of the Regulatory Network of IDO in Tumour Immune
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1;2,5.2. Inducible Nitric Oxide Synthase (iNOS)

{

Nitric oxide :

TO) is a free-radical gas and short-living molecule. It has an important

1

I!i

contribution in a variety of molecular biological processes comprising infectious
diseases and cancer (Nathan and Xie, 1994). There are three different isoforms of

NOS: inducible NOS (iNOS) endothelial NOS (eNOS) and neuronal NOS (aNOS) are
produced in the body at constant rate, wheréas, bacterial cndotbxins and inflammatory
cytokines pr?e.éence lessened the iNOS production (Morris and Billiar, 1994). Only
iNOS has the iibilit){ to produce NO sustainably at micro-molar level and it is the 6n'ly
NOS isoform involved iﬁ inflammatory courses and cancer development (Beckman et

al, 1990), '

I

1.2.5.3. Transforming Growth Factor-Beta (TGFp)
A
TGFP with its signaling elements acts as determining factor of metastatic tumor cell
behavior. Cancer development is influenCed positively or negatively by the TGF B’s'
il

autocrine ah&paracrine effects exerted on tumor cells and the tumor micro-
environment. TGFp signaling pathway has been reflected to play role in both tumor

_suppressor as well as promoter of iumor invasion and proliferation (Derynck et al.,

1

2001). Initially TGFp' subdues the invasion of tumors, but it promotes tumor
developmer!t,:’ progression and relocation of already present tumors when TGFf itself

is present at elevated levels (Elliott and Blobe, 2005).

s
'1.2.5.4. Cyclooxygenase-2 (COX2)
COX2 is a positive inducer of IDO activation, which favors [DO role of mediating

1h ,
immune suppression (Muller and Scherle, 2006). In many tumor such as NSCLC,

-

1
1

Qualitative and Hybrid Modeling and Analysis of the Regulatory Netvork of IDO in Tumour Immune
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colon, gastric;and breast tumor, COX2 is overproduced (Pereg and Lishner, 2005)'._
- N i( . .
COX2 influences a variety of processes of malignancy and tumor progression as it

produces arachidonic-acid catabolite, prostaglandin E2 (PGE2), which results in

. . .. . . . . . . . .
-apoptosis, immunosuppression, angiogenesis, inflammation and intrusiveness

(Dannenberg ef al., 2001).

1.2.5.5. Cytotoxic T Lymphocyte Ant.igen'(CT LA4) and Cluster of

:¢  Differentiation 28 (CD28)

{.

- CTLAA4 act as a natural decelerating machinery for immune system activation as it is a

- key element in T cell permissiveness. It is a main negative regulator of T cell
i

facilitated aﬁt%tumor immune reactions (Tarhini and Igbal, 2001). T cell is.activated
when T cell;rieceptor engage with ﬁajor histocompatibility complex (MHC) bounded
to.antigen a;n_.(ji present on the antigen presenting cell (APC) and binding of T cell
surface recc?pt%r, CD28 with APC Iigand of CD Sb and :86 (eg, B7.-l/ CD80, B7-2/

13 ) .
CD86) also calied B7 family member (Lenschow et al., 1996).

- CD28 is a'hdmologue'of CTLA4 and it has an inhibitory role and bind with co-

stimulatory molecules B7 expressed on mature APC (Paterson et al., 2009; Maker et
T ) | . _
al., 2005; Krymmel and Allison, 1995). What happen in tumor. progression is that

after T cél'lsAg are activated, CTLA4 which is a cell-surface receptor and have
competitive binding affinity relationship with CD28. In fact CTLA4 have higher
binding affinity than CD28 with the B7 family, CTLA4-B7 binding is up‘-r‘eg.ula'te‘d
and it et’fecti\'.}ely vie with CD28-B7 binding and send and down-regulatory signal t.o

T cell activation, thus inhibiting T cell triggering (Linsley ef al., 1994). Enhancing the

CD28-B7 intéraction and blocking the CTLA4-B7 interaction would help in boosted

Qualiative and Hybrid Modeling and Analysis of the Regulatory Network of 1DO in Tumour fmmune
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and sustained T cell initiation, as activation and concentration of IL-2, 3, 4 5 and10
and cytokines is increased e.g, IFNy (Alegre ef al, 1998; Krummel and Allison,
1995).

1.2;5.6. Suppressor of cytokine signaling-3 (SOCS3)

Cytokine fadilifated processes are critically modulated by SOCS proteins.(O'Shea and
Murray. 2008)'. Up-regulation of SOCS3, by binding of CD28 with B7, inhibits the

transcriptional expression of IDO driven by IFNy (Orabona et al., 2004). SOCS3 is an
important regulator of IDO (Orabona et al., 2008). SOCS proteins have grave role in
modulating immune résponses (Mellor and Munn, 2004). They possess a SOCS box
and a Src hc;n;’;ology 2 (SH2) domain. SOCS box take part in the formation of an E3
ubiquitin liéaée complex and aims at several signaling proteins for proteasomal
degradation '(M&hadd et al, 2008; Orr et al.,, 2007; Wong et al., 2006; Unéurcanu et

al., 2002).

1.2.57. B7 Family (Cluster of Differentiation 80 and 86)

Two co-stilﬁijtlatory molecules from family of B7 are B7-1 and B7-2 present on
APCs. Both.interact with CD28 and CTLA4 on T cells. B7-CD28 interaction favors T
cell activati‘on (Bai ef al, 2002), whereas binding of B7-CTLA4 heightens the

destruction ofT cell mediated immune response (Linsley et al., 1994).

Pt

[
1.2.:6." Biological Models of Biological Regulatory Networks

[
, (BRNs)
I L .
Two BRNs are used for applying kinetic and Hybrid modeling. The models with their
: k )

brief description are given below.

[

alitative and Hybrid Modeling and Analysis of the Regulatory Network of 1DO in Tumour Imnune
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l.2i6.1. IDO First BRN
Induction oft]}j)O should be governed tightly. Homeostasis of IDO is necessary for its
normal or corf}tro_lled production. The potent inducer of IDO in case of tumor and
- infection is a cytokine, prodﬁce inflammation, IFNy especially in APC which include
macrophage§ ‘and DCs (Takikawa ef al, 1999; Carlin ef al, 1989; Carlin ef a!
1987). IQO gene is transcribed through Janus Kinj;)se, Vand Signal Transducer
and Activatér of Transcription (JAK/ STAT) pathway. Activation of IFNy is dpﬁe by
binding of (;T!LA4 on B7 {CD80/ CD86) ligand present on APCS. CTLA4 and CD28,
presenton T c'e!l, are the two receptors for the same ligand B7. Both the receptors are
same but th’éy fuﬁction oppositely after binding with the B7 (Sharpe and Freeman,

2002; Salom01n and Bluestone, 2001; Alegre et al., 2001; Sansom et al,, 2000). CD238

takes part in promoting T cell immune response in tumor proliferation by binding to

b

B7 but CTLA4 act to suppress_immune response against tumor. It favours tumor
progressnon by activating IDO via induction of IFNy.

On the other hand if CD-28 binds with the B7 it activates T cell response against 1DO
by actlvathg SOCSB, (Zouali, 2009). TGFP is a selective and strong inhibitor of
IDO IFN. 'a(l:tlvated transcription is repressed by TGFf (Panek et af., 1995"
Deva)yothl et al,, 1993). Natural antagonist of IFNy is TGFB in this case Trp-

metabohsm‘ls1 in tight immunological control (Yuan ef al., 1998). The model drawn in

GENOTECH (Ahmad, 2009) on the basis of above information given is depicted in

Figurel.3.

Qualitative and’ Hybrrd Modeling and Analysis of the Regulatory Network of IDO in I' umaour /mnume
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Figure 1.3: IDO First Regulatory BRN and its derived GENOTECH Model
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'
12,62. IDO Second BRN

IDO key pathlway is recruited from review done by Alexander (2006). The main
pathway is glven in Figure 1.4. The key players in the cancer pathway with IDO are
INOS, COX2 and TGFB. All are immunosupresser they suppress effector T cells and
cause angloggnesm, in this way favor cancer progression and proliferation. First
enzyme COX2 has an important role in immune suppression regu'lation and
generation of rjegulatory T cells. Second enzyme is TGFB, a cytokine that-have intense
immunosupﬁréssive effects, and ca{ncer cells 'become accustomed by becbming
refractory to TGF signaling (Muller and Schrc;,le, 2006). The role of iNOS in tumor
showed a éorhplex picture. High-output NO production by activation of iNOS by
inffitrating rri}erphages can induce tumor cell cytostasis and/ or cytotoxicity
(Kroncke .etlaé., 1998).

The pathwaj extracted from phenomenon is used for modeling, and with
'enh‘anccmen;t f;he new model generatad is given in Figure 1.4.

1.3. | Biological Regulatory Network (BRN)

€.
it

The life of living cells includes various highly interconnected interactions and
chemically interacting small bio-molecules including, DNA, RNA, small metabolites
and proteins. It gives rise to regulatory network. It is a complex process as various

activities of.cells are controlled. The most important molecule among different

molecules tyf)cs in a network is protein as it is the product of gene expression and it

got importance as it regulates gene expression as shown in Figure 1.5. They
vt :

contribute to linking genes to each other and then form a multiple regulatory circuit in

3

a cell.

i

boTi
it
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Figure 1.4: Inter-regulation of the various Cytokines and Enzymes associated

with Immune suppression and below is given its Qualitative Model
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The biologiési networks combine compound interactions in the cell and give an
overall or gliobal view of within cell activities. The rélationship between molecules
can be well interpreted (Junker and Schreiber, 2008). Biologists embody biolégicél
éystem in terms of graphs and BRNs represent interaction between genes or their
products. In Ii}ling organism every process has two typesof important network called

\ . ;
gene regulatory pathways and signaling pathways. Gene regulatory networks (GRNs)
_portray conne:r;:tion between genes that is based on how the expression Vlevvélvof one
gene affect e'ixlﬁréssion ieveis of others. Genes do not interact directly with other in its
place, gene stimulation occur through proteins which aré also the proauct of genes, it
can also be affected by metabolites directly (Helms, 2008). GRNs are g}aphs which
represent gegne‘s and regulatbry products as vertices of graph and their interactions are
represented 'wi.ith edges. These interactions are further modified: by making them
signed and _(ji,it:r'ected. The plus ‘+ sign show activation and minus ‘-‘sign inhibition

D
(Karlebach and Shamir, 2008; Ahmad er af., 2006).

1.3.1: Role of Regulatory Network

Development:of body plan is maintained by large GRNs.(Eric e al., 2002). Ana‘Iysis
of biological;énetworks is importart in understanding their mechanism (Ay et al.,
2009; Ay ‘etial., 2008). Regulatory network acts as a skeleton. ‘.

It offers a gualitative framework ¢n which quantitative data. can be applied using
qualititative: modeling and simulation (Junkér and Schreiber, 2008). Regulation is the

main purpose'of unexpressed DNA (Sneppe and Zocchi, 2005).
S A ,

§
1
A
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Figure 1. 5.1Globa1 Biological Network Model having three important part|c1pants
7 namely Genes Proteins and Metabolites
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Understanclir}g, identification and study of regulatory network are the key challenges
in system b!i(':'logy and it has potential applications in drug designing, diagnosis,
therapeutically targeting and disease managerent (Sega! et al., 2004). The bghavio;s
of biol.ogical‘regulatory systems are very anti-intuitive and can be solved by adequate

formalism.
{

1.3.2. Dynamics of Regulatory Networks

Researchers now know clearly that semantics of BRNs and their interaction systems is
hidden in the system’s dynamics. Biologist use dynamical models using either
contin.uous or 'discreté models (Ahmad ef al., 2006). For the last three decades GRNs
aré studied by pioneering modelers who have provided evidence in favor of role of
dynamics in t:hc systems. Models of network having ten genes have beenvfdrméd.
Either ;thi'otlgE differential equations (Gonze et al, 2092; Tyson et _a_l., 1999) orr
discrete fran:nc work of Boolqan networks (Kauffman, ,1993)' or discrete automata
(Thomas, 1999). They have helped a lot in better understanding of some of the major
regulatory me;chanisms involved in-cell for example producing a brqad view of .
dynamical pjhﬁnomena responsible for epigenetic switches (Richard ef al., 2005; De
Jong, 2002)..:! /'\ mechanism to control the production of proteins is the regﬁlation of

i. . . - - . - - L I
gene expression, this regulation has several forms but one of them is transcriptional

regulation. A gene j is directly regulated by gene i, if protein encoded by I is

transcriptiorial factor for gene j. This network can be defined using oriented and
. I .

labeled graph and differential equations to describe the mathematical meaning of

arrows on granh (Kepes, 2007).

" Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of 1DO in Tumowr Immnne
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Properties of qualitative system include the recognition of steady states or limit
cycles, identification of multistable behavior and identification of oscillatory behavior '

(Tyson et al.i; 2003). It also include depiction of the role of some parts of the netWork

3

in terms of signal e.g. amplifiers, derivators, logic gates, and valuation of

énvironmental:changes or genetic mutations (Tyson et al,, 2003, Wolf and Arkin,

2003). Thez'default.option for queling regulatory process is to use and deﬁne,a :
differential e’qlilation. In differential models of GRNs, the gene activity is represented
by a concentration of the associated RNA or proteins x;, and the evolutions (function)
of all concenitfations follow a differential equation system.dx/ dt = f{x). B.i‘ologists can
take advantage from these observations leading to forming highly non-linear models
with some robust threshold effects. Differential equation systems have majror
drawbacks. ;T:hey cannot be solved analytically as they are mos;tly nonlinear. In
addition, oﬁer;; the experimental data is of qualitativ.e nature and is not suitable for
evaluation gf" quantitative parameters for the differential model (Siébert VAand
Bockmayr, éC:06). The derivation of the dynamics from the interaction graph is not

trivial as inference of lot of parameters required, this lead to modification and a tiny
-

modification of a parameter can: lead to-a strong change in the dynamics. Each
by . : .

equation requires knowledge of one or several parameters and it is difficult to

instantiate models of large networks (Ahmad ef al, 2006; Jong, 2002). To overcome

RYEESY

the limitations kinetic models or discrete models are used. Piecewise linear

differential equation is the part of simplified continuous framework. It is a special rate
[

1, D . ,
equation in which response of gene to regulatory stimuli is approximated by the .use of

: L
step functiofn’h(Jong, 2002). Linearity of equation is used to solve some qualitative

properties such as stéady states. It can be analyzed qualitatively by discretization and

1

Qualitative and }'lybrid Modeling and Analysis of the Regulatory Network of DO in Tumour [mnune
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recasting thér:ﬁ into the framework of qualitafive differential equation in which.
variable and tjpeir de;'ivatives have discrete values. In kinetic models, modeler can
discretize th_e:jconcentration aﬁd can highiight the effects of threshold (i.e. use of
delays). It in;clvudes Boolean networks and generalized logical networks (GLNs). '.The

Boolean network is representation of system consisting of n variable and nodes, they

take two values 0 and 1. 0 for unexpressed and 1 for expressed state, and set of logical '
P -

{ . . .
-rules together describe evolution of a system from a current state at time t to the next

state at time (t +A ) (Ahmad ef al, 2006). GLN is the generalization of Boolean
network in !which variables can have more than two values and asynchronous

i v
transitions (Thomas ef al., 1995). The generalized logical analysis built by Thomas
and coworkers (1995) to illustrate biological network dig out the essential qualitative

¥
features of the dynamics of such systems by logical parameters. Discrete models
e .

[}

present a qﬁaiitativc description of a system dynamics and focus on the structure of
the system.:;’ildirin and Méckcy developed the theoretical model for time delay
(Yildirim 'ariﬁ;; Mackey, 2003). From a biological perspective, tirﬁe delay in a éene
regulation ar{;es from delays caused by processes such as transcription, transléiion,
and transpoi‘tf'processes. Accounting this attribute is necessary to accurately capture
the dynamiés‘iof the system (Altmarn et al., 2004). Biological regulatory mechanisms
include an ir}lponant concept of time. delay, particularly in case of AtranAscription
factors. In ﬁié-molecular level transcription to mRNA and protein translation involves
a time delay ;(Hu’ang et al., 2010). In kinetic logic, the on and off delays for a given
gene will gén%ierally be une(fuél, and the delays of different gene will also be different.

b _ . X
This shows that biological systems have asynchronous behavior, i.c., all the genes

forming a system will not be transcribing at the same time.

Qualitative and Hybrid Modeling and Analvsis of the Regulatory Network of IDO in Tumowr Immune
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Chapter I Inmtroductiori

1.3.3. Advantages of Dynamical System

Models dig out information from the data and at the same time do approximation. of
the parameters. The precision of mathematics in modeling enable the modeler 1o
characterize the system fully, résulting‘ to speculate fun;tion of ithe syster
extensively. It simulates experiments before performing :them, thus saving a lot of
time and monééy which is used in performing hit and trial .experiments in wet labs. It
avoids doin!g experiments on animals, Models can jbe refined by comparing
experimental measurements with simulated dynamics. It provides insight on
qualitative attributes of the systerﬁ. The emphasis on computational methods increases
due to arriva?l t;f massive amount of expression data and it surmount the difficulties of
interpretatio;l A'of experimental data. Huge data creates the difficulty in analysis. The
variety of° éomponents and their interacting capabilities lead to cope with their
corhplcxity.‘%'l’*his unlocks modeling new dimensions to investigate computational . -
o .
biological S)!’SECmS (Berniot er al., 2007).

P

g :
1.3.4. Linear Hybrid Automata (LHA)

There are t"“i/o types of models quantitative and qualitative. Quantitative models have
the advantagz of giving detailed description of a relatively less interactions.

Qualitative fnibdels integrate more interactions but kinetic details are fewer (Thakar et

|

al, 2010). 'A quantitative model shows how the system will work at a specified
|

Y ’ '
instance and also can do predictions of kinetic parameters. Qualitative models can
{ :
also predici the knock-out or persistent activation of components (Thakar éf al,
2010). For systems having both qualitative and quantitative behavior, then LHA is a

very popular modeling formalism as it has the features of both the continuous as well

. i3
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as discrete system (Grosu ef al., 2007). It is derived from finite-state automata. The

discrete statés show numerous approaches of continuous dynamics of a system and

transition cofreSpond to swapping logic between these approaches. It is récently being
P i .

used in modeling and analyzing biological systems such;as GRNs, prote,iri signaling

pathways (PSPs), metabolic pathways etc. (Bemporad et al., 2007).

Identification "I)f regulatory network associ‘ated with IDO pathway which will fuﬁher
be used in &i§crete modeling/ Hybrid modeling formaligm application on identified
network. Ba;s;ed on the qualitative characterization of the biological regulatory
pathways, t};elinext step wi!l be building and analysis of Qualitative Models; it will
require mode{ checker tools for the qualitative analysis of the discrete/ Hybrid

models. Afér model generation and parameter optimization, by performing in-silico
o ;o , :

experiments and adjusting similar biological observed characters, parameters will be

identified. The reséarch will focus on behavior of the system, and for both normal

} -

pathways i.e. Oscillation and abnormal (diseased) condition i.e. dead lock state. The
T

second half of the study is based on the development of the Hybrid model of the

system usinAgE regulation Delays (Production/ Degradation delays). The results and

importance imi the proteins involve in the BRN will be tested by applying in-silico
protein knoé:l;ing out and study of stability behavior. If it can be precisely identified
the way hlow these regulatory proteins regulate IDO it will help greatly in
understandiL; more deeply the human immune response.

P

o ) o ek 4 Beam b

[ROREROL
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Chapter 2 : Materials and Methods
2. Materials and Methods

Models genérated through qualitative modeling dig out information from the data and
at the samef: time do approximation of the parameters. The precision enable the-
modeler to cjhafacterize the system fully, resulting to hy_pothesize elaborately about
how the sysiel;'n functions. It helps in modeling and simulating experiments before
execution, w_h;'i:ch benefit through saving time and money. Modeling using qualitative
approach help;;d to generate all possible set of states showing behavior of the system.
The best formalism defining the qualitative modeling is the one designed by René
Thomas (Tho';'nas and D’Ari, 1990), leading to more precise predictions. The
generalized io‘éical analysis built by R. Thomas and co-workers to illustrate biological

network dig out the essential qualitative features of the dynamics of such systems by

logical parameters (Thomas ef al., 1995; Thomas, 1981).

2.1. ' Logical Modeling Formalism

Logical sy;st'er'n is a combination of a set of conjecture rules defined in systematic
language. Here logic is associated with element of system:by, -

A logical vaiiable which shows level e.g., concentration.
A logical fu;lc:‘fioh reflecting evolution e.g., evolution.
o ,
| X=0(xyz2...)
Where 0= Logical function
(x2,....) = Variables
I

In biological system, it is most often used to deal gene expression. Dealing with gene

gives gene on'or off and their product present or absent.

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of DO in Tumour Immune
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{
X = 1 or 0 representing gene, ‘On’ or ‘Off” respectively.

x=1lor 0 representing gene-product, ‘Present’ or *Absent’ respectively.
Suppose a p]rc;tein_ X is activated if and only if (iff) protein y is present and y is
activated iff x is absent and y itself is present as drawn in Figure 2.1.
Mathematica‘lly,
_ )

' y=3%y
Such express;iéns are represented by formalism,
The formalism of qualitative modeling defined by René Thomas (Thomas and D’Ari,
1990} is a wéél;—known formalism to construct a discrete '(gualitati.ve) model of a BRN.

It is given in the form of set of definitions and explained ,using an example as shown
P

in Figure 2.1.

2.1.1."Biological Regulatory Network (BRN)
A BRN is represented by a labelled oriented graph G = (V) &), where Vis the set of
| .
nodes representing biological entities and £ is the set of edges representing interaction.

Each vertex i of ¥ has a boundary ff; € N less or equal .to number of outgoing arcs

(A
(out-degreej of i. Each edge is labelled that is, (i—j) have a pair of labels (£, §;), $j €
i .
{-, +} donaiing sign of interaction and ¢’ is the threshold; its value is from 1 to £
i .
The part a, of Figure 2.1 is a BRN of two proteins x and y (Thomas and D’Ari, 1990;

Thomas, 1981).

Qualirative mlu! Hybrid Modeling and Analysis of the Regulatory Nenwork of 1DO in Twumour Immune
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1.-
a. l,+
1,+
b. X Y "W "y Kx.wx Kv.wv
0 0 {3 {x}| O 1
o 1 {¥y} {xy3}| 1 1
1 o {3 {3 0 o
1 1 {y} {vi} 1 1

C. 0,0 0,1

1,05 CTIo

Figure 2.1: Formalism in three forms, a. a BRN graph,
b. State Table generated by BRN and c. State graph of the BRN

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune
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[

In the oriented graph, the information is not sufficient for explaining the dynamics of

the system. For this purpose we have to first describe the qualitative states of the

/

2.1.2:._'State

Regulatory-cidmponent of an oriented graph are represented in the form of a set of
nodes n = (I;IZ ... ,nm) where m is the number of vertices and eac;h n; belongs to
natural r’mmliae’r N. Each node n; hes a po'siiive integer max; showing its maximum
level of con?entration. All possible levels of concentrations of a node are defined by
the set {0, ...; max;} (Thomas and D’ Ari, 1990; Thomas, 1981).

To identify that a regulator have an effect on its target element, a combination of sign
and thresholvd'is used. In défining dynamics, one should know how much a target is
abstracted. Aﬁswer of this question is hidden in finding which of the regulators are
effective for, each state n on target i, in other words we have to know about resources
of the state n. ,

In logical régylatory network behaviour correspond to state transition graph; nodes
are signified by states Vand the arc joining the sfates are donating transition of states.
x—y is showing transition from current to its descendant state as shown in Figuré 2.1

(a.).

ot
|

2.1.3: Resources
The set ofrt;siéurces R; of an entity { in the state it = (ny, . . . ,nty,) of the BRN G={V,€)
is:

Rin) =[j e PI(j—L2> 1) € eand (n;27),

Qualitative and Hybrid Modeling and Analssis of the Regulatory Nenvork of 1DO in Tumonr immune
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[
te _ or j—2 i) e gand (n; < 1))

Resources rgﬁr’esent either presence of activator or the absence of inhibitor. The Ieve'l
K;g; is callefi ihe focal point of i when R; is the set of resource. Focal points values
define synéhronous state graph which show first .dynamics of the system.
Constructing 72 syn'chronous state graph require unique possible successor of state =
(ny, ... ,n,,,)j v:i'hich are attracted towards the state: ri=( K k. Kz, by, - Koy, fones)
(Thomas and D’Ari, 1990; Thomas, 1981). Protein y is a resource for x and p i.s a
resource of its own self and absence of x is arre;ource of y as shown in state table of
Figure 2. l(b.).:
There are tvsio"drawbacks in the definition:
Two or mo:‘rci variables can change at a time, while in-vivo probability of several
variables to reach threshold is negligible. It is not clear which one ‘will reach threshoid
. .
first. -
An abstrac?c f'expression leve! should- evolve gradually in reality, in ca.se of
synchronoué,'ia variable passes two or more thresholds, and it is not realistic (Ahmad
et al., 2007). |
This can be 0ve;'come by replacing synchronous with asynchronous state graph.
Collection of transitions which modify only one transition at a time is used to replace
each diagona'I' transition of the synchfonous state graph (Ahmad et al., 2007).
An evolution operator=>: for x, Ke N is defined as follows. x = K is equal to

. x—1 b, x>K, -

. x+iJI';’fx<K‘and

. xifxE:=K.

Qualitative and.Hybrid Modeling and Analysis of the Regwlatory Network of IDO in Tumour Immune
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2.1.4. State Graph

{

! ,
An asynchronous state graph, (S, ~—) of a biological regulatory graph G = (V, ¢), is

_ defined as:

» The set of vertices are represented by the set of states I7; . v {0, ..., ﬂ,: }.

s -The sita;c n =(ny, ... "y, hasatransition to the state p = (p;r ., ... pm ) Iff
i
v s a;ubique state that is 7 € {1,..., m} such that p; #m; and p; = (m; =K, i
Yor r
L7 =b;;and vie {l,., m}n=K, gpm (Thomas and D’Ari, 1990; Thomas,
1981).
vThc part c. of Figure 2.1, is a state graph.

2.2. ' Qualitative Modeling of IDO associated BRNs

BRNs are griaphs which represent genes and regulatory products (proteins) as vertices
and their interactions are represented with edges. These interactions are further
customized *by making them signed and directed. The plus “+ sign show activation
and minus "-’:,sign inhibition (Karlebach and Shamir, 2008; Ahmad et al,, 2006). The
interactions{ip a BRN may lead to regulatory circuits. The circuits are of two types:
positive or pegative circuit. A circuit is said to be nnega,tive if it has odd number of
negative int{éﬁélctions otherwise it is positive (Thomas and D'Ari, 1990). Occurrence of
a positive (:.ir,cuit in a pathway represents epigenetics or multistationarity. Negative
circuits symbolize homeostasis or stable fluctuation. Both are necessary and sufficient

conditions in a qualitative mode! (Kaufman et al., 2007; Thomas, 1981). It is verified

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDQ in Tumour Imniune
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to be useful aqd well-suited for the qualitative modeling of BRNs. In Figure, 2.2 and

2.3, modeled IDO BRNss are presented.

2.2.1.'Modeling of IDO First BRN

The first IDO BRN has one positive loop; spanning around 1DO, B7 and SOCS3 and
having even ?m;mbers (2) of negative interactions as shown in IDO BRN in Figure 2.2.
~ Three negatijévg loops: one from IDO to TGFP, second enclosing IFNy, IDO and B7
 third one enclosing IDO, TGFB, IDO, B7 and SOCSS3. The regulatory network of IDO
is generated using GENOTECH (Ahmad, 2009). One stable steady state’is generated-
whibhAis shavying diseased state where IDO is .over expressed and its inhibitors are
absent Ieadiﬁgjto uncontrolled tumour proliferation and growth. -

" The main inducer of IDO is IFNy which is activated when CTLAA4 is attached with B7

ligand. The fnain suppressor of IDQ is TGFB which has both the immunosuppressive
and tumor siu;fnpression roles. Overexpression of IDO leads to disease‘,condition in
which tumor ;rogress without any hindrance as a result immune response is totaIl);
damaged byi IPO. Table 2.1, lists all the regulators of the BRN of the Figure 22
where columr;".l is showing p’roteiné and column 2 represents activator and 3 column
is showing"inhibitor and last one is the associated list of the par’ameter;& These

B}
parameters were used to the results of present study.
1.
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1

i

i
Fiéure 2.2: IDO first BRN constructed using R. Thomas logic

-
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I

2.2.2. Modeling of IDO Second BRN

There are two positive loops in IDO second BRN; first spanning around IDO and
iNOS, and szcond covering IDO, TGFB and iNOS having even numbers (4)'_of
negative interactions as shown in IDO BRN in Figure 2.3. Four negative loops: one
from IDO to 'IéGFB, second eﬁclosing 1DQ, iNOS and COX2 third one enciosing IDO,
TGFB, iNOS e;nd COX2 and the last one is on iNOS as shown in Figure 2.3.

The regulatory network of IDO is generated using GEN_OTECH.VTwo stable s'tead_y
states are ge?erated.

The main inducer of IDO is IFNy which is activated when tumor is appeared in the
body the secojnd main inducer is COX2, which itself is .an‘immunosupressor activated
by iNOS. ;The main suppressor of IDO is TGFB which has both the
immunosuppréssive and tumor suppression roles the second suppresso.r is INOS.
There is an i“nteresting relationship between [DO and iNOS as both are inhibiting each
other. Table }2.2, enlists all t.he regulators of the IDO and other proteins involved in
the second I:DO BRN, Figure 2.3, where column 1 is showiﬁg proteins and column 2

s
represents aé:{ivator and 3™ column is showing inhibitor and last one is the associated

list of the pz{rametcrs. These parameters were used in the results of present study.

'

i
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! rzTable 2.1: Parameters Optimization of IDO First BRN

Indeyx

Proteins

Activtors

Inhibitors

Paramecters

IFI\'I;-*/

B-7

mi

K(FN-y. {H)=0
K(FN-y, {B-7})=!

| B-7

Tumor

Signal

IDO

K(B-7, {})=0
K(B-7, {IDO})=1

W3]

TGF-p

DO

nil

K(TGF-B. {})=0
K(TGF-B, iIDO!)=1

SOCS-3

nil

K(SOCS-3, | }, =10
K(SOCS-3.}L

DO

TGE-3
SOCS-3

K(ADO, 41)=
K({IDO, {1IFN ,
K(IDO. {TGF-f1)= 2
K(IDO, [SOCS-3})=2
K(IDO. JTGE-. EN-y})=
K(IDO. {SOCS-3, IFN-y}
K(IDO, {TGE-f. SOCS:3
K{IDO, {TGF-p, IFN-7,
SOCS-31)=2

, 2
)

)
;
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EH
. ‘Table 2.2: Parameter Optimization of IDO Second BRN
| '
Index | Proteins |  Activtors | Inhibitors Parameters
' K@{NOS, {1)=0
i AN ATCT-Ry="
l. iNiOS T_umor TGF-B E:;}:SE ; I[,;J(-g}l)}_' )3 B
j signal |5 TR(INOS. {IDO.TGF-B{)=2
! KONOS, {IDO. TGF-[3.
A V INOS1)=2 _
2. [TGF-B IDO nil K(TGF-B, {1)=0
- K(TGF-B. {IDO)=1 |
3. |COX-2] iNOS | nil K(COX-2, {})=0
, e K(COX-2, {iINOS |
4. | DO | COX-2 | TGF-p |K(IDO. {;)=0
iNOS K(I1DO, {‘(.‘OX,-'Z})*Z
K(IDO, {TGF-B!)= 2
. K(IDO, {iINQSH)=2
K(IDO. {TGF-. COX-21)=2
K(IDO, {COX-2. INOS )~ 2
K(IDO, {TGF-B, INOS})=2
| K(IDO, {TGF-f. iNOS,
COX-2})=2
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[
i

2.3.  Qualitativé Modeling Tool for Parameter

Optimization
L

GENOTECH (Ahmad, 2009) tool is used to construct and analyze qualitative

modeling of the BRN through generating steady states. The tool aid and implement

‘ i

the discretc?modeling formalism of a BRN. Apart from the discrete modeling, this

tool also facilitate in the analysis of stead state behaviors (cycles and stable states).

Homeostasis and epigenetics are the two types of behaviors studied using the tool.

] .

Positive 106p'5 are the necessary and sufficient conditions in a BRN to' study

* epigenetics or stable states and fof homeostasis it is the necessary and sufficient to

have negative loops as fepresented in the BRNs of Figure 2.2 and 2.3. The steady

state behavior is observed by doing fine tuning of parameters (Table 2.1 and 2.2).

2.4. + Hybrid Modeling

After fine tilq{ing of parameters and analysis of both IDO BRNs, th; neg{t step comes
that is real time modeling also calied Hybrid inodeling, Combination of discrete
system with continuous differential eq'uation feads to formation of hybrid systems, it
cover the s»yitching of real life behavior observed riqside the cell, usirig hybrid
automaton (A;Iur et al., 2001). |

A BRN modgl is very valuable theoretically when there ére many fcgdback loops of
protein exi.stfin the model. In these models identification and study of vital loops,
which lead to observed phenotype, is difficult without the aid of computer prog'ran{s.
Computer assistance is helpful, in a way biologists can perform simulation which will

be helpful :in_ exploring possible behaviors. Without computer aided simulations, the

i
!
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properties of BRN and validation of hypothesis remain inadequate and deficient. First
it is necessary to define the BRN formally as done in Bernot (2007), defining BRN

help express BRN in logical formulae which will able computer to perform model

3

checking. The enhancement of the above formalism in the form of temporal networks

which take én’io account delays of product production and/ or degradation (Bernot et
al., 2007). |

Regulation dt;ﬁned by Kaufman and Thomas (2007), it is the process that control rate
of' production and degradation of a protein in the BRN according to the system
'requirement‘ and with respect to énvironrﬁental limits. {fﬁey use& the asynchronous
approach. Qx?e main advantage of asynchronoﬁs al.lproach of Thomas i‘s that
formalized Bi!;)]ogical hypothesis can be encoded into logiéal temporal properties and

can be validated automatically using model checking tools (Kaufman et al., 2007).

i
2.4.715 Hybrid Automaton (HA)
A famous r:n:o‘deling formalism ekhibiting both discrete and continuous behavior is.
called Hyb;id automaton (HA) (Alur ef al., 1995; Lynch.et al., 2003). It is a modified
version of finite state automaton in which discrete st_étes are matched/ linked tol
continuous 'd')‘(namics of a systern. In a HA, the discrete and continuous, both types of
variables were used to represent the state of the system. In a dynamical system the
continuaus variables evolve when it reaches a certain threshold level at thels.ame time
then the di;gf¢te variable shift to new value. Then in the new state, the continuous
variable starts to evolve again (Antoniotti et al., 2003). Embedded systems are
modeled uéing HA which includes automated highway systems, air traffic

management, embedded automotive controllers, robotics and real time circuits. HA is

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of 1DO in Tumour lmmune A
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being used recently to model and analyze BRN such as bio-molecular networks (Alur
et al., 2001}, metabolic processes (Hespanha and Singh, 2005; Lincoln and Tiwari,
2004), PSPs _('Ghosh and Tomlin, 2004) and immune response (Tieri et ai.-, 2005).
BRNs are f:mdamentally hybrid in nature: biochemical ,concentrations cQ'ntinuously

vary in nature it is possible they can be discretized by using distinct states.
.}

B

LHA is a finite sequence of 6 terms (}, Jo, X, P, &, Inv, Pif) where,

A fixed set of locations denoted by

H
W

lois a part of { representing initial location

X is a fixed number of clocks

i
Delay constraints in a finite set are denoted by P

i

Finite set qif.edges e=( &R 1).e @&, it represents an edge has a guard g and it

transmit fro'm!Z tovl’ and the set reset R X

Inv: work is ito allocate immutable to a location
P
Pif 1 x X?{-I,O,l }, mapping of evolution rate with each pair (], n)

2.4.2. Clocks and Delays

A protein §\Eolves in bé continuous and in a non-linear function. In discrete logical
formalism pti Thomas (Thomas, 1991) there is a discrete level involves in the protein
evolution, i‘vh:i~s fact is overlooked in this formalism. Modeling BRN require additjbn of
temporal constraints (Siebert and Bockmayr, 2008; Siebert and Bockmayr, 2006,

Bernot et al,, 2004) to show continuous evolution. To resolve the issue hybrid

fo
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., . .
modeling (Afxx_mad et al., 2007) method have been projected which introduced time

interval and clocks, since it is accepted that protein need delay to evolve.
o

The protein x.and y has clock /. and I, respectively, represents that the proteins are

synchronously evolving with time thus making discrete to continuous system. The

clocks are acting as guards controlling the transition of the system. The clocks act as

i .

transition guards. The clocks have boolean values and the rate of clock is set to zero
‘

when it cov’l'c? the complete transition between two states (Ahmad er al,, 2009). The

¢

clock calculates the most recent change occurs in the system and current value
represents the time passed after the fresh transition or change is occurring in the

protein discrete state space. For the protein x, LHA place over a hypercube
representing the delay. The delay for any protein is of two types a positive delay

showing rat‘e?of synthesis or activation denoted by 8 (8,; *> (), similarly when the
f or
protein is beirig inhibited or degrading it is represented by § (8, < 0).
s ' :
2.4.3. Invariance Kernel

A set in which all the points starting the trajectory keep the points within the set is

called invafiant set and the largest of this set is called invariance kernel. Invariance
kernel gives information about the behavior of the cycle. It is a-set of states which
; A

generate a trajectory by primordial permissible command and then remain in it by
[ ] .

1

satisfying the constraints forever.

In a BRN, let all the temporal state space is given by a subset 5. 'When xe #;, then set
[ _

of / is immutable it says that every trajectory or pathway starting in x is feasible and
‘ Lz ) .

executable in A. The largest unalterable subset of 4 is known as invariance kernel.
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If the system“comes outside the kernel then it will move in divergence trajectories
: :

leading to stable steady states.

2.4.4. Period

The results ola’;ained from HyTech (Henzinger et al., 1997) analysis requii*e deﬁnitioﬁ

of full Period (denoted by 7 (p)). It is the sum of all the delays (once at each
expression lfeivel) that a gene goes through sequentially (Ahmad, 2009). The gene’s
original rouild can be greater than the full time period as there can be lazy phases in
gene expressif)n (with né increase or decrease) (Ahmad, 2009). The -res,ults obtaihed

x ‘;‘ - ..
from Hytech are expressed as constraints, showing the nature of the cycle.
¥ .

2.5. '’ Tool for Hybrid Modeling

An appropriate model checker tool is necessary for implementing and analyzing LHA,
¢

HyTech (Héﬁ"zinge’r et al., 1997) model checker is the best option as it comes with a -
set of conv:erﬁent manipulation ¢commands and it is mainly develop and .designed tor
the aulhentigation of real time systems. HyTech is given preference over other tools as
other limit fhé LHA to a restricted class of timed automaton (Bengtsson ef ¢l 1998)
and second';ﬁ_'roblem is that other tools have insufficient commands for analyzing the
system (Fr¢h;e, 2003). It is used to find delays to trajectories leading to stable steady
state and alsc;invariance kernel.
Analysis ojf ‘existing behavior and satisfying the essential Aconditions related to
behavior c:an be rﬁanaged using this model ch’écker. as it synthesize constraint with

-
respect to parameters.

f

l

i
+

!
A
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3. ReSylts and Discussion

Even after sélr;égical amputation HCC diagnosis is very meager with a low survival rate
of 25-39% (Pan et al, 2008). Tumor progression is elucidated by two molecular
méchanismsi one covering immune tolerance by tumor antigen and second relating to -
immunosuf)préssion in tumor microenvir.onment favoring immune escape (Zou, 2005;-
Mapara and ‘Sykes, 2004). IDO is involved in both the tumor progression
mechanisms. - There :is .a fragile equilibrium exist .between IDO silencing and
overexpression. In case of IDO absence, it will result in (ejectioh of allogenic fetal as
tested in mice model (Munn et al., 1998) inr the same manner-ur{controlled activation
of IDO favors tumor proliferation as depicted by diseased states of the both DO |

L

BRNs,

3.1. f Qualitative Modeling of First BRN

3.1.1- State Table

After accompiﬁshing the parameter optimization as shown in Table 2.1 following state
Table 3.1 is readily generated. It gives details of all input states given in first column )
of Table S.i aind their respective output states, called transition states in last column of
same table. Itiéalso contains two middle columns, in which former dcpicts weight (w)
of input state and latter represents the final and maximum a protein can aftain after
applying thg W According to biological knowledge the system have an initial state
which is repjrqsented in blue colour aﬁd the system also have an épigenetic staté, dead

lock state, represented in red colour.
!

l

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Inimune
Escape , 47

s M e



Chapter 3 Results and Discussion
Table 3.1: State Table for First IDO Model
wiFNy, wIDO, wB7, wSOCS3, KIFNy, kIDO, kB7, kKSOCS3, Transition
IFNG,IDO,B7,SOCS3,TGFp wTGFp KTGFp )
o 0 0 0 0 {},{SOCS-3, TGF- 0 » . 0 0 [0,1,0,0,0]

B},{IDO},{}.{}

[0.0,1,0,0]

{},{80CS-3},{IDO}. {}.{}

[0,1,0,0,1]
[0,0,1,0,1]
[0,0.0,0,0]

{0,1,0,1,0]

0o 0 0 1 0 {}.{TGF-B}.{IDO}.{},{} 0 2 1 0 01[0,0,1,1,0]
[0,0,0,0,0]
[0,0,1,1,1]
o 0o o0 1 1 {3.0.(ID0L 3.0 0 0 1 0 01[0,0,0,0,1]
{0,0,0,1, 0]
[1,0,1,0,0]
o 0 1 0 0 {3'7}’{Socs;:‘j;({;}nm’{mo}’ 1 2 1 1 ¢l0,1,1,0,0}
i i9, 0,1, 1, 0}
[(1,0,1,0,1]
{B-7},{SOCS-3},{IDO},{B- [0,1,1,0,1]
0 0 1 0 1 o 1 2 1 1 0[0’0’],1’1]
[0,0,1,0,0]
(1,0,1,1,0]
0o 0 1 1 o {B-7},{TGF-B},{IDO},{B-7},{} | 1 2 1 1 0 01110
[1,O,1,1,1]
0 0 1 1 1 {B-73,1},{IDO},{B-7},{} 1 0 1 1 0 0.0, 1.1.0]
[0, 2, 0,0, 0]

{3,{808-3, TGF-
01 0 o0 0 0 2 1 0 1([0,1,1,0,0]
B}, {IDO},{},{IDO} [0.1.0,01]
[0,2,0,0,1]
601 o o0 1 {}1.{SOCS-3},{IDO},{}.{IDO} | O 2 1 0 1 ©1L01]
[0,2,0,1,0)
[0,1,1,1,0}
01 o0 1 o {},{TGF-B},{IDO},{},{IDO} | 0 2 1 0 1[0’ L 0.0.0]
[0,1,0,1,1]
[0,0,0,1,1]
0t o0 1 1 {3.{},{IDO},{},{IDO} 0 0 1 0 1][0,1,1,1,1]
[0,1,0,0,1]
(1,1.1,0,0]
{B-7},{SOCS-3, TGF-B},{IDO}, [0,2,1,0,0}
o e 0 (B-7}.(IDO} L N
[0.1,1,0,1}
[1,1,1,0,1]
01 1 o 1 {BJ}'{{;?C?{?)B?DO}’ 1 2 1 1 1]1[0,21,0,1)
7} [0, 1,1, 1,1}
0 1 T 1 o {B-7},{TGF-B},{IDO},{B- | 5 . ] L | L L Lol

1}.{IDO}

[0.2,1,1,0]
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Chapter 3 Results and Discussion
[0,1,1,1,1]
(1,L,1,1,1]
1 1 {B-7},{}.{IDO},{B-7},{IDO} 1 1 1 [0,0.1,1, 1]
g 2 0,2,0,0,1
. o {},{SOCS-3, TGF o o 1 [0,2,0,0,1]
B}, {}.{}.{IDO}
zZ 0 {},{SOCS-3},{},{},{IDO} 0 0 101
[0,2,0,0,0]
2 0 {},{TGF-B}, {},{},{IDO} 0 0 1 0.2.0.11]
[0,1,0,1, 1]
2 0 {3.{3.{3.3,{IDO} 0 o 1 [0.2.0.0 1]
(1,2,1,0,0]
2 {B-7},{SOCS-3, TGF-B},{}, 0 | 1 110.2,0,0,0]
{B-7},{IDO} [0,2,1,1,0]
[0,2,1,0,1]
[1,2,1,0,1]
2 1 {B'7}’{7SO(;§'03}’{}’{B' 0 1 1 [[0,2,0,0,1]
1, DO} [0,21,1,1]
[1,2,1,1,0]
2 1 {B-7},{TGF-B},{},{B-7}, {IDO} 0 1 1([0,2,0,1,0]
[0,21,1,1]
[1,21,11]
2 1 {B-7}.{}.{}.{B-7},{iDO} 0 1 1110,1,1,1,1]
[0,2,0,1,1]
{}.{IFN-G,SOCS-3, TGF-B}, [9,0,6,06,0]
0 0 o~y 1 0 0 [[1,1,000]
{IDO}. {1, (1,0,1,0,0]
[0,0,0,0, 1]
(1,1,0,0,1]
0 0 {3, {(IFN-y, SOCS-3}.{IDO}, {},{} 1 0 0 [.0.1.0, 1]
[1,0,0,0,0]
[0,0,0,1,0]
[1,1,0,1,0]
0 0 {},{IFN-Ys TGF‘B},{IDO},{},{} 1 0 0 [1’ 0’ l’ 1’ O]
[1,0,0,0,0]
[0,0,0,1, 1]
(1,1,0,1,1]
0 0 {},{IFN-y},{IDO},{}.{} 1 0 0 |[1,0,1,1,1]
[1,0,0,0,1]
1, 0,0, 1,0]
o 1 {B-7},{IFN-y, SOCS-3, TGF-B}, ) L o |LLLOO
{ID0},{B-7}.{} {1,0,1,1,0]
o 1 {B-7}, {IFN-y, SOCS-3}, {IDO}, Do e H(l) : (1)’ H
{B-7},{} [L0.1.00]
{B-7},{IFN-y, TGF-B},{IDO}, {1,1,1,1,0]
0 1 1 I o
{B-7}.{}
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o 1 1 B-7}, {IFN-y},{IDO},{B-7} {} (L]
{B-7}. { v+,{IDO}.{B-7},{} ‘1 1 0 [1.0.1.1.0]
; , (0.1,0.0.0]
I 0 0 {},{1FN-y, SOCS-3, TGF-B}, | o |(12.0.0,0]
| {IDO}.{},{1DO}) h (1,1,1.0,0]
; [1,1,0.0.1]
0.1,0.0.1]
. L{IFN-y, SOCS-3}, f {
i o o £, HIFN-y ?CS““DO}"}’ 10 1 |[20,01]
o 1DO} _ _
{1,1.1.0. 1]
! (0.1,0.1,0]
1 0 1. L{IFN-y, TGF-B}, I 0 1 3??:%
: {IDO},{},{ID
. {IDO},{}.{IDO} loiio.00]
’ (1,1,0,1,1]
. 0. 1,01,17]
1 0 1 {1,{IFN-y},{IDO},{},{IDO} b0 ,%:??::} .
i v 3 1 1y .
: (1,1,0,0, 1]
L1 ot {B-7},{IFN-y, SOCS-3, TGF-B}, T Hf:?g}
L ID N 4 AL
: {IDO},{B-7},{IDO) 7 L1101
{1 o {B-7},{IFN-y, SOCS-3},{IDO}, L | L2 100]
- {B-7},{IDO) (1,101
o (B-7},{IFN-y, TGF-B},{IDO}, \ | L h2 1 10]
' {B-7},{IDO} ! (,1,1,1.1]
T 1 {B-7},{IFN-y},{IDO},{B- | | AN
7},{1DO} :
- - - 2
2 0 o {1,[1FN-y, SOCS-3, TGF o o 1 |10.2.0.0,0]
B}.{}.{}, {IDO} {1,2,0,0,1]
2 0 0 {3, {IFN-y, SOCS-3},1}.{},{IDO} 0 0 1 100,2,00,1]
' - ‘ (0,2,0, 1,0]
2 0 1 : {}S{IFN_Y: TGF-B}’{}:{}’{IDO} O 0 I [I,Z, 0,0;0]
- ' [1,2,0,1, 1]
. . {0,2,0,1,1]
f -
2 0 1 .},{IFT*j| v}.{},{},{IDO} 0 0 1 (.2.001]
v : [,?2
1 o {B-71,{IFN-y, SOCS-3, TGF- o1 {1’7’ ??gi
| BlLE, (B-7},{DO} 02 0o
{B-71,{IFN-y, SOCS-3},}},(B- (1,2,0,0,1]
2 1 0 { 0 T :
_ 7}, {IDO} : (1.2,1,1,1]
2 1 ;lv' {B-’]){IFN-% TGF'B}){}a -0 1 1 [I- 2,0, I,O]
» {B-7},{IDO} , (L2111
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Chapter3 ‘ . Results and Discussion
An input stz;te can have more than one final state it depends on target (K), set in
,parameterizz;ti;)n formula. Generally a state can have (n-1) output states where “n’ is
the number 6f‘elemént (proteins) involved in the BRN of'the system.

The initial st!at}e of the BRN is [0,0,1,0,0] in which after tumour invasion an antigen irs
attached on B‘7 This binding activates three possible states arises from it as shown ini
Figure 3.1 angi Table 3.1. First one is, [0,0,1,1,0], in which after T cell activation
SOCS3 inhibitor of IDO is expressed. Next is [1,0,1,0,0], here aﬁe; T cell activation
inflammation is caused by IFNy expressed and in the last case {0,1,1,0,0], IDO .is

expressed with T cell activation. But the main transition is activation of IFNy

[1,0,1,1,0] then leading to activation of IDO [1,1,1,1,0].

3.1.2.'State Graph

A state graph Figure 3.1 was generated after applying parameters of Table 2.1 on the

first qualitative model of IDO. The Figure 3.1 has a key shown in green coloured oval
which represent order of proteins in a state which starts-from IFNy (IFN-G) and last

one is TGFP {TGF-B). The graph presented draw all possible state transitions a state
. ,

can have, after following the parameterization formula. All the information is hidden
in the Agraph' of Figure 3.1; the graph is l_Jsed for further analysis. The information is
hidden and scattered in the Figure 3.1. The red coloured steady state is a stable_.steady
state, as it ljlas no outgoing but only incoming, from that state system cannot move
further ahezfdf It is a diseased condition in IDO BRN the state made the system stuck
and rt:stricti?nvgg it to maove further ahead so that’s why it is called a deadlock state.

(>
H

i
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Chapter 3 ‘ ' Results and Discussion

. Homeostasis of IDO BRN

$ e =

3.1.

The IDO BRiIf\va'how normal and healthy' function when it is régulated |n a cyclic
form. In Figiuyé 3.2 three cyclic behavior are shown which differ in number o'f states.
The system m'oved in a cyclic behavior when both B7 and SOCS3 are in‘,active‘._form.
Further in a, n.'umber of events, shown by each state, the -Systefn go‘ through to come
back to initialiiétate. The cycles varies from each other on the basis of size, if favprable
states are -addéd the life span of cycle increased and smaH cycles have an opportunity
to evolve into larger cycles. The cycles varies from each Votﬁe'r at state {0,1,0,1,1], this
state can be called an evolving state. It is an important state as it can have three output
states and aI:l ‘eads to a new cyclic state. It could be an important state in clinical trials

Y
for drug targets.

3.1.4: Channel towards Stable Steady State

Many transiti?ns exist at each state. There are many pathways exists moving from
initial state toward dead lock state. A list of some pathways is-shown in Table 3.2.

In Table ’3.2',Eia list of some pathways is given moving from initial state to deadlock
state. ! |

The states mention in the blue are the states reﬁresenting the cyclic behaviour and the
blue state tu;njing to black is showing deviation of cyclic behaviour to dead lock state
or stable stéady state. First two indices are exhibiting the shortest pathway the BRN
can adopt t‘:o.;‘reach the output state. First index show the transition state behavidur
towards the output state which is achieved without entering into the whole cyclic

‘.

behaviour. This is the most lethal one as theré is only one chance in the pathway to

enter into the cycle where there is 50 % chaiice to be or out in homeostasis.

T

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune
Escape 1 . 53

e
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3.1.3.-Homeostasis of IDO BRN

s

The IDO BR%\I show nomal and healthy function thn it is regulated in a cyc;,lic
form. In Figlu;é 3.2 three cyclic behavior are shown which differ in number of states. -
The sysfem moved in a cyclic behavior when both B7 and SOCS3'.are in active. form.
Further in a!'n__?u'mbei' of events, shown by each state, the system go through to come
back to initiél%statc. The cycles varies from each other ont_ther basis of size, if favorable
states are add%d' the life span of cycle increased and small cycles have an opportunity
to evolve intollarger cycles. The cycles varies froﬁ’t each_eother at state [0,1,0,1,1], this
state can be called an evolving state. It is an important state as it can have three output a’
states and alt leads'to a new cyclic state. It could be an important state in clinical trials

for drug targets.

1

3.1.4, Channel towards Stable Steady State

1.
Sy

Many transi;ti"ons exist at each state. There are many pathways exists moving from

initial state tioward dead lock state. A list of some pathways is shown in Table 3.2.

|
state. !

F

l _
In Table 3.2, a list of some pathways is given moving from initial state to deadlock

1

The states mention in the blue are the states representing the cyclic behaviour and the
blue state ttiming to black is showing deviation of cyclic behaviour to dead lock state

¥ : . }
or stable steady state. First two indices are exhibiting the shortest pathway the BRN

can adopt to-reach the output state. First index show the transition state behaviour '

. towards the output state which is achieved without entering into the whole cyclic

|

behaviour. Ti;'Is is the most lethal one as there is only one chance in the pathway to

enter into thé‘cycle where there is 50 % chance to be or out in homeostasis.
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Chapter 3 Results and Discussion

Table 3.2: Possible Pathways Leading toward Stable Steady States

Index Pathway to Stable Steady State

1. |00100,10100,11100, 11110, 11111, 12111, 12011, 12001, 62001

2. | 00100,00110, 10110, 11110, 12110, 12010, 02010, 02011, 02001

3. |00100,00110, 10110, 11110, 11111, 12111, 12011, 02011, 02001

4. }00100,00110, 10110, 11110, 12110, 12111, 12011, 02011, 02001

5. | 00100, 10100, 10110, 11110, 12110, 12111, 12011, 02011, 02001

6. | 00100,00110, 10110, 11110, 12110, 12010, 02010, 02000, 02001

7. 100100,00110, 10110, 11110, 12110, 12010, 12000, 12001, 02001

8. 100100,00110, 10110, 11110, 11111, 12111, 12011, 02011, 01011, 01001,
02001

9. {00100,00110, 10110, 11110, 12110, 12111, 12011, 02011, 01011, 01001,
02001

10. | 00100,00110, 10110, 11110, 12110, 12010, 02010, 02011, 0011, 01001,
02001

11. { 00100,00110, 10110, 11110, 12110, 12111, 12011, 02011, 01011, 01001,
01101, 02101, 02001

12. | 060100,00110, 10110, 11110, 12110, 12010, 02610, 02011, 01011, 01001,
01101, 62101, 02001

13. | 00100,00110, 10110, 11110, 12110, 12111, 12011, 02011, 01011, 01111,
11111, 12111, 12011, 02011, 02001
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14. { 00100,00110. 10110, 11110, 12110, 12111, 12011, 02011, 01011, 01001,
01101, 01111, 11111, 12111, 12011, 02011,02001

15. | 00100,00110, 10110, 11110, 12110, 12010, 02010, 02011, 01011, 01001,
01101,01 111, 11111, 12111, 12011, 12011, 02011, 02001

16. | 00100,00110, 10110, 11110, 12110, 12111, 12011, 02011, 01011, 00011,
00111, 10111, 11111, 12111, 12011, 12011, 02011, 02001

17. 1 00100,00110, 10110, 11110, 12110, 12010, 02010, 62011, 01011, 01001,
01101.01111,00111,00110, 10110, 11110, 12110, 12010, 02010, 02011,
02001
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|

‘The second pzithway enters into homeostasis after passing through initial state, and
then it dwergcs directly from homeostasis toward epigenetics.

The last mde‘:x is showing one possible longest pathway the system can cover to-move
towards the ‘stable steady state. It covers the whole one cycle then diverges from it as

i
depicted in Flgure 3.1.

3.2. ‘“Qualitative & Hybrid Modeling of Second IDO
BRN ,
Second IDOi BRN is derived from work done by Muller (2006). All the proteins

l !

involved in the BRN are immunosuppressors and they all rcgulate each other and

i 2
maintain normal body functions through homeostasis. They lead to disease and tumor
?
RN 7 -
progression state when all are overexpressed and all are behaving as

immunosuppressors.
I

3.2.1: State Table of Second IDO BRN
The state t%lHle (Table 3.3), generated after parameterization done in Table 2.2 is
representitlé all possible states and transition of input state to output state. The initial
state is inb blue color i.e. 0000. It shows when system is in normal or dormant state. [t
has two output transition states as shown in last column of Table 3.3. There are two
stable steady states bolded in red i.e. 2001 and 2111. The former epigenetic condition -
was the sarne which was generated in rﬁrst IDO BRN as shown in Table 3.1. It is
further verif).'ing the role of IDO and TGFB in cancer progression and tmaking them

suitable and favorable targets for drug designing.
i .
F
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Chapter 3 Results and Discussion
Table 3.3: State Table of Second IDO BRN
PO ’Coxzémos’TGF wIDO, wCOX2, wINOS, wTGFB kIDO, "':;‘();XF: KINOS, T"":’:t:”s
0 0 0 0 {INOS, TGFB},{},{IDO, INOS, TGFB}.{} 0 2 0 (1,0,0, 0]
0,0, 1, 0]
0 0 o0 1 {INOS}, {}.{IDO, INOS},{} 0 0 0 [1.0,0,1]
[0, 0, 0, 0]
0 0 1 0 {TGFB},{INOS}, {IDO,INOS, TGF}.{} 1 2 0 [1,0, 1, 0]
[0,1, 1, 0]
[0,0,2,0]
0o 0 1 1 {1,{INOS}, {IDO, INOS}, {} 1 1 0 |[0L1L1]
| 10,0, 10]
0o 0 2 0 {TGFB},{INOS},{IDO, TGFB}, {} 1 2 0 (1,0,2, 0]
[0, 1, 2, 0]
0o o0 2 1 {1,{INOS}, {IDO}, {} 1 2 0 |[0121]
[0,0,2,0]
0 1 0 0 {COX2, INOS, TGFB},{},{IDO, INOS, 0 2 0 (1,1, 0,0]
TGFB},{} [0,0,0,0]
[0,1,1,0]
0 1 0 1 {COX2, INOS},{}.{IDO, INOS},{} 0 0 0 ,1,01]
[0,0,0,1]
[0, 1,0, 0]
0 1 1 0 {COX2, TGFB},{INOS},{IDO, INOS, 1 2 0 (1,1, 1,0]
TGFB},{} [0, 1,2 0]
0 1 1 i {COX2},{INOS},{IDO, INOS},{} 1 1 0 [L,LL Y
{0, 1,1, 0]
0 1 2 0 | {COX2, TGFB} {INOS} {IDO, TGFB},{} 1 2 0 |[1,1,20]
0 1 2 1 {COX2},{INOS}, {IDO}, {} 1 2 0 |[LL21)
[0,1,2 0]
1 0 0 0 {INOS, TGFB}, {},{IDO, INOS, TGFB}, 0 2 1 [2, 0,0, 0]
{IDO} {1,0,1,0]
[1,0,0, 1}
1 0 0 1 {INOS},{}.{IDO, INOS},{IDO} 0 0 1 [2,0,0, 1}
1 0 1 0 {TGFB},{INOS}.{IDO, INOS, TGFB}, 1 2 1 {2,0,1,0]
{IDO} {1, 11,0}
{1,0,2,0]
[1,0, 1,1]
1 0 1 1 {},{INOS},{IDO, INOS}, {IDO} 1 1 1 [0,0,1, 1]
[1,1,1,1]
1 0 2 0 {TGFB}, {INOS},{IDO, TGFB},{IDO} 1 2 1 [2,0,2 0]
[1, 1,20
[, 0,2, 1]
1 0 2 1 {},{INOS}, {IDO}, {IDO} 1 2 1 [0,0,2 1]
[1,1,2,1]
1 1 0 0 {COX2, INOS, TGFB},{},{IDO, INOS, 0 2 1 [2,1,0, 0]
TGFB},{IDO} [1,0,00]
[1,1,1,0]
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,1,0,1]
1 1 0 1 {COX2, INOS}, {},{IDO, INOS},{IDO} | 2 0 0 1 21,0, 1]
[1,0,0,1]
1 1 1 0 {COX2, TGFB},{INOS} {IDO, INOS, | 2 1 2 1 |2 L1L0]
TGFB},{IDO} (1, 1,2 0]
[1,1,1,1]
11 1 1 {COX2},{INOS},{IDO, INOS},{IDO} | 2 1 1 1 |2LL1)
1 1 2 o {COX2, TGFB},{INOS},{IDO, TGFB}, | 2 1 2 1 |{2120]
{IDO} {1,1,2,1]
1 1 2 1 {COX2},{INOS}, {IDO}.{IDO} ) 1 2 1 21,2 1]
2 0 0 0 {INOS, TGFB}, {},{INOS, TGFB},{IDO} | 2 0 0 1 | 2001]
2 0 0 1 {INOS}. {},{INOS},{IDO} 2 0 0 1 il
2 0 1 0 {TGFB}, {INOS},{INOS, TGFB},{[DO} | 2 1 1 1 |12, 11,0
(2,0,1,1]
2 0 1 1 {},{INOS},{INOS}.{IDO} 0 1 1 1 |{LoL1)
2111
2 0 2 0 {TGFB},{INOS},{TGFB}, {IDO} 2 1 2 1 | [2,1,20]
[2,0,2 1}
2 0 2 1 {1,{INOS}, {}.{IDO} 0 1 0 1 |0,021]
2.1,21]
[2,0,1,1]
2 1 0 0 | {COX2 INOS, TGFB},{},{INOS, TGFB}, | 2 0 0 1 [2,0,0,0]
{IDO} 21,0 1]
2 1 o6 1 {COX2, INOS},{},{INOS}, {IDO} 2 0 0 1 |{2001]
2 1 1 0 {COX2, TGFB}, {INOS}, {INOS, TGFB}, | 2 1 1 1 |2 LLI]
{IDO}
2 1 1 1 {COX2}, {INOS},{INOS}, {IDO} 2 1 1 1 0
2 1 2 0 {COX2, TGFB}, {INOS}, {TGFB},{IDO} | 2 1 2 1 |2 L21]
2 1 2 1 {COX2},{INOS},{}, {IDO} 2 1 0 1 |2LLI)
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3.2.2. State Graph of Second IDO BRN

The state tabjle‘ as shown (Table 3.3) generated the state graph of the IDO BRN which
K -

is shown in Figure 3.3. It depicted all the states represented in Table 3.3, interacting

with all othijr states. It has hidden homeostasis. The epigenetic conditions are shown

i i, . . .
in red. It a159 has a key showing the order of proteins ordered in a state space.

t
!

3.2.3.Cycles Generated by Second IDO BRN

-The homeéséatic behaviour is shown in the form of cycles. The list. of cycles

generated are shown in Table 3.4,

In Table 3.4, first three cycles started Mth 1 concentration of iNOS and in last three

iNOS have ’c;c:)ncentration of 2. Both cycles follow the same pattern. Initially cycle

starts with the activation of iNOS then IDO is produced which is controlled by both

TGFp and i!NTbS.VCOXZ remain silent if it is activated, start expressing, homeostasis

is disturbed and it will move towards epigenetiés. First three are three différem forms

of the same cycle with little alterations. Last three cycles start with samé initial state

i.e. 0020. Fnlr;t and fourth cycles are of normal lengths. Third and last are the shortest

cycles and second and fifth are thé longest cycles showing the control on IDO
v

concentration. The longest cycle have one advantage and.a disadvAantage.

Advantage is. that it can control the IDO concentration at late level too and it is a

mixture of i)qth short and normal length cycles. Whereas it has the disadvant’agc that

it has morefstates and as the number of states increases it has high probability of being

i . . . N
vulnerable to diversions towards epigenetics.
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IO COX2 I INOS : TGFB ;

1020

oz 1T ] Graand Caans

T

Figure 3.3: State Graph of Second [DO BRN
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Table 3.4: Cyélic Behaviors Shown by Second [DO BRN

14

i

Index _ Cyc'!es

KR - 1010 1011

l; : @"i u‘um

a

;
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Ohly first patﬁway is selected for further analysis. Invariance kernels are derived for
each cycle using Hybrid modelling tools. It provides the scientist withvtemporal delay

3 I ’ - . - . . - ) "
constraint to'keep the system in & regulatory state for increasing the life expectancy of

13

patients.

3.2.&.;5Channel towards Stable Steady State

¢

One or more than one transitions exist at each state as shown in Figure 3,.3, On the
basis of thesé varieties at each state there are many .channels or pathways exist
moving from initial state toward dead lock state. A list of some pathways is depicted

in Table 3.5, '
|

First two pz:itlgways are leading towards state 2001, it is the most dangerous state as if
toa
L

IDO is initiated before iNOS, the pathway readily moves towards critical deadlock
l .

L ) .

state. There is no homeostasis in this pathway for recovery. All other pathways are
I

leading to state 2111 where all the proteins are acting as immunosuppressors. This
Pl : A

state can be-achieved by both types of pathways, with or without going into the

cycles. The: tx:ajectory leading to deadlock state 2111 have a number of same length
smallest paith;vays. They vary on the basis of transitions state the greaier the number
of options in'?transitions toward the deadlock state the greater the viable it would be.
The pathwz:ay'éindexed at 13 is the largest trajectory towards disease state. It provides
greater opportunities in controlling it from driving towards disease state by applyipg
temporal de!ays.~ These pathways are further used for real time modeling, for . 7
generatingQafid studying time constraints. It will help in controlling the proteins within

time medium. Figure 3.4 depicting a pictoral view of states of cycle diverging towards

deadlock state.
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- 1
Table 3.5: Pathways Leading to Deadlock States

3

Index ; Pathway towﬁrds Deadlock states
I, 0000¢1é00,100|,2001
2. 0000;1600,2000,2001
. _
3. {0000, 1000, 1010, 2010, 2110, 2111
. oooofléoo;‘0|6,2bxo,2011,2111
5. oooojn?oo,1010,1110,2110,2111
6. 00003{?00,1010,1011,1111,2111
7. ) 0000:1000,1010,1011,0011,'0111,nn,znl
8 | 0000, 1000, 1010, 1110, 2110, 2111
9. ooooglooo,1010,1110,1111;2111
10. 0000, 1000, 1010, 1110, 1120, 2120, 2121, 2111
. 0000;:000;1010,1110,1120,||2i,2:21,2111
12, 0000;6010,1010,|01|,0011,001o,01i0,1110,2110,2111
13, oood,1000,1010,1011,0011,0010,01|0,0120,1120,2120,2|2|.2111
R
T 0009,1000,1010,1011,0011,0010J010,20|0,2|10,2111
15, ~oooé,aooo,1010,1011,0011,0010,1010,1110,2110,2111
i6. 0000, 0010, 0110, 1110, 2110, 2111
17" 10000, 0010, 0110, 1110, 1120, 1121, 2121, 2111
T8, | 0000,0010, 1010, 1110, 1120, 1121, 2121, 2111
;

[

E

e
I .
!

i1

Vot
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mm.@@@-»@» THRIR R,
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Figure 3.4: States diverting from Cycle toward Stable Steady State

{
¢
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i

3.2.5..:Hybrid Modeling of IDO BRN
[
P .
Hybrid modc?ling achieved using HyTech tool. It has given results in the form of time
- ’ .
delays for trftcking deadlock states and invariance kernels for maintaining system in

homeostasis. Both are very important in controlling clinical trials and deriving

important rééu]ts by following and altering delay constraints.
- . :

3.25.1.  Time Delays of Pathways leading to Stable Steady State -

The time copéktraint of each state towards the output state is shown in Table 3.6. Not
all the'statesi éf_re enlisted here as some of the s:tates are neither involved in Vthe path of
cycle nor ini the path leading towards deadlock state as traverse from the one initial
state. The delays are given in the form of equations in which J represent change of,
‘+’ or ‘-’ sign représent activation and degradation respectively and base value of &§
represents tl;e“element and it; location from where it start evolving. The delay of first
index show; that,
0000 - 0010 = &asooos < Sipooano

The state mt;ves towards state 0000 to 0010, the system is activated and iNOS

concentration start to buildup. It will start when the positive time delay & Tnoseooo Of

INOS i.e. pr‘c;duction of INOS protein, is less than or equal to positive time delay

<

) fbooooo of IDO. The delay for 0000 to 1000 is opposite to the first delay.

0000 - 1000 = 800000 < SiNoso000
t
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Table 3.6: Time Delays of Each State of IDO BRN

Transition Time Delay
+
0000 - 0010 Sivosoooo < S1bogooo
0000 — 1000 8ibovooo < Srivasoooo
1000 —» ,ZQOO 81p01000 + 8;pogoso < Siwosiooo
. . 81po1000 + 8iboooos < 87r oo
s
1000 » 1001 | 87¢rmono < Siborooo + Bipoooco
it 8r¢rpooo < Oinos1000
1000 —» 1010 |} &vos1000 < 8701000 + 8100000
! + +
Orarmooo < Sinosi000
2000 - 22001 876rp000 S Siborooo + Sibooooo
N % + - ‘
1001 - ;2001 8po1001 S S76rmooo + |5ﬁmooogl
' 8ipo1000 + 8ipooono < 5ﬁvos_1ooo
1010 — 2010 8ipooo1e < Sivosiooo + Sivasoooo
E 87501010 = 8/po1000
1010 -» 1110 8lox21010 < Oivosio10 + Sinosio00
&2 < 84cep
c0x21010 < O7GFpro10
' ' ¥ —— g
1010 — 1011 8tcrmor0 < Binosi010 + Sinosi000
P 8rarpiote < 8coxz1010
1010 -11020 | &;hos1010 + Sivosio00 < Slox21010
+
8ivos1010 F Sinosio00 < S7¢rmoro
: +
0010 - 1010 81500010 < Sinosoo1o + Sivosaoco
. + +,
8ipooo10 < 8coxz0010
0010 50110 | 62x20010 < Sivosooro + Sinosoooo
, P 8cox20010 = 8ibooo10
0010 —)'9‘020 8’7\1050010 + 87”050000 S 8;0X20010
: 8invosoo1o + Sinososos < Sipoooto
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0110 - (g)lJZO Sinoso110 * Oinosoo0o < S1boo110

0120 - 1120 8/poso120 < 8767120

0110 - 1110 87500110 < SiNosor10 * Sivasoooo

0111 - 1111 8tarmoto T 6ipoor11 < Sikosarnr + Srwosi000
0111 - 0110 Sr6rm11 52"01(2001; < 676rmo10

2010 - 2;10 8Cox22010 < O7¢rmot0

2010 - 2911 87crmoro < 8loxazoio

1110 - 2310

6")01110 + 5’000010 - 61N0$1110 + 51N051000
801110 + Gipooo1o < S7crmato

1110 - ‘;1111 51"65’51110 < 51001110 + 8/posoe
i 8termuro S Sivosr110 + Sikos1000
: P ,
1111 - ?111 '61001111 + 6cax21011 18/p020111
F
1110 - 1120

+ + + +
6]”051110 + 6”\1'051000 < 6ID01110 + 5’000010
6+ + 6+ - < 6"‘ -

INOS1110 INOS1000 —= TGFﬁlllQ

2011 - 2}11

+ —_
Scox22011 < 1810020111

1020 - :1&20 8ox21020 < 87¢rmozo
| 82ox21020 < 8ipo1020 * Sibooto
1020 - »2,020 8ipo1020 * Siboco1o < 5;6Fﬁ1020
8ipo1020 + 8100010 S B¢ox21020
1020 »-1021 rarmozo = 5cox21ozo
87crpo20 < 8ipo1020 T Srbovoro
1011 - 0011 | §;pp1011 + 8ipoooro < S7grpor0
1011 - 1111 82ox21011 + 81booo1o < 1801011l + 287¢rmore
0011 —’01111 68-01\'20011 + 6‘I."DO()()()() S fgl—DOlOllI + 26;6Fﬂ1010

I .

\
§
]
I
i
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10011 - 0010 67crmo10 + O1crmo11 < Sipo1o1r + Sibooooo
0020 - 1‘0;20 . 81pooo10 < <5‘coxzoozo
0020 - 01;20 8¢oxz0010 < 8ibooozo
i

2020 - 2120 8ox22020 S S7crmozo
2020 - 2021 87crpe020 S 5Erox2_2020

'
2021 - %011 8inos2021 J;GF/IZOZO < 6ipo1020
2021 - ,éll'Zl 5Zoxézoz1 < |5l7v052021| + 51—001020
2021 - 1021 '6,‘,;02021 + 6$ap,s»;o;o < 6/po1020
2110 » 2i11 81crmato < Sivos2110 + Sinosiooo
1120 - 2120 51309120 + 81po1120 S Orgrmazo
1120 - 1121 87erpmazo < Oibonrzo + Siborazo
1021 - 1121 81bo1021 + Bibooo1o + 0cox21021 S 2676k poz0
1021 - 0"?21 2876k moz0 S 8101021 + Biboooro + Scoxzi021
2120 - 2i21 Sinos2121 + 1cemazo < Bibor120
1121 2%121 51001120 < 81po1121
2121 —’>2‘1H11 , 5cox22021 +8inosz2121 S Bipot020
2011 520t 8coxaz011 = |8ipoz011l
2011 -'1011 51130‘2011 + 876r o010 < Siboonio
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The delays can also be in a complex form, e.g. -

i ,
1000 = 2000 = &/po1000 + 8100000 < 6I+NOSI'000
It shows that ;(;tivation rate not only depends on input stalé 1000 but its concentration
build up'start;s at previous state 0000 to reach highest concéntration. The 'de]ay of a
protcin L;an dé;;end on two different proteins. There are also delays for controlling rate

g . .
of dcgradatio’n lbf a protein e.g.

2021‘57_‘ 1021 = dipozezs + S;GF,BZOZO 5,517)010207

It sho.\;vs degiz{dation delay of IDO brings activation of TGFf, its inhibitor with it.
Both should combine and their delays should be less. |
On the basis of the information given in Table 3.6 state transitions trajectories can be

designed for.favorable pathways and it will also give the source for controlling the

desired state transition using these constraints.
‘[ - )

N :
3.2.52.  Time Delays for the whole pathway
Table 3.7 is identical to Table 3.5, it has addition of one more feature i.e. delay to

each transition and has state transition as well.
+ -Il» T + + + + F
000000587 NoS0000 | 0005Tcrﬁmoo S 8ipprooatBippooco L00] 810010015 876 Fpo00 ¥l 1000000l

8
0000

“f
t
1

j o o
The above trajectory shows that delay of IDO should be less than iNOS and next says
o - .

876rmooo is! less than delay of IDO at 1000 and 0000. The last is the combination of

previous two i.e. 8/hp100y iS less than both previous delays.

.+
g1
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. TE

Table 37 Pathways with Time Delays Moving towards Deadlock State

1

Tndex . Pathway towards Deadlock states

1, { 8000000 5/N050000 5Tarmooo 587po 1ooo+5woooou

0000 » 1000 g 1001

510010015 5Tchmoo +6/p00000!

~+ 2001

; +
2. 81b0000oS 51Nosoooo 51001000*51000000-5m051000

0000 » 1000 » 2000

5T6Fmooo 87p01000+81D00000

?}

(W8 ]

‘SIDOoooo alNosoooo IN051000—81001000 +‘5loooonn

0000 1000 »1010

+ . + _ + +
61901010561001000 2010 820x2201056T¢Fp010 91 ]G5Tarmnn—5mosz\ 10t 8iN0S1000

2111

¥ n T . ¥ ry
4. 81p00o0os 58]N0s0000 5:N0$1ooo551001000*’51000000 6!00101056100wook

0000~ +1000 — 1010

6TGF 01058¢0x22010 82 <197 }
,)0]0 201 1 02011 COX22011° 100201112111

)

" ¥
5. ‘ swooooossmosooog

0000-

+ + +
8in051000581D0 1000t 61D0O000O 8¢0x21010581N0s1 010"'51N051000

1000- 1010

8ipo1 1o+5fD0001055;ch1110 S;GFﬂznosafNoszno* &inos1000
1110— 2110 » 2111

6. : °moooon —‘SINOSOOOO

0000

.
51N03moo-5molooo +5[Dooona 6TCFﬂ101055COX21010 :
1000 1010 —

101 lscoxzwn+510000105|51001011|+ 251‘6!—‘31010] T

61001111+560X21ou<i‘swozo11|

> 2111

!

7. 81p00000=51Nos0000
0000 >

+ +
81n051000581D0 1000+ 81000000 S16Fmo1058cox21010

IOOO — 1010 3 1011

+ + — +
. 51001011*‘51000010 5T5Fp1010 0011 8¢ox20011+81D000005181D01011 1+ 2876Fmanrc
: +
5TGFp1010+8IDOoul 8inoso111+81 051000

0I]]" g

5:1)01111+5coxzmu<|5wozon|

111 > 2111
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These delaysf are helpful in designing experiments on IDO in case of tumor as it is
giving temporefll delays for the states involved in a pathway moving toWards stable
steady state. ' ’, |

372.‘5.3. Invariance Kernel Results
The Hybrid ?'n'lfodel'ing results of the first homeostatic cycle, mentionéd:i,n Table 3.4
and Figure 353i It is shown in Figure 3.5.

-
¢
)

5 1booo1o < & inosooro - ceeeen- 0]

The equation f(i) of delay constraints represents that rate of activation of IDO is faster
and less at l_ogation 0010 than iNOS, as shown in Figure 3.6a., so that it can move to
the next statle;éin cycle i.e. 1010, it is the condition that should be followed for cyclic

behavior or homeostasis from location 0010 to 1010,

If this condition is negated or overruled that is, rate of activation of iNOS at location
0010 is faster and less than IDO at location 0010 than INOS will reach its maximum

concentratio.nJOOZO, which make it deviate from cycle and move all the Way to steady .

t

state 2111, a deadlock state. To follow normal behavior this constraint sbhould remain
o )

true. CE

) - 4+ . - . + .
|67 1pos011! + 6% oooio = |6 r6rgoors| + 8 r6rgoo0 - (i)
b . )

It can be rewritten as, nIDO = nTGFB

T represents the period 6% + 6§ ~makes a period.

1
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Chapter 3 Results and Discussion

v
Y

Figure 3.5: Homeostasis used in Invariance Kernel
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Figure 3.6: Time Constraints of equations (i) and (ii),

a. &' of IDO is less than iNOS, b. 7 of TGF should be less than IDO

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune
Escape ’ 75



L2

Chapter 3 Results and Discussion

!
As shown in the equation (ii) and Figure 3.6 b., the activation and degradation delays

"

of IDO are s]o;ver than TGFP’s activation and degradation delays in the DO BRN.

’ [
The TGFp acti"vation is faster than IDO as it is necessary that TGFf gene sho_uk_j start
activating faster than IDO at location 0010 so that it caﬁ control IDO concentration
levéls in inéo}jﬁing states; TGFp degradation delay is also rapid than 1DO becauser ‘

prolonged production of TGF at location 0011 will halt the cycle as it will hinder the

normal pathway transition that is moving toward state 0010, start the cyclic behavior,

- with IDO its existence is also detrimental as it can lead to diseased state and both

together will favor the tumor progression.

R v + — eaa ’ -
|5 mozoz1| + &7 1pooo1o < |6 maszoul + & 1NOS2010 -+ - -- (i) -

The equatidjh. (iii), shows relationship between IDO and iNOS both regulate each
i !g,
other. In the absence of IDO iINOS is activated as 1DO control its transcription factor

same is the case with iNOS it also inhibit IDO activator. Both also have same potent

inducer, IFN;. Here period of IDO . is smaller and faster than period of iNOS. As

shown below and in Figure 3.7a.
: £
B niDO < nINOS
Production rratte of IDO is rapid at 0010 location so that the normal cycle continues as

the state transit to 1010. it can deviate if rate of synthesis of iNOS is faster than 1DO

at the locatjion 2010, iNOS will move to the higher concentration 2020, it can lead to

production:qf COX2 as shown in Figure 3.3, which is harmful for the body and cause

fast tumor!p'xl'ogression in the body. Like activation delay  degradation delay is also
ir A

important if iNOS is not degraded at location 2021, this state is crucial stage if iNOS
H| N

‘A
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+

sustains its production with IDO and TGFP it will then activate COX2, which further
v . . ’
enhance the 1DO activity by strengthening its concentration as well as all the

imunosuppressors are being activated at next stage and they will raise a destructive:
at[ackron the' body’s immune system and favors the tumor with T cells beingr
destroycd'fu'll‘y. To help control this situation rate of degradation of 1DO should be
greater than iNOS so that IDO concentration remain under safe level as shown in

i
Figure 3.7a.

8" r6rpo011 < & 101011 -+ -- - (iv)

K]

Degradation (ielay of TGFP should be less than degradation rate of /DO according to

‘equation (ivj. if TGFp degradation rate take time it will divert from 0010 state to 011}

which will ¢v§ntually lead to 2111 statg, which is a diseased state. [DO should move
to state OOI;I else it can move to state 1111, here all immunbsuppressor are activated
and then IDO will attain its sustained position from where system is unable to
maintain ho{rﬁ?eostasis. The delay constraint is also rshown;in Figure 3.7b.

-

i _
- |6"1po1011| + 8 1pooors <16 rergoonal - v)

The equatioﬁ (v} shows that the whole period of IDO, nIDO, i.e. activation and

inhibition _siaduld be less than the degradation time of TGFf as shown in F i.gure 3.7c.,
at location 00 11.
This is in qcéordance with nature that the inhibitor, TGFB, of IDO should degrade it

and also take it to extreme low level that it should start its building up from scratch

i
and help the body control IDO from reaching to dangerous level.

i
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8" = negative delay
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Figure 3.7: a. INOS fall life cycle should be greater than period of IDO, b. and .
Activation defay of TGFB is less than that of activation delay and period of IDO, and
d. Activation delay of iNOS is less than whole period of IDO.
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"

The actiyation.dclay of IDO is also rapid at 001! as it degrade at previous stage 1011

¢ :
it start struggling to reach threshold level.

t o .
‘5—1092011 | + 8" 1500010 < 167 wosz021 | + 5+,l~oszplo_ ------- (vi)

nIDO < wINOS
'
The period S£:IDO is less than iNOS, according to the equation (vi) and Figure 3.7b.

IDO reaches its maximum concentration that is before iNOS which too can have a
f ‘ T
] .
maximum level of 2. IDO starts its activation after iNOS.is activated an it has reached
its first level i.e. 1 but IDO is activated after INOS and it reaches its maximum level

before INOS as shown at location 2010, after IDO reaches its maximum level than

iNOS start building again to achieve its maximum level. This is because both regulate
i ;

each other and both having negative effect on each other, IDO suppresses iNOS from

reaching ma;_imum level. After iNOS have attains maximum level, it helps in fast
degradation of IDO with the help of TGFB, that’s why cycle of IDO is faster than
iNOS. As iNOS is at maximum level and TGFp is activated IDO degradation starts,

iINOS also !s;tért degrading due to TGF and IDO it declines to level | but IDO

- diminishes to'zero 0, faster than iNOS as iNOS maintains its level to 1.

" {6 1pozota| + & 1pooo10 < 8 inosz010 <eee- - (vii)
; k

Period of IDO is also less than activation delay of iNOS at 2010 as shown in Figure
I : : S

3.7 d., and in equation (vii). It is because that iNOS should reach its maximum level

- § 1

slowly if it reaches fastly or with IDO both will have their immunosuppressive roles

more Stronig then their normal working and both at their higher levels in the absence

of TGFp 1st dangerous than the system will move easily is without any hindrance to
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£

. Y I . . : .
diseased state. Slower activation time of iINOS and as well as less time required for
1 ,
IDO to complete its cycle is necessary and sufficient conditions for normal behavior
of the system. -It will help maintain homeostasis.

4

: r 5'*1000010 < & inos1010 ooeee {wviii)
L0

’ 8" 1000010 < 8 vosooro oo (ix}
! ,

P 5% 1000010 < 8" INOS2010  <----- (x)

'
The equation (viii), show that IDO start activating at 0010 before iNOS where it is
going to level 2 (two) from location 1016. IDO should be at level 1 before ii\IOS to be
at level 2 and the time period for IDO should be less than iNOS, as if iNOS is rapidly
building upg ihen it will reach the maximum level and will deviate from cycle
(homeostasi;s,)é it will move to state 1020.
In the equation (ix), there is a competition exist at location 0010 between both iNOS
and IDO as both can inhibit each other so if IDO is supprcssed.by iNOS then IDO
\.Nill not be able to produce to perform its normal function and a condition will éccur
where iNOSfrifs high and the cycle will jump to next cycle ;clnd there are chances in
between whef:e the system can easily move towards tumor state.
After second state analysis in the cycle, as discussed in the above paragraph, the
relationship Eetween IDO and iNOS continues to exist that started between IDO and
iNOS at location 0010. The time delay constraint of 1DO with iNOS move to state
1010 from 0010 then finally to 2010 but location of IDO delay _rerhains the same as A
shown in ea&ation (x), and Figure 3.6a. If this delay constraint is overruled then the -

normal cyc‘leitransition to 2020 will be replaced by 2011 or 2110 these are the most

Loq
t
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dangerous states that directly move to dead lock state i.e. 2111. It can be seen by
graph generatéd in Figure 3.3,

'ls_rcrpooul 216 o1o11l + 8 ipooore aeeee- (xi) -

The degradation delay of TGFf at steady state 0011 jis greater than to both the
degradation;déalay of 1IDO at state 1011 and production delay at 0010, showéd in
equation (xi)i and in Figure 3.7c. The TGFp is main suppressor of [DO so to control
IDO it shoUl'gi degrade after IDO concentration level is adjusted to normal or safe
level. IDO is degraded one state before TGFp. If degradation time of [DO prolong it
will move out of cycle and iNOS will activate COX-2 which wili further enha‘nce iDO

concentration-and move to state 1011 to 1111 and then to 2111, diseased state, as

shown in graph Figure 3.3.

3.3. " Protein Knockout Studies

!

Protein knockmg out was performed using Genotech model a protein was silenced in

the model. Three proteins were knocked out i.e., TGF B, COX2 and iNOS. It helped in

understandmg the changes occurred. When a protem was knock out, what effects were
|

lost with prlotem? What were the hidden benefits a protein prescnce can glve? All can

be studied with protein knock out.

t
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3.3.1..Model of TGFp Knockout

The first pro‘te:‘ln knocked out from the model was TGFB. The resul‘tant‘model ancf its
state graph arg given below in Figure 3.8. There exited two stable st¢ady states both
were repres;r;_ting diseased conditions and first one was 2000, it occurred at the
beginning as tﬁere was no control over IDO protein and TGFf§ was not enough alone
to control lDQ. In the presence and absence of TGFP IDO was moving to dead state, '
another inhibitor was required e.g. SOCS3 as shown by 1DO first BRN homeostasis )
and iNOS as depicted by second IDO BRN homeostasis. The graph was split into two
types of transition pathways and both stable steady states were not linked to same
initial conditi'{m. As TGFp was necessary to link both the states in the IDO .BRN to

h

form one graph and it form a negative feedback loop in the system which helps in
regulating I:D:O in _the body with INOS. The homeostasis was destroyed as negative

o}
feedback loop was diminished due to TGFp knockout.

3.3.2. COX2 Knock Ont

The knockéut of COX2 was shown ir; Figure 3.9, model. COX2 knockout haven’t
disturbed th%ejcyclic behavior of the main IDO model as shown in Figure 1.4. COX2
was at dorrfilant state, in homeostasis, in second BRN of IDO. So the.same_ cycles or
homeostasis were generated after COX2 knock out. On;: diseased state was reduced

!

due to abs!e;{ce of COX2. It concluded that controiling COX2 in tumor hc]p¢d in
controlling{ti;mor progression.

I
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iDO

Figure 3.8: Knock-out mode! and State Graph of TGFj3
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The state graph was also mentioned in Figure 3.9. The cycles / homeostasis generated
were listed below.
‘e Cycle n°0 :[[0, 0, 1, 0], [1, 0, 1, 0, [2, 0, 1, 6], 2,0, 1, 1.], [1,0,1,1,[0,0, 1,
11, 10J0, 1, 07) | |
o Cycle nl :[10,0, 1,01, [1,0, 1,0}, [1,0,2, 0], [2,0, 2,0}, [2. 0,2, 1], [2,0, I,
1.1, ¢ 1,1}, [0, 0, 1, 13, [0, 0, 1, O]]
e Cyclé 12 :{[0, 0, 1,01, [1,0, 1, 0}, (1,0, 1, 13, [0,0, 1, 1], [0, 0, 1, 0]]
e Cycle 1°3 :[[0, 0, 2, 0], [1, 0, 2, 0], 2, 0, 2, 01, [2,.0, 2, 1}, [1, 0, 2, 11, [0, 0, 2,
1,10,0,2,0]] '
e Cycle n°4 :[[0, 0, 2, 01, 1, 0, 2, 0], [2, 0, 2, 0], [2,:0, 2, 1], [2, 0, 1, 1]. 1, 0, 1,
13, [0; 6, 1, 13, [0, O, 1, O, [0, 0, 2, O]]

o Cycle n°5 :[[0, 0, 2, 0], {1, 0, 2, 0]; [1, 0, 2, 1], [0,:0, 2, 1], [0, 0, 2, O]]

. . .
Two types of cycles appeared due to higher level of iNOS. Both INOS and TGFf

were activated and controlling the IDO. There was no positive effect of COX2

|
presence in IDO second BRN.

3.3.3. iNOS Knock out Model

Knock out &f iNOS was shown in Figure 3.10 with its state graph. It showed that the
System remain in the homeostasis. The knockout of iINOS was very important. As it
was silenced; COX2 become inactive it was shown that iNOS was the main inducer of

COX2 in the BRN.
H “_

]

o

Qualitative dﬁd Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune
Escape “ 84 .



Chapter 3 Results and Discussion

el SR

0.0.00

0.0.2.1 1.0.1.%

Figure 3.9: Model and State Graph Generated after COX2 Knockout
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Figure 3.10: iNOS Knock out Model and State G.raph
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Chapter 3 o Resuits and Discussion

Two cycles »\;"ere generated as shown below in which only TGFB and IDO were
regulating eqch other.
e Cycle 1°0 (0. 0,0, 0, 1, 0,0, 0],12,0,0,0),12,0,0, 1}, {1, 0,0, 1), {0, 0, 0,
1],' [o, 9 0, 01]

» Cycle 2°1 :{{0, 0, 0, 0], {1, 0, 0, 0, 1, 0, 0, 1], [0, 0, 0, 1], [0, 0, 0, 0]]

; X :
The cycles were implementable when there were no potent inhibitors for [DO as well

as no main activator for it. It was also possible at initial states of tumor progression
i .

when tumor Was not in metastatic stage as TGFB was not yet converted into
immunosuppresor due to physiological changes occurred in the cellular environment.
The research c:ohducted on qualitative and Hybrid modeling of IDO second BRN was
su;nmariied_ m the form of Figure 3.11. I.t revealed all the information gathered after
i

the qualitati:vt; modeling. It was showing both_typcs-of pathways the one leading
toward hom'e:!)stasis and the other deviating towards stable steady states. The blue
colored transi‘tion were between homéostatic states and the deviation from these states
were shown )[with dotted transition states and the dotted red states were the most
crucial states :as they lead the system directly towards the diseased state.

Both the stéady stable states i.e. 20001 in first IDO BRN and 2111 and 2001 in
second moéel were in accordance with the fact that ovér expression of IDO is
detrimental i’and lead to reduced or low probability of recovery from canc‘.er {(Ino etbal.. ‘
2006; Muller let al., 2005, Astigiano et al., 2005). In HCC studies high concentration

13

of IDO is also a cause of fapid tumor progression (Pan e al., 2006).

i
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Objects showing state: | Line showing transitions:
o = Cydlic C}'t‘l(.’ —» within --» away
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G =Stable Steady | Stable: —w- within

Figure 3.11: Transition Graph Summarizing Qualitative Modeling Results
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The objective, of the research is to help in the cure of tumor at each state. This i;
accomplished by a state graph in Figure 3.1, 3.3 and 3.11. As it show all the possible:
states that can be generated in the BRN and it shows.how a tumor progresses in the
body in the ‘b-fesence of immunosuppressors especially in case of 1DO, if s'k-\ows'all
types and al;l "p:)éssible trajectories followed by a tumor. }This will help understanding
the tumor progression in an elaborative manner and help in clinical trials as each type

and stage of patients can be diagnosed and treated.

§

Like state tr’ansitions in Figure 3.11, the state table is also contributive as it provide
information‘about each steady state i.e. how it changes to new state and ﬁvhich
element is controlled by which element and in Which states it can transit. [t is a
competent tol"Jl and it will be efficacious in controlling disease states and aid in

moulding the states towards desirable states.

The 1IDO chtein-is ubiquitously present in the cell. It is regulated in. the body;
homeostasis is maintained to keep cell normal function. TGF is a two edged sword -
as it can bie._.a- tumor suppressor as well as immunosuppresor by promoting tumér ‘
developmer%tlA(Wakeﬁcld .and Roberts, 2002). It offer multiple functionaiiiies one of

which is hqmeostasis maintenance of immune system (Blobe er «/, 2000) by
IR

H

regulating IDO in a cyclic fashion, represented by cycles of Figure 3.4, 3.11 and
; » ‘ 7 :

Table 3.4. It-is immunosuppresor as shown in stable steady states behavior of first

IDO model i.e. 20001 and in stable steady states of second IDO model i.c. 2001 and
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Escape . 89



P v

T -

[ ] [ BN A - § ) - e

Chapter 3 Results and Discussion

It is proved that as COX2 is activated in the BRN IDO reaches high concentration, it
I :

i 4y s

will result in deviation from homeostasis and lead to discased state depicted in state
graph Figure 3.11 and Table 3.3 , COX2 produces 'PGE2, in human DC gene
expression profiling, it greatly influence up-regulation of 1DO expression (Popov and

Schultze, 2008).

Hybrid Modeling generate time delay featurevas shown in Table 3.6 for steady stable
steady states trajectories and homeostasis. Tt will help maintaining system in specified
trajectory by altering these delays and lengthening of the specific constraints to kéep
the system in desirable steady state. It provides us the pathway follchd by
trajectories -aiong each -dimension and these delays are H)-'rbrid constraints of
dynamical system (Halasz et al., 2007). The Table 3.7, .is labeling whole pathWays,
derived from'state graph F;igUre 3.3 and 3.11, can be used further for designing
controlled =rr;edium for tumor control and providing guidelines for clinical
experiments designing (Comet et al., 2010). The IDO BRN is based on body proteins
as artificial irhibitors introduced in the body have limitations. Using protein present
in the cell as Jinhibitors by applying qualitative modeling saves the body cells from 4the
side effects of artificial inhibitors and provides natural mechanism for controlling
disease withé;ut introducing foreign substances into the body. This is the advantage Qf
system biol'og:,y and its qualitative modeling. In the studies only one protein is dealt at
a time but;irtl this paper four immunosuppressors are wor.king with each other and
controllingie'ach other here their homeostasis maintenance is important. This will help

in chemotherapeutic studies of cancer and will aid chemotherapy procedure if done

with it.

‘i, .
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Results and Discussion
Most of the p}oteins, producing immunological resistance, used in the IDO BRNs
including CTiA-4, inhibitors of IDO and COX2 are being used in experimental
studies on thmotherap)' and their combinations are experimented in élinica‘l trials’
{Meric et al.; 2006; Muller et al., 2005; Mokyr et al., 1998). These two BRNs actasa
tool on the basis of it scientist and doctors can step Jforward in iﬁmunotherapy

techniques in :éntitumor immunity.

The knock out model of TGFp in Figure 3.8, is showing antitumor role of it. Both the
deadlock states are due to lack of its antitiimor effect and homeostasis, normal body
functioning in combating disease is totally lost due to TGFQ silencing. TGFp
activated aﬁer malignancy, first inhibits tumor development through blocking and
destroying tuénor proliferating cells (Yingling er al., 2004). However, as time passes
and tumor qeys evolve, they becorﬁe rebellious to TGFB inhibition and the antitumor
ability of TGFB will eventually change into tumor favoring featuré, as shown in the
second deadlock state of DO second BRN, Figure 3.3, when the system deviate from
homeostasis f_:o deadlock state, TGFf is immunosuppressive at lat¢ stage of tumor

1

(Yingling et dl., 2004; Dumont and Arteaga, 2003).

Knock out;n;odei of COX2, Figure 3.9, illustrates 'that cyclic behavior remains

undisturbed és COX2 has no role in homeostasis and one epigenetic state is removed.

The systen;' E:an be maintained in healthy state as‘homeostasis is maintainedv and

deviation to ;{;iiseased state is not possible. One stable steady sfate is eliminated, that

depend on ;rré.munosuppressors, out of two that are generated in second IDO BRN. A
i

study carried out on lung car¢inoma mode! confirmed that silencing of COX2 using

selective inhibitors give positive results increasing survival rate and reducing tumor
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progression,'c‘:pntrolling COX2 means that IDO is controlled as it greatly influence

up-regulation 9f IDO expression (Popov and Schultze, 2008; Stolina ef al., 2000).

iNOS inhibition provided fruitful results as shown in Figure 3.10, inﬁibit_ion of iNOS
accompanied jéilcncing of COX2 as well as it is a main inducer of COX2'in the IDO
BRN. All dise{ased states are eliminated and a homeostasis is maintained .in the BRN.
iNOS producé. NO and catabolize arginine and produce COX2 which further cause

high tumoricildal action and tumor progression (Lorsbach et al., 1993).

3.4. ' ‘Conclusion

3

IDO BRNs are important tools for providing the best and possible drug designing
target as the hode]ing of the BRN provide a deep .insight intp the behavior of the
system, projvi'ding all trajectories towards homeostasis and deadlock states their
threshold vzil;;cs for each state transition. It is further embellished by the introduction
of time de:la'y constraints in the BRN; they are providing the.checkpoints for -
controlling p}otein activation and inhibition with respectA to time context. The
modeling fo'r?halism provide natural cancer c0ntr§]iing therapeutic targets as the BRN
inclhde all iriimunosupiaresors regulating each other rather dealing each :ﬁrotein aé a
single target ‘for inhibition and designing single inhibitors for each and every protein
the qua]ita.'ti% and Hybrid modeling and analysis are dealing with whole
phenomenon as a single entity. The results are helpful and have futuristic p‘rospects'as
on the basis (;f this clinical trials and experiments for immunotherapy can be desigﬁed

and it will save time and money. It can bring fruitful results in tumor contro and in

increasing life expectancy after tumor invasion.

i
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ANNEXURE
var

hIDO,hCOX2 hINOS.,hTGFB:analog;
k,n:discrete;
dpID00020,dpTGFB0020,dpC0OX20020,dpID00021,dnTGFB0021,dpC0X20021,dpTGFBO
120,dpID0O0120,dpIDO0121,dnTGFB0121,dpIDO1010,dpINOS1010,dpINOS0110,dpIDO10
01,dpIDO1000,dpIDO1101,dpID0O1020,dpC0OX21020,dpTGFB1020,dpIDO1100,dpIDO111 "
0,dpINOS1110,dpIDO1111,dpIDO1120,dpIDO1121,dnINOS1121,dpC0OX22000,dpINOS200
0,dpTGFB2000,dnID02010,dpC0X22010,dpINOS2010,dpTGFB2010,dnIDO2011,dpCOX2 -
2011,dnID02020,dpC0X22020,dnINOS2020,dpTGFB2020,dnID02021,dpCOX22021,dnIN
082021,dpTGFB2100,dpIN0OS2100,dnC0X22100,dnCOX22101,dpINOS2110,dpTGFB211 _
0,dnINOS2120,dpTGFB2120,dnINOS2121 ,dpTGFB1120,dpIDO,dnIDO1011,dnIDO,dpCOX
2,dnCOX2,dpINOS,dnINOS,dpTGFB,dnTGFB,dnCOX21111,dnINOS1111,dnINOS1110,dp
TGFB1110,dnC0OX21101,dnCOX21100,dpINOS1100,dpTGFB1100,dpCOX21011,dnINOS1
011,dnTGFB1011,dnIDO1010,dpC0OX21010,dnINOS1010,dpTGFB1010,dpCOX21000,dpIN
081000,dpTGFB1000,dpIDO0111,dnINOS0111,dnTGFB0111,dpID0O0110,dpTGFB0110,dp N
IDO0101,dnCOX20101,dpINOS0101,dnTGFB0101,dpID0O0100,dnCOX20100,dpINOS(G100,
dpTGFB0100,dpID0O0011,dpC0OX20011,dnTGFB(G011,dpIDO0010,dpCOX2001 0,dpTGFBO
010,dpID0O0001,dpCOX20001,dpINOS0001,dnTGFB0001,dpID0O0000,dpCOX20000,dpINO
$0000,dpTGFB0000,dpINOS0010,dpINOS0011,dpINOS0111,drIDO1020,dnID0O1021,dpC *
0X21021,dnTGFB1021: parameter;
automaton auto ' N
synclabs: ;
initially loc_0000;

1 -- pour la configuration 0,0,0,0
loc loc_0000: while hIDO <= dpIDO0000 & hCOX2 <= dpCOX20000 & hINOS <=-
dpINOS0000 & hTGFB <= dpTGFB0000 wait ‘
{dhIDO=1,dhCOX2=1,dhINOS=1,dhTGFB=1}
when hIDO=dpIDO0000 do {hIDO=0, k'=k+1} goto loc_1000;
--when hCOX2=dpC0X20000 do {hCOX2'=0,k'=k+1} goto loc_0100;
when hINOS=dpINOS0000 do {hINOS'=0,k'=k+1} goto loc_0010;
--when hTGFB=dpTGFB0000 do {hTGFB'=0,k'=k+1} goto loc_0001;

=

-- pour la configuration 0,0,0,1

loc loc_0001: while hIDO <= dpIDO0001 & hINOS <= dpINOS0001 & hTGFB >=
dnTGFB0001 wait {dhIDO=1,dhCOX2=0,dhINOS=1,dhTGFB=-1}

when hIDO=dpID00001 do {hIDO'=0,k'=k+1} goto loc_1001;

--when hINOS=dpINOS0001 do {hINOS'=0,k'=k+1} goto loc_0011;

when hTGFB=dnTGFB0001 do {hTGFB'=0,k'=k+1} goto loc_0000;

-- pour la configuration 0,0,1,0

loc loc_0010: while hIDO <= dpID0O0010 & hCOX2 <= dpCOX20010 & hINOS <=
dpINOS0010 & hTGFB <= dpTGFB0010 wait
{dhIDO=1,dhCOX2=1,dhINOS=1,dhTGFB=1}

when hIDO=dpID00010 do {hIDO'=0,k'=k+1} goto loc_1010;

when hCOX2=dpC0X20010 do {hCOX2'=0,k'=k+1} goto loc_0110;

when hINOS=dpINOS0010 do {hINOS'=0,k'=k+1} goto loc_0020;

--when hTGFB=dpTGFB0010 do {hTGFB'=0,k'=k+1} goto loc_0011;

-- pour la configuration 0,0,1,1
~loc loc_0011: while hIDO <= dpIDO0011 & hCOX2 <= dpCOX20011 & hINOS <=
dpINOS0011 & hTGFB >= dnTGFB0011 wait {dhIDO=1,dhCOX2=1,dhINOS=1,dhTGFB=- .
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loc loc_0011: while hCOX2 <= dpC0OX20011 & hTGFB >= dnTGFB0011 wait
{dhIDO=0,dhCOX2=1,dhINOS=0,dhTGFB=-1}

--when hIDO=dpIDO0011 do {hIDO'=0.k'=k+1} goto loc_1011;

when hCOX2=dpC0OX20011 do {hCOX2'=0,k'=k+1} goto loc_0111;

--when hINOS=dpINOS0011 do {hINOS=0,k'=k+1} goto loc_0021;

when hTGFB=dnTGFB0011 do {hTGFB=0,k'=k+1} goto loc_0010;

-- pour la configuration 0,0,2,0

loc loc_0020: while hIDO <= dpID00020 & hCOX2 <= dpC0OX20020 & hTGFB <=
dpTGFB0020 wait {dhIDO=1,dhCOX2=1,dhINOS=0,dhTGFB=1}

when h]DO=dpIDO0010 do {hIDO'=0,k'=k+1} goto loc_1020;

when hCOX2=dpCOX20010 do {hCOX2'=0,k'=k+1} goto loc_0120;

--when hTGFB=dpTGFB0010 do {hTGFB'=0,k'=k+1} goto loc_0021;

-- pour la configuration 0,0,2,1

loc loc_0021: while hIDO <= dpIDO0021 & hCOX2 <=dpCOX20021 & hTGFB >=
dnTGFB0021 wait {dhIDO=1,dhCOX2=1,dhINOS=0,dhTGFB=-1}

--when hIDO = dpID00021 do {hIDO'=0,k'=k+1} goto loc_1021;

when hCOX2=dpC0X20021 do {hIDO'=0,k'=k+1} goto loc_0121;

when hTGFB=dnTGFB0021 do {hIDO'=0,k'=k+1} goto loc_0020;

-- pour la configuration 0,1,0,0

loc loc_0100: while hIDO <= dpIDQ0100 & hCOX2 >= dnCOX20100 & hINOS <=
dpINOS0100 & hTGFB <= dpTGFB0100 wait {dhIDO=1,dhCOX2=
1,dhINOS=1,dhTGFB=1}

when hIDO=dpID0O0100 do {hIDO'=0,k'=k+1} goto loc_1100;

when hCOX2=dnCOX20100 do {hCOX2'=0,k'=k+1} goto loc_0000; .
when hINOS=dpINOS0100 do {hINOS'=0,k'=k+1} goto loc_0110;

--when h\TGFB=dpTGFB0100 do {hTGFB'=0,k'=k+1} goto loc_0101;

-- pour la configuration 0,1,0,1

loc loc_0101: while hIDO <= dpIDO0101 & hCOX2 >= dnCOX20101 & hINOS <=
dpINOS0101 & hTGFB >= dnTGFB0101 wait {dhID0O=1,dhCOX2=-
1,dhINOS=1,dhTGFB=-1}

when hIDO=dpID0O0101 do {hIDO=0,k'=k+1} goto loc_1101;

when hCOX2=dnC0OX20101 do {hCOX2'=0,k'=k+1} goto loc_0001;

--4when hINOS=dpINOS(0101 do {hINOS'=0,k'=k+1} goto loc_0111;

when hTGFB=dnTGFB0101 do {hTGFB'=0,k'=k+1} goto loc_0100;

-- pour la configuration 0,1,1,0

loc loc_0110: while hIDO <= dpID0O0110 & hINOS <= dpINQS0110 & hTGFB <=
dpTGFBO0110 wait {dhIDO=1,dhC0OX2=0,dhINOS=1,dhTGFB=1}

when hIDO=dpID00110 do {hIDO'=0,k'=k+1} goto loc_[110;

when hINOS=dpINOS0110 do {hINOS'=0,k'=k+1} goto loc_0120;

--2when hTGFB=dpTGFBO0110 do {hTGFB=0,k=k+1} goto loc 0111;

~- pour la configuration 0,1,1,1

loc loc_0111: while hIDO <= dpIDO0111 & hINOS <= dpINOSO111 & hTGFB >=
dnTGFBO0111 wait {dhIDO=1,dhCOX2=0,dhINOS=1,dhTGFB=-1}

when hIDO=dpIDOO0111 do {hIDO'=0,k'=k+1} goto loc_1111;

--2when hINOS=dpINOS0111 do {hINOS'=0,k'=k+1} goto loc_0121;

when hTGFB=dnTGFB0111 do {hTGFB'=0,k'=k+1} goto loc 0110;
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-- pour la configuration 0,1,2,0

loc loc_0120: while hIDO <= dpID0O0120 & hTGFB <= dpTGFB0120 wait
{dhIDO=1,dhCOX2=0,dhINOS=0,dhTGFB=1}

when hIDO=dpIDO00120 do {hIDO'=0,k'=k+1} goto loc_1120;

--2when hTGFB=dpTGFB0120 do {hTGFB'=0,k'=k+1} goto loc_0121;

-- pour la configuration 0,1,2,1

loc loc_0121: while hIDO <= dpIDO0121 & hTGFB >= dnTGFB0121 wait
{dhIDO=1,dhC0OX2=0,dhINOS=0,dhTGFB=-1}

when hIDO=dpID0O0121 do {hIDO'=0,k'=k+1} goto loc 1121;

when hTGFB=dnTGFB0121 do {hTGFB'=0,k'=k+1} goto loc_0120;

-- pour la configuration 1,0,0,0

loc loc_1000: while hIDO <= dpID0O1000 & hCOX2 <= dpCOX21000 & hINOS <=
dpINOS1000 & hTGFB <= dpTGFB1000 wait
{dhIDO=1,dhC0OX2=1,dhINOS=1,dhTGFB=1}

when hIDO = dpIDO1000 do {hIDO'=0,k'=k+1} goto loc_2000;

—4when hCOX2=dpC0X21000 do {hCOX2'=0,k'=k+1} goto loc_1100;

when hINOS=dpINOS1000 do {hINOS=0,k'=k+1} goto loc_1010;

when hTGFB=dpTGFB1000 do {hTGFB'=0,k'=k+1} goto loc_1001;

-- pour la configuration 1,0,0,1

loc loc_1001: while hIDO <= dpIDO1001 wait
{dhIDO=1,dhCOX2=0,dhINOS=0,dhTGFB=0}

when hIDO = dpID01001 do {hIDO'=0,k'=k+1} goto loc_2001; saaa

-- pour la configuration 1,0,1,0

loc loc_1010: while hIDO >= dpIDO1010 & hCOX2 <= dpCOX21010 & hINOS <=
dpINOS1010 & hTGFB <= dpTGFB1010 wait
{dhIDO=1,dhCOX2=1,dhINOS=1,dhTGFB=1}

when hIDO=dpIDO1010 do {hIDO'=0,k'=k+1} goto loc_2010;

when hCOX2=dpCOX21010 do {hCOX2=0,k'=k+1} goto loc_1110;

when hINOS=dpINOS1010 do {hINOS=0,k'=k+1} goto loc_1020;

when hTGFB=dpTGFB1010 do {hTGFB'=0,k'=k+1} goto loc_1011;

-- pour la configuration 1,0,1,1

loc loc_1011: while hIDO >= dnIDO1011 & hCOX2 <= dpCOX21011 & hTGFB <=
dnTGFB1011 wait {dhIDO=-1,dhCOX2=1,dhINOS=0,dhTGFB=-1}

when hIDO=dnIDO1011 do {hIDO'=0,k'=k+1} goto loc_0011;

when hCOX2=dpCOX21011 do {hCOX2'=0,k'=k+1} goto loc_1111;

--3when hnTGFB=dnTGFB1011 do {hTGFB'=0,k'=k+1} goto loc_1010;

-- pour la configuration 1,0,2,0

loc loc_1020: while hIDO <= dpID01020 & hCOX2 <= dpCOX21020 & hTGFB <=
dpTGFB1020 wait {dhIDO=1,dhCOX2=1,dhINOS=0,dhTGFB=1}

when hIDO = dnIDO1020 do {hIDO'=0,k'=k+1} goto loc_2020;

when hCOX2=dpC0X21020 do {hCOX2'=0,k'=k+1} goto loc_1120;

when hTGFB=dpTGFB1020 do {hTGFB'=0,k'=k+! } goto loc_1021;

-- pour la configuration 1,0,2,1

wira
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loc loc_1021: while hIDO >= dnlD0O1021 & hCOX2 <= dpC0X21021 & hTGFB >=
dnTGFB1021 wait {dhIDO=-1,dhCOX2=1,dhINOS=0,dhTGFB=-1}

when hIDO=dnID01021 do {hIDO'=0,k'=k+1} goto loc_0021;

when hCOX2=dpCOX21021 do {hCOX2'=0,k'=k+1} goto loc_1121;

--3when hTGFB=dnTGFB1021 do {hINOS'=0,k'=k+1} goto loc_1020;

— pour la configuration 1,1,0,0

loc loc_1100: while hIDO <= dpIDO1100 & hCOX2 >= dnC0OX21100 & hINOS <=
dpINOS1100 & hTGFB <= dpTGFB1100 wait {dhIDO=1,dhCOX2=-
1,dhINOS=1,dhTGFB=1}

when hIDO = dpIDO1100 do {hIDO'=0,X'=k+1} goto loc_2100;

when hCOX2=dnCOX21100 do {hCOX2'=0,k'=k+1} goto loc_1000;

when hINOS=dpINOS1100 do {hINOS'=0,k'=k+1} goto loc_1110;

when hTGFB=dpTGFB1100 do {hTGFB'=0,k'=k+1} goto loc_1101;

-- pour la configuration 1,1,0,1

loc loc_1101: while hIDO <= dpIDO1101 & hCOX2 >= dnC0OX21101 wait
{dhIDO=1,dhCOX2=-1,dhINOS=0,dhTGFB=0}

when hIDO = dpIDO1101 do {hIDO'=0,k'=k+1} goto loc 2101;

when hCOX2=dnC0X21101 do {hCOX2'=0,k'=k+1} goto loc_1001;

-- pour la configuration 1,1,1,0
loc loc_1110: while hIDO <= dpIDO1110 & hINOS <=dpINOS1110 & hTGFB <=
dpTGFB1110 wait {dhIDO=1,dhCOX2=0,dhINOS=1,dhTGFB=1}
»when hIDO = dpIDO1110 do {hIDO=0,k=k+1} goto loc 2110;
‘when hINOS=dpINOS1110 do {hINOS'=0,k'=k+1} goto loc_1120;
when hTGFB=dpTGFB1110¢ do {hTGFB'=0,k'=k+1} goto loc_1111;

-- pour la configuration 1,1,1,1

loc loc_11i1: while hIDO <= dpIDO1111 wait
{dhIDO=1,dhCOX2=0,dhINOS=0,dhTGFB=0}

when hIDO = dpIDO1111 do {hIDO'=0,k'=k+1} goto loc_2111;

— pour la configuration 1,1,2,0

loc toc_1120: while hIDO <= dpIDO1120 & hTGFB <= dpTGFB1120 wait
{dhIDO=1,dhCOX2=0,dhINOS=0,dhTGFB=1}

when hIDO = dpIDO1120 do {hIDO'=0,k'=k+1} goto loc_2120;

when hTGFB=dpTGFB1120 do {hTGFB'=0,k'=k+1} goto loc_1121;

-- pour la configuration 1,1,2,1

loc loc_1121: while hIDO <= dpIDO1121 & hINOS <= dnINOS1121 wait
{dhIDO=1,dhCOX2=0,dhINOS=-1,dhTGFB=0}

when hIDO = dpIDO1120 do {hIDO'=0,k'=k+1} goto loc_2121;

--2when hINOS=dnINOS1110 do {hINOS'=0,k'=k+1} goto loc_1111;

-- pour la configuration 2,0,0,0

loc loc_2000: while hCOX2 <= dpC0X22000 & hINOS <= dpINOS2000 & hTGFB <=
dpTGFB2000 wait {dhIDO=0,dhCOX2=1,dhINOS=1,dh TGFB=1}

--Swhen hCOX2=dnCOX21100 do {hCOX2'=0,k'=k+1} goto loc_2100;

--when hINOS=dpINOS1100 do {hINOS'=0,k'=k+1} goto loc 2010;

when hTGFB=dpTGFB1100 do {hTGFB'=0,k'=k+1} goto loc_2001;
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-- pour la configuration 2,0,0,1

loc loc_2001: while True wait {dhIDO=0,dhCOX2=0,dhINOS=0,dhTGFB=0}

-- pour la configuration 2,0,1,0

loc loc_2010: while hIDO >= dnID02010 & hCOX2 <= dpC0X22010 & hINOS <=
dpINOS2010 & hTGFB <= dpTGFB2010 wait {dhIDO=-
1,dhC0OX2=1,dhINOS=1,dhTGFB=1}

--2when hIDO = dnID0O2010 do {hIDO=0,k'=k+1} goto loc 1010;

when hCOX2=dpC0X22010 do {hCOX2'=0,k'=k+1} goto loc 2110;

--when hINOS=dpINOS2010 do {hINOS'=0,k'=k+1} goto loc_2020;

when hTGFB=dpTGFB2010 do {hTGFB'-0,k'=k+1} goto loc_2011;

-- pour la configuration 2,0,1,1

loc loc_2011: while hIDO >= dnIDQ2011 & hCOX2 <= dpCOX22011 wait {dhIDO-
1,dhCOX2=1,dhINOS=0,dhTGFB=0}

when hIDO = dnID0O2011 do {hIDO'=0k'=k+1} goto loc_1011;

when hCOX2=dpC0X22011 do {hCOX2'=0,k'=k+1} goto loc 2111;

-- pour la configuration 2,0,2,0

loc loc_2020: while hIDO >= dnIDO02020 & hCOX2 <= dpC(0X22020 & hINOS >=
dnINOS2020 & hTGFB <= dpTGFB2020 wait {dhIDO=-1,dhCOX2=1,dhINOS=-
1,dhTGFB=1}

--when hIDO = dnID02020 do {hIDO'=0,k'=k+1} goto loc _1020;

when hCOX2=dpC0X22020 do {hCOX2'=0,k'=k+1} goto loc_2120;

--when hINOS=dnINOS2020 do {hINOS'=0,k'=k+1} goto loc_2010;

when hTGFB=dpTGFB2020 do {hTGFB'=0,k'=k+1} goto loc_2021;

-- pour la configuration 2,0,2,1

loc loc_2021: while hIDO >= dnID02021 & hCOX2 <= dpC0X22021 & hINOS >=
dnINOS2021 wait {dhiDO=-1,dhCOX2=1,dhINOS=-1,dhTGFB=0}

when hIDO = dnlD02021 do {hIDO=0.k'=k+1} goto loc_1021;

when hCOX2=dpC0X22021 do {hCOX2'=0,k'=k+1} goto loc_2121;

when hINOS=dnINOS2021 do {hINOS=0,k=k+1} goto loc_2011;

-- pour la configuration 2,1,0,0 .

loc loc_2100: while hCOX2 >= dnC0OX22100 & hINOS <= dpINOS2100 & hTGFB <=
dpTGFB2100 wait {dhIDO=0,dhCOX2=-1,dhINOS=1,dhTGFB=1}

when hCOX2=dnCOX22100 do {hCOX2'=0,k'=k+1} goto loc_2000;

--when hINOS=dpINOS2100 do {hINOS'=0,k'=k+1} goto loc_2110;

when hTGFB=dpTGFB2100 do {hTGFB'=0,k'=k+1} goto loc_2101;

-- pour la configuration 2,1,0,1

loc loc 2101: while hCOX2 >= dnC0OX22101 wait {dh[DO=0,dhCOX2=-
1,dhINOS=0,dhTGFB=0} .

when hCOX2=dnC0OX22101 do {hCOX2'=0,k'=k+1} goto loc_2001;

- pour la configuration 2,1,1,0

loc loc_2110: while hINOS <= dpINOS2110 & hTGFB <=dpTGFB2110 wait
{dhID0O=0,dhCOX2=0,dhINOS=1,dhTGFB=1}

--when hINOS=dpINOS2110 do {hINOS=0,k'=k+1} goto loc_2120;

when hTGFB=dpTGFB2110 do {hTGFB'=0,k'=k+1} goto loc_2111;

-
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-- pour la configuration 2,1,1,1
loc loc_2111: while True wait {dhIDO=0,dhCOX2=0,dhINOS=0,dhTGFB=0}

-- pour la configuration 2,1,2,0

loc Ioc_2120: while hINOS >= dnINOS2120 & hTGFB <= dpTGFB2120 wait
§dhIDO=0,dhCOX2=0,dhINOS=-1,dhTGFB=1}

--2when hINOS=dnINOS2120 do {hINOS'=0,k'=k+1} goto loc_2110;

when hTGFB=dpTGFB2120 do {hTGFB'=0,k'=k+1} goto loc 2121;

-- pour la configuration 2,1,2,1

loc loc_2121: while hINOS >= dnINOS2121 wait {dhIDO=0,dhCOX2=0,dhINOS=-
1,dhTGFB=0}

when hINOS=dnINOS2121 do {hINOS'=0,k'=k+1} goto loc 2111;

end .

var

init_reg, acces : region;

init_reg := loc[auto] = loc_0000 & hINOS=0 & hIDO=0 & hCOX2=0 & hTGFB =0;

acces:= hide k, n in post(post(post{post(post(post(init_reg))})))) endhide;
print hide hCOX2,hINCS,hIDO,hTGFB in acces endhide;

acces:= hide k, n in post(post(post(init_reg & k=n} & ~k=n)) endhide;
init_reg:=hull(acces) & init reg;

print hide hCOX2,hINOS,hIDO,hTGFB in init_reg endhide;

acces:= hide k, n in post(post(post(init_reg & k=n) & ~k=n)) endhide;

init_reg:=hull(acces) & init_reg;
print hide hCOX2,hINOS,hIDO,hTGFB in init_reg endhide;

g
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Annexure

Analysis Commands For Invarianve Kernel
-r_ini:= locfauto] = loc_0010 & hINOS=0 & hCOX2=0 & hIDO>=0 & hIDO <=

dpIlD0O0010 & hTGFB>=0 & hTGFB <=dpTGFB0010;

r_ini:= loc[auto] = loc_0010 & hIDO>=0 & hIDO <=dpIDO0010 & hTGFB>=0 &

hTGFB <= dpTGFB0010;

r_new :=hide k,n in hull (post(r_ini & k=n) & ~k=n) endhide;
r old :==r ini & ~r_ini;

while not empty(r_new) and empty(r_new & r_ini) do
r_old:=r_new; .

r_new:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;
endwhile;

-- To verify that the initial zone is accessible from itself

if not empty (r_new & r_ini) then

-- if accessible

r_acc:=hide k,n in hull(post(r_new & k=n) &~k=n) endhide;
r_old:=r_ini & ~r_ini; —-empty region initialization

while not empty(r_acc) and not r_new<=r_old do
r_old:=r_new;

while not empty(r_acc) and empty(r_acc & r_ini) do

r_acc:= hide k,n in huli{post(r_acc & k=n) &~k=n) endhide;
endwhile;

r_acc:=hull(r_acc & r_ini);

r_new:=hull(r_acc & r_new); ,
r_acc:=hide k,n in hull(post(r_new & k=n) & ~k=n) endhide;
endwhile;

if not empty(r_new) then

prints "
prints "Constrained region of the Invariance Kernel in the zone:";
--print hide h in r_new endhide;

prints "

prints "
prints "Delay constraintes:"; =
print hide hIDO,hCOX2,hINOS,hTGFB in r_new endhide;

prints "
clse
prints "Invariance kernel does not exist from the initial region”;
endif;

else

-- if not accessible

prints "The initial region is not accessible from itself hence";

prints "there is no initial condition that leads to an invariance kernel.";

endif;

1 G

Qualitative and Hybrid Modeling and Analysis of the Regulatory Network of IDO in Tumour Immune

Escape

122

ET»



