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ABSTRACT 

Wireless i~ct\vorks arc getting i~nportancc day hy day but the d c s i g ~ ~  of ad lioc routi~rg 

protocols is vcry critica'l now days. Numbcr of routing protocols has bee11 dcvclopcd 

so far. Besides thc two Sar~ious catcgorics of ~nobilc ad lioc nctworks i.c. proactivc 

and rcaclivc routing schcmes, there is a new division of routing algorithms on the 

basis of geographical location. With respect to this, thcre is a category of localized 

routing algoritli~n and non localizcd routing algorithn~s. llcsearcl~es have provcd that 

localized routing protocols are more beneficial in tcnns of packets s w t  and rcccivcd, 

energy utilization, number of hops , efficient bandwidth utilization ctc. This is only 

due to the Sack that in localized routing algorit l~~i~s,  packets arc sent and rcccivcd i n  a 

particular direction hcncc l imili~~g the sca~-ch space o f  the nctwol-k. I'liysical fucatioii 

of thc nodcs is achicvcd by some external means likc GPS or otlicr position bascd 

hardware dcvicc. 

Other kcy aspect about design oirouting protocols is to utilize ellcrgy of the nodes in 

efficient manner. 111 wireless sensor networks cspccially, tlrc data is usually sent to a 

co~itrol station i.c. a sink nodc. Sink nodc acts as a data aggrcgatol- and shouldcl-s 

niaxinlum of the ~ictrvork load. ~fhcrcfors saving cncrgy of the sink i~otlc is \.cry 

critical bccausc if the sink node will collapsc tllen entire ~ietwojk will cl-asl~. Since 

localized algorit l~n~ likc Location Aidcd Rou l i~~g  (LAIC) pcrfot-~ns only dircctiu~~al 

Ilooding hencc maximum e~~cl-gy is utilized wlricl~ is an added advantage. 

Normal opcrating systems may provide si~nplc tlircadlng, meniory and variable space. 

Ilardwarc resources ctc but for wircless scnsor networks and mobilc ad lioc i~ctworks 

tllcre was a dirc need for such an opcrating systc111 wl~ich call cater I~ I -gc  ~lu~iibcl- of 

~iodcs ill a network, ciin accorn~~~odate  lcngthy calculatioli oS the algal-itlinrs a d  

properly simulate the Imdwarc resources. For Illis purpose, TinyOS was implc~~icntcd 

by University ol' Califon~ia, Bcrkclcy in coopcration with hte l .  I t  is a component 

bascd evcnt driven operating system and providcs a modular abstraction o r  l~artl\varc 

resources. I t  provides an cniulator, lJowcrTOSSlkl, which is t l ~ c  only avnilxblc 

emulator ~ l ~ i c l ~  can c ~ ~ ~ u l a t c  ;I la1.g~ sensor I I C I W O ~ ~ .  It caIcuI;~tc~ a p p ~ o x i ~ ~ ~ a t c l y  ~ I I C  

actu;d power consun~ption by cach w d c  in tcrlns of hardware attached like LI!I)'s. 

EEPROM and Scnsors ctc. 

-- . . 
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T o  thc bcst oToi11 kl~owlcdyc, no w c l ~  comparison was niadc so ihr bclwccn Io~i~l izcd 

and nun localizcd routing algoritl~lns in l ' i~iyOS using I'owcrl'OSSIM ;IS ;I s inlul:~lio~~ 

tool. Wc h a w  cornpar-cd tllc pcrlbrn)at~cc of boll) the rotrling protvcols in icrnls 01 

cncrgy ulilizalion and found ills1 localizcd routing algorithm, LAR, conscrvcs less 

cirergy as comparcd lo the non localizcd routing algorithm, DSDV. 

. . . 
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Introduction 



This chapter briefly discuscs wireless networks and its types. Iksidcs tl~is. the c11:1ptc1. 

also contains some information about MANE15 routing protocols and their subdivisions. 

Energy conscrvation, a critical issue in MANIXS and Wirclcss sensor nctworks (\\'SN). 

is discussed as a next section. Lastly the operating system for Ad hoc networks. l'inyOS. 

and tlie associated simulator are discussed. 

1.1. Wireless Networks 

Wireless networks have become increasingly popular since 1970. There are currently two 

variations of mobile wireless networks. The first is known us the inh-structured nc~work. 

Wireless local area network based on 1LEE 802.1 1 technology is t11c most prcvalcnt inliw 

structured inobilc network, where a mobile node comiiiunicates with a lixcd base statiw~. 

and thus a wirelcss link is limited to one hop between the node and the base sbation. In 

this type of net\vork, a mobile unit connects and comniunicates with, tlie nearst base 

station that is within its communication radius. A "11andsofP' occurs when the base station 

goes out of range and mobile unit is not able to conimunicate to the old base stalion. 

Typical applications of this type of network include office wireless local area nct\\o~hs 

(WLANs). 

I'hc second typc of tnobile wireless network is the inliastructurc-less n~obilc netnorh. 

commonly known as Mobile Ad lioc Network. They have no fixed routes: all nudes are 

capable of movement and can be connected dynamically in an arbitrary manner \\ilhoul 

any radio contact. Self route discovery and maintenance to other nodes takes placc. 

Packet forwarding takes place in a multi-hop fasl~ion. Example applications of ad hoc 

networks are emergency search-and-rescue operations, meetings or conventions in which 

persons wish to quickly share infornialion. and data acquisition operations in inl~ospitable 

terrain. Fig. 1 - 1  shows the two types of mobile wireless networks [22]. 

Advances il l  wirelcss com~nunications. and wireless connnunication have made i t  

possible to produce large amount of small-size, low-cost scilsors wliicli integrate sensing. 

processing. and communication capabililics together and form an autonomous entity. 

Large amount of these sensors can be quickly deployed in the field. where each sensol- 

independently senses the environnient but collaboratively achieves coniplex infornution 
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gathering and dissemination tasks like intrusion detection, target tracking. covironnlental 

monitoring. remote sensing. global surveillance. etc. 

Figure 1-1: l'ypCs of Wireless t~ctworks. Upper figure represents 
irrfr;~structurcs network whilc lower figure represents infrastructure less ~ ~ e t \ ~ o t . l i .  

Following are the main characteristics orad  hoc networks 

Dynamic topology: Hosts are mobile and can be connected dynamically in any arbitrary 

manner. Links of the network vary and are based on the proxinlity o r o n e  host to anotlier 

one. 

Autonomous: No centralized administration entity is required to manage thc operation of 

the different mobile hosts. 
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Chapter I Introdttcrio~~ 

Bandwidth constrained Wireless links have a significantly lower capacity than tlie wired 

ones; they are affected by several error sources that result in degradation o f  t l~c  ~recci\.cd 

signal. 

E n e r ~ y  constrained Mobile hosts rely on battery power, \vhich is a scarce resource: the 

most important system design criterion for optimization may be energy conservation. 

Limited security Mobility implies higher security risks than static operations because 

portable devices may be stolen or their traffic may cross insecure wireless links. 

Because of the distributed, dynamic. ad-hoc, and energy-constraint nature of tlie sensor 

network, localized algorithms need to be devclopcd ihr their scalability. robustness and 

energy - effectiveness advantages. Localized algorithms intelligently sclect necessary 

nodes for sensing, tracking, and reasoning to avoid flooding the network wit11 useless or 

redundant data, and thus extend the lifetime of the sensor network. The sclcction of  

participating nodes can be most efficiently done if both the network services and the 

applications consider it. 

Despite tlic exciting potentials presented by sensor networks, their uniquc chnraclcristict; 

have challcngcd many aspects of tradilional computer networking tlcsign. Ilcl-c. nc 

sun~n~arizc the ;~dvan(agcs o f s c ~ ~ s o r  nctworks as well as the cl~allel~gcs kt1111 three poi~~i- .  

of view: scalability, dynamics, and stringent resource. 

Scalability issue: Since the cost of sensors is relatively low, so large number of sensors 

can be deployed but sheer amount of sensors causes the scalability problenl. In this cast 

centralized sensor network is useless and distributes sensor network has to be established. 

Dynamic issue: Duc to constantly changing tupology of wirclcss S ~ I I S O I .  I I C ~ \ \ O I . ~ S  i t  

becomes rcally difficult to have a prc designcd network. Furthern~orc, bccause ofli~nitcil 

battery lifetime of a sensor nodc is depcndcnt on the power supply since hallcry 

replacement is not an option in sensor networks. In  order to save poiver. localized 

algorithms seem attracting since only a subset of nodes in the network is utilized li)r a 

specific task. 

Location Aware Routing Protocols for Mobile Ad hoc networks in TinyOS + 
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1.2. MANET Routing Protocols 

Since t l~c  ;~dvent ofOcli3nsc Advanced I<cscitrch I'rc?icuts Agency (L)AI<I'A) l~ackct radio 

nctworks in the early 1970s, numerous protocols hove been devclopetl ibr ad l ~ o c  ~nol~i lc  

networks. Such protocols must deal with tile typical h i t a t i o n s  o r  thesc networks. ullicl~ 

include high power consumption, low bandwidth, and high error rates. Routing p~otocols 

in ad 11oc networks are generally categurized in two groups: Proactive (Table Driven) and 

Reactive (On-Demand) routing[24]. 

12.1. Proactive (Table-Driven) Routing Protocols 

These routing protocols are similar to and come as a natural extension of thosc l'or thc 

wired nctworks. In proactive routing, each node attempts to n~aintain consistent. q - t ~ ~ ~  

datc routing information to every other node in the network. Each nodc 11as olic or n~vrc 

tables that contain the latcst information of the routes to any nodc in the nctworli. llach 

row has the next hop Tor reaching a node/suhnct and the cost of this route. 'Ilie protocols 

are proactive in the sense that when a packet needs to be forwarded the route is.already 

known and can be immediately used. As is the case for wired networks, the routing table 

is constructed using either link-state or distance vcctor algorithms containing a list of all 

the dcstinations, the ncxt hop, and the nutnber of hops to each destination. Various taldc- 

driven protocols (Destination-Scquc~~ced Distancc Vector (DSDV), 1:islicye Statc I<outing 

(!:SIC) protocol ctc) dilTer in the way thc inl 'or~natio~~ about a c11ange ill tol~ology is 

propagated through all nodes in the network[24]. 

1.2.2. Heactivc (On-Detnantl) I'rotocols 

Reactive routing is also known as on-demand routing. These protocols take a lazy 

approach to routing. They do not maintain or constantly update their route tables with thc 

latest route topology. Routes are discovered only when a source nodc desires them I<oute 

discovery and route maintenance are two main procedures: The route discovery process 

involvcs sending route-request packets fro111 n source to its neighbor nodes. w l ~ i c l ~  ~ J I  

forward tile request to tl~cir ncigl~bors. and so VII.  OIKC t l ~ c  route-request rcacl~cs I I I C  

destination node, i t  responds by unicasting a route-reply packet back to the source nodc 

via the neighbor from which i t  first received the route-requcst. When the route-request 

reaches an intcr~ncdiate nodc that has a sufliciently up-to-date route, i t  stops for~varding 

and sends a rcute-reply message back to the source. Once the route is established. some 
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form of route maintenance process maintains it in each node's internal data structure 

called a route-cache until the dcstination bccomcs inacccssihle along thc routc. Notc r h  

cacl~ nodc learns thc routing paths as limc passes not only as a sourcc or an i~~tcrn~cdialc 

nodc but also as an overhearing neighbor nodc. In contrast to tahle-drivcn routing 

protocols. not all up-to-date routes are maintained at every node. Examples of re;~ctivc 

routing protocols are the dynamic source llouting (DSII). ad hoc on-demand distance 

vector routing (AODV) and ten~porally ordered routing algorithn~ (TORA0)[24]. 

12.3. Localized and Non-localized Routing 

Localization is of much in~portance in Mobile Ad hoc networks. Localization is the 

ability of mobile unit to know its physical location in terms ~Scoordinates. GPS (Global 

Positing System) is one of the straight forward localization strategies. In the absence of 

the GI'S, distance between the nodcs can be estimated by the incoming signal strengrh. 

Localized algorithms use the concept of localization. Localization is the ability ul' a 

sensor to find out its pl~ysical coordinates; this is a limdan~ental ability Sor embcdded 

networks because interpreting the data collected from the network will not be possible 

unless the physical context of the reporting sensors is knojm. Localizatio~~ may be carried 

out in one of several ways. If the node is equipped with a Global I'ositioning Systen~ 

(GPS) card, i t  can determine its coordinates by receiving signals from a number oS 

satellites. Alter~~ative localization approaches havc been proposed to allow nodcs to Icar11 

their location either Srom neigl~boring nodes or from reference beacons. Sincc ;dl tl~csc 

approaches require communication (sending, receiving or both), localization requires 

significant energy[25]. 

1.3. Proble~ns of Energy Conservation 

Building an ad 11oc network poses a significant tecl~nical challenge because of the nun~ber 

of constraints imposed by the environn~ent. Thus, the devices used in the field must be 

lightweight. I:urthern~ore, since they arc battery operated. they need to be encry\ 

conserving so that battery life is maximized. Sevcral technologies nrc bcing dcvcl~qml to 

achieve these goals by targeting specilic components of the computer and optimizing 

their energy consun~ption. For instance, low-power displays, algoritl~ms to rcducc power 

consuniptioll of disk drives low-power 110 devices such as cameras etc. all contribute to 

overall energy savings. Other related work includes the developn~ent of low-power CI'Us 

(such as those used in lap- tops) and high-capacity batteries. From the past few )-cars 
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focus is to develop strategies for reducing the energy consun1ption of the corn~nu~~ica t io~i  

subsystenl and increasing the life of the nodcs. Recent studies liavc stressed tlic need l i ~ r  

designing probl- cols to cnsurc longcr battery l i l t .  It is  obscrvcd tliat t11c 11vciagc life of 

batteries i l l  an idle ccllular phone is one day. Some s t ~ ~ d i c s  rcvealcd that cvcii in Sleep 

mode the power consumption ranged between 150- 170 mil.' while in Idle state the power 

consumption went up by one order of magnitude. In transmit mode the powe~- 

consumption typically doubled [I]. 

In Figure 1-2, node A's transmission to node B is overheard by node C because C is a 

neighbor of A. Node C thus expends energy in receiving a packet that was not sent to i t .  

In this case. clearly, node C needs to be powered oKfor the duration of the transmission 

in order to conserve its energy [21]. 

Energy consumption by mobile nodes takes place during active co~n~nunication as well as 

inactive communication. Active conimunicalion takes place when thc nodcs arc i n  wake 

state and actively listening, sending and receiving the packets whilc in inactivc 

con~nlunication, mobile units consume energy even in sleep state. In conventional routing 

algorithms. shortest path between two nodes is selected which mainly results in 

imn~cdiatc cncrgy dcplction. l'hcrcforc main god of tlic cncl-gy ellicient routing protocol.: 

is to save the energy both during the active and inactive com~nunication tllwcli~rc 

increasing lllc cl'licicncy ofthe wholc network. 

Figure 1-2: U~~necessary  I'uwer c o n s u ~ ~ ~ p t i o ~ i  

1.4. TinyOS: Operating Systcn~ Designed for Wireless Sensor 
Networks 

An important role of  any opcmting system is to manage. and implenient reliahlc 

application of software while ensuring secure abstraction ol' l~ardwarc rcsourccs. 

Normally OS allocates threads to a processor, map virtual addresses in real memory. 

manipulating devices, drives and netwo~k on behalf of the running application. 'I'lie 

mentioned service provided by OS is very common for the applications running on 
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servers and personal computers but for the area of sensor networks, wliel-c there is limitcd 

hardware and specific application arc bcing ruu. this service no more sccms usclitl. 

Wireless scnsor nctwork (WSNs) is an cmcrging nrca o r  intcrcst as a ~.csult of 

advancement in  RF communication. WSNs are cmbcddcd but gcnelzl-purpose. 

supporting a variety of applications. WSNs incorporate lieterogeneous componcnts. and 

are capable of rapid deployment in new environments. Besides normal data acquisitions 

operatio~~s processing nodes, there are certain important features of sensor node \vl~ich 

are: 

Small Physical Size (as small as a square inch) 

Low Power Consumption 

Concurrency Intensive Operation 

Limited Physical Parallelism and Controller Hierarchy 

Diversity in Dcsign and Usage 

Robust Operation 

TinyOS was designed specifically for WSNs. It has a structured event-driven execution 

model and a component-based software design that supports a high degree of 

concurrency, enhances robustness and minimizes power-consumption while facilitating 

implementation of sophisticated protocols and algorithnis. TinyOS was dcsiguccl to 

support concurrency intensive opcrations required by network sensors with minin~al 

hardware requirements. I t  combines sensing. cunin~unication. and computation into singlc 

architecture complete systems on a chip. YinyOS was initially developed by the U.S.  

Berkeley EECS department. It runs on custom 'mote' hardware [2]. 

TinyOS is written using a language called NesC (network enibedded system C). NesC is 

similar to the C programming language. I t  is a new language for programming slructuretl 

component-based applications. The nesC language is primarily intended for embedded 

systems such as sensor networks. I t  has a C-like syntax, but supports the TinyOS 

concurrency model, as wcll as nlccl~anis~ns for structuring. naming. and linking togetlicr 

software componcnts into robust net~vork cmbcdded systems. 

Network sensors are application specific. Therefore, only one application runs ti11 a 

sensor. Since single application runs on a sensor so TinyOS does not support nlclnory 
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management or process management. Since memory manager is not pal-t of TinyOS 

therefore. it discourages applications from allocating or using dynamic mclnory. 

TOSSIM is a simulator for 'finyOS wireless sensor networks. It can captul-c nctnork 

behavior at a high lidelity while scaling lo thousands of nodes. TOSSIM re1nain3 simple 

and efficient by using a probabilistic bit error model for the network. TOSSIM is a 

discrete event simulator whicl~ can simulate thousands of motes running completc 

applications. The nesC compiler (ncc) was modified to support compilation from TinyOS 

component graphs into the simulator framework. With the change of a compiler option. 

an application can be compiled for simulation instead of mote hardware. and vice versa. 

Most of the simulation environments like ns-2 and others do provide varying dcgrce of 

scalability and other features but do not cater the power consumcd by each nodc. No 

doubt overall power usage can be derived from esti~nates of nodc duty cycle and 

comniunication rates but none of the sinlulators have catered the requirements of CI'U. 

radio, sensors and other hardware devices. I'owcrTOSSIM is based on TOSSIM and is 

also a discrete event simulator which provides a scalable siniulation environment for the 

TinyOS applications [3]. PowerTOSSlM is the first scalable simulation environnient for 

sensor networks that provides accurate powcr consu~nption data. I t  was tlcmonstratcd that 

PowerTOSSlM obtains very accurate powcr consumption results ibr a wide range of 

TinyOS applications and exhibits very little overhead above that of thc TOSSlhl 

environment upon which it is based. 
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2. Basic Concepts 

This cllapter discusses in dctail the basic concepts of the sclectcd protocols i.c. 1.ocntiou 

Aided Routing (LAIC) and Destination Sequenced Distance-Vector (DSDV) routing 

protocol. Besides this, chapter includes basic introduction to TinyOS. an cvent d ~ - i \ c ~ ~  

operating system for Mobile ad Roc networks, TOSSIM and PowerTOSSlM which are 

the simulation tools Tor TinyOS. 

2.1 Location Aided Routing Protocol (LAR) 

Existing MANET routing algorithms do not take into account the physical location of a 

destination node. Location Aided Routing (LAR) is an approach to decrease o v e + m l  of 

route discovery by utilizing location information for mobile hosts. 

Such location information may be obtained using the global positioninr: svqtem 'GPS). 

Then the location inforniation will be used by lllcans of tv.a Locatio~l-Aided Routing 

(LAR) protocols for route discovery. The LAR protoc;l uses location inrormation to 

reduce the search space for a desired route and limits the search space results in h . e r  

route discovery messages. In MANETs, Iiost mobility causes major change in network 

topology and the task of discovering and maintaining routes is nontrivial. In that case 

Flooding is a brute force way of discovering routes. LAR rcduccs the full impact of 

flooding by forwarding route discovery messages i n  a selective nianner by using location 

insormation. 

2.1.1 Route Discovery t l~ rough  Flooding 

Figure 2-1 shows the basic flooding procedure. When a sender node. S, needs to lind i1 

route to a destination node, D, node S broadcasts a route request message to all its 

neighbors. When the neighbors receive the route request, they will forward it to all their 

neighbors. If the same route request is received more than once by the same node. i t  will 

simply be discarded. As the route request is propagated to various nodes. the path 

followed by t l ~ c  request is includcd ill  the routc request packet. On rccciving the routc 

request the destina~ion responds by sending a route rcply message to the sender. 'l'l~c routo 

reply packet Sollows a path that is obtaincd by reversing the path ibllowcd by tllc routc 

request receivcd by the destination nodo, D. If the route request message does no[ get t c l  

the destination due to transn~ission error, the sender needs to be ablc to re-initiate t11c 

~ - 
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routc discovcry. Tl~crcfore, when a scnder iliitiates routc tliscovcr-y. i t  sets a tin~eout 

interval. If during the tinicout iuterval, a routc reply is (lot I-eceived, thcn o IICW routc 

discovery is initiated. I<oute discovery is initiated either wl~en the scl~dcr S detects that ;I 

previously dctennined route to node D is broken, or if S does not know a route to the 

destination [ I  31. 

. . . . . . . . . . . 
Reply 

S: Source 
I): D ~ S ~ I I I ~ ~ I O I I  

Figure 2-1: Basic flooding procedurc 

2.1.2. Prerequisites for LAR 

2.1.2.1 Location Information 

As LAR requires location information of thc t d c s  l ~ c l ~ e c  it may bc provitlcd hy Global 

Positioning System (GI's). 111 reality, position inlornlatiou provided by Gl'S includes 

some amount of crror, wl~ich is the difference bct\vccn GPS-calculated coordinates iu~d 

the real coordinates. But for the sake of simplicity, this el-ror is ncglectcd. 

2.1.2.2. Expcctcd Zone 

Consider a node S that needs to find a mute to a node D. Assume that node S knows that 

node D was at locatiou L at tiwe to and that the current time is tu. The expccted zone of 

nodc D from the viewpoint of [lode S at time tl, is the rcgion that node S expects to 

contail1 node D at time t l .Nod~ S can dctcmiinc the cxl~cctetl zone lx~sctl 011 thc 

kuo~vlcdgc that uode D was at location L at time to. If nodc S knows that node L) tt.;~\vIs 

with average speed V, then S may assume that the expected zonc is the cim11ar I C ~ ~ O I I  111' 

radius V (11 - tu), centelud at location L ;IS shown in figure 2-2. This is a11 estimate. s i ~ ~ c e  

if the actual speed is larger than the average; the destination may be outside the r s p e c t d  
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zonc at time t l .  Also, i f  S docs not know a prcviuus location o f  w d c  D. the cntirc region 

occupicd l ~ y  t l ~ c  ad IICI~ i~c twork  i s  assunled to be the cxpcctcd m ~ ~ c  [ l j l .  I l a v i ~ ~ g  111o1.c 

informatiou about the l o c a t i o ~ ~  o f t h c  destinatiot~ nodc can hell) ill s ~ ~ ~ a l l c r  expected zone 

fur exaniple if tlic source nude knows that tlic destination nodc is i n w i n g  in i i u r t l ~  

direction then the cil-clc shown in  figurc 2-2(a) w i l l  bc rcduccd to semicircle as s11ow11 in 

figure 2-2(b). 

(ill (01 

Figure 2-2: Expectcd %use 

2.1.2.3. Request Zone 

Consider a nodc S that needs to find ;I routc to a nodc U. Node S dclincs ;i rcqucsl ~ m c  

for the route request. A node fo~wards a route r-cq~lest only if i t  helongs to t l ~ c  rqucs t  

zonc. T o  i~icrcasc the 1iir)bahility that ;I mute I-cquest w i l l  i-c;~cl~ node 11, 111c ~cqucst /one 

should include thc cxlxctcd z o ~ ~ c .  Tlic roqucst z o ~  may also include ai lcl i t io~ul r c g i c ~ ~ ~ s  

wound the expected zo~ie. Sti l l  t h e ~ c  is nu guarantee Illat a path can be found consisting 

only o f  tlic hosts in a chosen request zone. Tlicrelbrc, if a routc is not discuvc~-cd withi11 ;I 

suitable timeout period, this protocol allows S to initiate a new route disco\.ery with :III 

expanded requcst zone. The probability o f  l i ~ i d i ~ ~ g  a path iu  the first attcn~pt CLIII l ~ c  

incrrased b y  increasing tlic size o f  the initial request zone. Ilo\\,cvc~-, route iliscovcry 

overhead also increases with the sizc o f  the requcst zonc. Thus, t11e1-e is a trade oi l '  

between latency o f  route determi~iation and thc liicssage overl~ead [I 31. T11crcfo1-c rcqucst 

zonc call bc any o f  the three as s l ~ o w ~ ~  i n  13gi11-c 2-3. 
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Figure 2-3: Request Zones 

2. 1.2.4 Ucternlirlirlg R.le111bcrsllip of llequcst Zones . 

Implenienting LAR algorithm requires that a node should be able to dctern~il~c i l ' i t  is in 

the request zone for a particular route request or not. For this purposc [I31 prcsc~~ts l u c )  

~chemes of LAIC algorithm. 

a) LAR Sclierrie I 

For scheme 1, i t  is assunred thal node S knows that node I) was at location (&, Yd) at 

time to. At tinrc t l ,  node S initiates a new route discovery for destination I). I 1  is also 

assutned tlmt node S also knows t l~c average speed v with \\.11ich I) can nrovc. Using t h ih .  

node S defines the expected zone at time t l  to be the circle of radius It  =v (tl- tu) ccnkrrd 

at location (&,Y,I). 

In  this scheme [I31 the request zonc is defined to be the smallest rectangle. as slroun i n  

Figure 2 4 .  I t  includes the current location of the sender node S and the cspcclcil zonc. 

juch that the sides of the rectangle are parallel to ilrc X and Y axes. Thus, ihc node S cau 

determine the four corners of the expected zone. S includes their coordinates wit11 t l ~ c  

:oute request message transmitted when initiating route discovery. When a nodc rcceivcs 

a route request. i t  discards the request il' the node is not within the rectangle spccilicd by 

the four corners included in thc route request. I:or example node J will discard the 

message as it is not in the request zonc whcrcas ~ ~ o d c  I will accept and Sorw:rriI it.to ncst 

neighboring node. When node 1 )  receives the route request mcssage, it replies by sending 

a route reply message. tlowever, node I) includes its current location and cur1c111 i i t w  i n  
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the route reply iiiessage. Nodc S can thus use tliis infornlation to dctcrn~ine t l ~ c  rcqucst 

zone for a futurc route discovery. 

Figure 2-4: L A R  Srl~emr I 

In this schemc 1131 node S includes two pieces o r  infol-~natiol~ with its route rcqucst: its 

distance from node U and tlie coordinates of node U. Assumc illat node S knoivs the 

location (Xd, Yd) of node D at time to. Note that tlie time at which route discover!; I 

initiated by nodc S is tl, where t l  >= tll. Let I)lSr, dcnolc 111c distance bct\rcen notlc S 

and nodc I) as calculatcd by S. When node I ~cceives the route request iium h e  scntlcl- 

node S. node I calculates its distance from location (Xd, Y,I) denolcd ;IS I)IS'Ti. 1 4 ~  s o n ~ c  

paranicler. 6, ifI)ISI", + 6 >= UISI'i. then node I lbrwards the rcqucst to its nciyl~hors. 

Whcn node 1 l'orwards the route request, it now includes DISTi (replacing the value 

DIST, received) and (Xd, Yd) in the routc rcquesl before forwarding the route rcqucst. 

Else if UIST, + 6 < D I S C i .  then node I discards the route request. Figure 2-5 depicts 

LAR Schcnic 11. 
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Figure 2-5: LAll SClici~~c 11 

2.2 Destinatiol~ Sequericed Distance Vcctor Routing I'rotocol (DSDV) 

For routing in a distributed network environment, each node maintains for each 

destination a preferred neighbor. The packet moving in a network at any given timc 

contains the identitier for the destination in its header. When a tlode receives a pnckcl. i t  

forwards it to the preferred neighbor for its destination. I'he way in \\hicli routing ~;lliles 

arc updatcs and niaintnincd dcpcnds on dil'fcren~ types of ncst-lion i-oulir~g mcth~~ds.  

Basically therc are two hmous rout i~~g niethods. One is Link Cost and o h c r  is I)istiincc 

Vector [14]. In link Cost approach. each node ~iiaintains thc inlbrmation about nctuorli 

topology in the form of cost for each link. fo r  consistency, each node broadcasts the lidi 

cost information periodically. Node receiving the updates applies the shortest pall1 

algorithm accordingly to choose next hop lor the dcstination. 111 Distancc Vcctor 

approach, every node 'i' maintains, for each destination Is'. a list of distances 

iti:, }where 'j' ranges over the neighbors of 'i'. Node 'k '  is treated as nest neighbor 

destined for 's' only if '% equals':"":(dh}. This method will lead to the destination 's' 

along the shortest path. Up to datc destination estimates are broadcastcd in the nctwork 

[141. 

Destination Sequenced Distance Vcctor Routing is bascd on Bellman-l:o~.tl r o ~ ~ t i n ~  

n~cclianism. I k h  node maintains r-outi~~g ~ab lc  that I-ccords all possible destinations :urd 

the number of hops to those destinatio~~. Each entry is marked with a sequence n i ~ r n h ~ . ~  
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assigned by the destination node. These scquence numbers are used to distinguish "old" 

versus "new" routes. Routing tables are periodically transmitted to inaintai~~ t;~l~lc 

consistency. A '.fbll dump" record reports on the entirc routing table. 'l'l~is may 'rcwlt i l l  

lots of 11-aflic. since cacli tablc is probably larger than the iict\vork protocol data uni t .  

Beside this, incr.enienta1 updates provide inrormation since last "full clump". A new route 

broadcasts contains four parameters: 

( 1 )  The address of the destination 

(2) The number of hops to reach the destination 

(3) The sequence number of the information 

(4) Sequence number unique to this broadcast. 

Route labeled wit11 most recent sequence number is always used. If two event have the 

same sequence number. the route with the smaller metric is used. Hosts also keep track of 

the settling time of routes. or t l~c  weighted average time for which routes to a dcstinatio~~ 

will fluctuate before the route wit11 t l~c  best nletric is reccivetl. When a node clecides that :I 

routc is broken. i t  incl-en~cnts the sequence number of tlic route and advcrtiscs i t  nit11 

infinite metric. Basic working of DSDV is as follows. Scenario colisidcred is the one 

when node X receives infonilation from Y about a route to Z. Let destination scquencc 

number for Z at X be S ( X ) ,  S(Y) is sent from Y. If S ( X )  > S(Y). then X ignores the 

routing information received from Y .  If S(X) = S(Y), and cost of going througli Y is 

smaller than thc routc known to X. then X scts Y as thc ncst hop to Z. If S(X) < S(Y).  

then S scts S ns the next 1101) to Z :~nd S(X) is upilatcd to cqu:d S O ' ) .  

2.3 TinyOS 

TinyOS is an operating systcn~ w11ic11 provides an opcn-source devclop~nent envitunn~ent 

I t  is an interrupt drivcn cvcnt based operating environnicnt. Ilencc i t  uses ('I'LJ 

efficiently. TinyOS system is con~posed of state machines where each state n~acl~inc is a 

TinyOS "con~ponent". I n  TinyOS there is no differentiation between kernel or user spncc. 

Main ideology of this operating system is to work only when there is a masi~num work 

load and to sleep as olien as possible to save power. For tl~is purpose. TinyOS has p u w r  

aware scheduler. Scheduler puts the processor into sleep state when queue is cmpty. I t  

works on simple 1:11'0 sclie~nc. I:urthern~ore it has the added advantage ol' high 

concurrency. 
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2.3.1. Features of TiuyOS 

This seclion dcscribes some ofthe core katures oS'l'inyOS i n  detail. 

3) I ~ C S O U ~ C C  Constrained Coucurreucy 

TinyOS manages several devices. e.g., ADCs. sensors, Flash memory. and radio. 

Typically, an operation is started on a device, which then runs concurrently with the main 

processor until generating a response. Meanwhile. other devices may also need service. 

requiring the system to juggle several event streams. The thread dedicated to a device 

issues a command and then sleeps or polls until the operation completes. The OS switches 

among threads by saving and restoring their registers, and threads coordinate with others 

by using shared variables as flags and semaphores. 

) Structured Event-Driven Eseculion 

TinyOS provides a structured event-driven model. A complete system conligurntion is 

formed by 'wiring' together a set of components for a target platfor111 and applic;~tio 

domain. Con~ponents are restricted objects with well-defined interfaces, internal stat?. 

and internal concurrency. Priniitive components encapsulate hardware elements. c.g.. 

radio, A I X ,  timer, or bus. Their interface rellects the hardware operations nnd interrupts. 

c) Coruponcnis and Bidirectional Iuterfaces 

'I'inyOS is ~vrittcn in ANSI standard C with support for component composi~iun, sys1c111- 

wide analysis, and network data types. A component has a set of bidirectional con~manill 

event interfaces implemented either directly or by wiring a collection of subcon~poncnls. 

The compiler optimizes the entire hierarchical graph, validntes that it is Srcc of deadlocks 

and sizes resources. 

TinyOS uses network types with a completely specified representation; the compiler 

provides erficient access to packet fields on embedded nodes;as well as Java and XMI, 

methods for packet handling on conventional computers and gateways. 

To avoid delay i n  rcsponsc long latency function calls are executed in split-phase. Split- 

phase operations arc a typical use of bidircctional interruccs. 'I'his opcratio~l is 

accomplishcd using cornnrands, cvcnls and tasks. A l~igl~cr-level component issues o 

command to initiate activity in a Itardware or software component. 'The com~nand returns 

immediately, indicating the status of the ~equcst. even though the operation takes sonic 

time to comple!e. When done, the operaling component signals an event to components 
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that will take further action. Meanwhile, the processor may service other tasks and events. 

or sleep if no tasks are pending. Tlius. interleaved execution and powcr nianngcnicn~ is 

provided systcniatically throughout t l~c entire set of TinyOS co~npo~~cnts .  I:or exanqilc. 

rnr sending a packct t l~c  applicnliun issues a scnd call which will scl~cclulc rlic ;tc~u:~l 

sending process to be cxeculcd a1 a h e r  time. When this packet will be t~.ansn~iltcd. ~ l i c  

application is notified regarding the successful trzuwnission. 

d) Co~n~nunications 

Communications and networking have driven the TinyOS design as available radios and 

microcontroller interfaces evolved. The conimunication subsysten~ has to meet real-time 

requirements and respond to asynchronous events while other devices and processes are 

serviccd. Early designs modulated the radio chacuiel bit-by-bit ill software. \\hilt. h e  Mica 

and Mica? generations used a byte-level interface. Tl~c  TinyOS 2.0 rodio coniponcnt 

providcs a unilirrn~ interlace to the full capabilities uf the radio cl~ip. 'l'he l i~~h- lcwl  

component provides rich media access control (MAC) capabilities. including c11;11u1cl 

activity detection, collision avoidance. data transfer, scheduling, and powcr managcnlent. 

allowing networking components to optimize for specific protocols. Packet transmission 

and reception is reflected in the TinyOS execution model; send'is split-phase with a send- 

done event, wl~creas reccivc generates a packet-arrival cvent. 

c) Embcddcd Apl~lic;~tion Srwiccs 

Networking l'lic TinyOS community has developed ~~ct\vorking layers t;~rgcted ;(I 

different applications with different techniques Sor discovery, routing. power rcduc~ivn. 

reliability. and congestion control. Tl~esc ixlworking layers provide higher-lcvcl 

communication serviccs to embedded appliralions with a TinyOS programming interl:&ce. 

The most widely used services for WSNs are rcliable dissen~ination, aggregate data 

collection, and directed routing. 

Reliable dissemination provides guaranteed delivery of messages from a source. I \  is used 

for network configuration and control, so i t  doesn't dcpcnd on any prr-cstuhlisl~ed 

neighbor discovery, routing, or co~~~iection setup. To collect and aggregate data I ~ I I I I I  tlie 

WSN, nodes cooperate i u  building and mai~~li~ining one or l i w c  ~ollectivn trces. rooted ;I I  

a gateway or 

data sink. Similarly, a node can es\nblidj u route to any other node i n  tllc ncl\vtrrk a ~ r d  

have packets forwarded hop-by-hop to 1l1c destinntion. Such directed routing is most u l i c ~ ~  
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used to issue commands to a particular node, transfer bulk data. and in network 

managcmcnt [l-01. 

Usually application running in TinyOS is assigned the memory in following order. For 

executable code 128K program flash can be used where as fdr data or program constant 

same 12% flash memory is used but for variables J k  static RAM is used. Figure 7-6. 

shows a pictorial representation of static memory. There is absence of heap and hnction 

pointers and stack grows down in the free space. Global variables are available on a pcr- 

frame basis whereas local variables are saved on the stack and declared within a metllod. 

2.3.2.2. L'rogram~ning hlodcl 

Figure 2-7 represents a coniplete syslcln corifigur-ation ofl'inyOS which consists 01.3 tin!' 

scheduler and a graph of compolierlts. A component has four interrel;~lcd pa1.1~: n sct of 

command handlers, a set of event handlers. an encapsulated lixed-size frame. and a 

bundle of simple tasks. Tasks, commands, and handlers execute ill  the contcsl (11' tllc 

franw and operate on its state. To facilitate nlodularity, each component also dccla~-es tllc 

commands i t  uscs and the cvcnts i t  signals. 'l'licsc declarations are used lo co~lq~osc  t l~c 

modular components in a per-application co~iliguration. The compositio~~ prcxcss cl;c.;~lcs 

layers or  components where higher level components issue comniands to IOLICY. Ic\.cI 

co~nponents and lower level co~nponents signal cvcnts to the higher level ~ ~ I I I ~ ~ I I I C I I ! ~ .  

Physical hardware rcprcsents the lowest level ofcomponcnts [IG]. 
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A p p l i c ~ t i o s  (Uscr Con~punc~~tr) 

// 

Actuating Sensing Co~nn~unication 

Hardware Abstractions 

Figure2-7 I'rogramrning hlodel of TinyOS 

In the following sections we will discuss corresponding design details. 

Events are upcalls in the component graph. As events are often the result of intcrl-upts 

(and have can correspondingly have interrupts disabled), it is critical that they be as short 

as possible. Hardware events are interrupts, caused by a timer, sensor. or conlmunication 

device. 

b) Cosin~ands  

Commands represent downcalls in thc component graph; a component calls co~nnl;~nds OII 

components lower than i t  in tlic component gl-aph. Similarly, as co~nm;~nds call bc called 

by events, they must be short to ensure an event does no1 run for a long time. 

c) l ~ a s k s  

The abstraction known as tlic "Tasks" is a mechanism fur asynchronous. long-running 

computation. Tlicy run synchronously in respect to one atiotlier (are never preempted). 

but can be preempted by events. Therefore, if a TinyOS task has real-time requircmcuts 

(e.g. is posted every 100 nls and must complete within 40ms of being posted). tasks must 

not execute lijr a long pcriod oftimc. 

Tasks perlimn all the major work like conlputation. They can be prc-eniptcd by cvclrts 

but vice-vcrsa docs 11ot I~appcn. I t  can call lower lcvel commands. signal higlicr Icvcl 

events and scliedule other tasks. Furthermore i t  can simulate concurrency within 

coruponents. I t  ptnvides means to incorporate arbitrary computation into the evcnt drivc~l 

model. Tasks are a form of deferred procedure call that allows a hardware event or task to 
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postpone processing. Tasks are posted to a queue. As tasks are processed. interrupts can 

trigger hardwal-e cvents that preempt tasks. When tlic task qucuc is emply. 111c syslctn 

goes into a slccp state until the next intcrrupl. Ifll~is intcrr~~pl qucucs a task, 'I'inyOS 1 ~ 1 1 .  

it olT the queue and runs  i t .  If nut. i l  rclurns to slccp. Tasks arc a~omic wit11 rcspcc~ 10 

each otlier. 

a) Compunents 

There are two types of components, Modules and Conligurations. Modules implement the 

application behavior while configurations wire the components together. A component 

does not care if another component is a module or configuration and a coniponent may he 

composed of other components 

A named component encapsulates some lised-size state and a nu~nbcr of td.s. 

Coniponents interact with each otlier strictly via function call interfaces, which arc related 

groups of con~mands and events. The set of interfaces a component uses and providcs 

define its external namespace. 

b)  Comrrt:~nds 

Corr~niands typically reprcscn! roqucs~s to initiate some action. Commands Ilo\v 

do~vnwards and the control is returncd to caller. 'flicy arc non-blocking rcqucsts niaclc t o  

lower level componenls. Typically, a couunand will dcposit rcqucst paralnctcrs into its 

frame and conditionally post a task for later execution. I t  n ~ a y  also invoke 1wvc.r 

commands. but it  must not wait for long or indeterminate latency actions to take place. A 

command must provide feedback to its caller by relurning status indicating wl~ctl~cr it was 

successful or not. 

c )  Events 

Events flow upwards and the control is returned to tiit signaler. Events cnu call 

commands but not vice versa. Evc~its rcprcscnt the coniplc~ion of a request or s o r ~ ~ c l l ~ i ~ ~ g  

triggcrcd by tlie cnvironmcnt. c.g., message rcception. Dot11 csplicitly return crnl, 

conditions. sucll as tlic inability to scrvicc thc rcqucst. A spccific s c ~  ol'cvcnls XI-c hou11i1 

to hardware interrupts. A programmer assembles an applicalion by spccilj'ing a scl ol' 

components and "wiring" their interfaces togctlicr. 
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d) Interkwes 

Interli~ce is like a header lilc that dclincs Al'ls using which components will intclxcr. 1 1  

specilics the lilnctic~nality to the outside world. Interlices tell tile outside \vorld illat \\hat 

type of commands u n  be called and what type of handling is needed lhr events. 

Interfaces are bidirectional. They specify a rnulti-function iliteraction channel hct\vccn 

two components, the provider and the user. 'l'lle interface specifics a set ol' ~ ~ a n l c d  

functions, called conimands, to be irnplenlented by the interface's provider and a set ol' 

named functions, called events, to be iniplen~ented by the interface's user. 

2.4 NesC 

NesC is an extension to C designed to embody the structuring concepts and esccution 

model of TinyOS. The basic concepts behind nesC arc: 

1. Components are wired to form whole programs. Components deline two scopes. 

one for their specification (containing the names of their interface instances) and one l i~ r  

their implementation. Threads of control may pass into a component tllrougll its 

interfaces. These threads exist either in a task or n llardware interrupt. 

7. Interfaces may be providcd or used by l l~c  cornpollen(. The provided inrcrli~c~s x c  

intended to represent the functionality that t l ~ c  component provides to its user: tllc used 

inlerfilccs represent tllc functionalily the component needs 1 0  pcrli)r-111 its job. 

3. Interlaces are bidirectional; they specilj a set of lunctions to be in~plenw~tcd by 

the interface's provider (commands) and a set to be implemented by rhe interhce's user 

(events). All lcngthy commands in TinyOS are non-blocking and their completion is 

signaled through an cvent. 

4. Components are statically linked to each other via their interfaces. ' I  his increases 

runtime efficiency, encourages robust design, and allows for better static analysis of 

programs. 

5. nesC is designed under the especta~ion that code will be generated hy nliolc- 

program colnpilers. This allows for bcltcr code generation and analysis 1.1 71. 
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2.41 Nesc interfaces and cvn~pvnerrts 

NesC specify a multi-function interaction cliauriel bctween two components. the provider 

and the user. The interface specifies a set of named functions. called con~mands. to be 

implemented by the interface's provider and a set of named functions, called events, to be 

iniplemented by tlie interface's user. lnterljces are specified by interface types and in 

following manner: 

I~rferfice idcntilier (declaration-list) 

This identifier has global scope and belongs to a separate namespace, tlie cutnponcnt ;il~d 

interface type namespace. This declaration-list must consist of liinction dccl~iratiur~s t\ i l l i  

the command or event storage class [I 7). 

b) Component specification 

A nesC component is either a module or a cor~figuration. 

nesC-file: 

includes-list of' module 

inclutlcs-list of conligutntion 

rnodule: 

trrurlrrle identifier specification module-i~nple~ncntatio~i 

configuration: 

corrfigrrrntiorr identifier specification configurarion-inlple111e11IilIi01i 

Component's names are specified by the identifier. 'The specification lists (lie 

specification elements (interface instances. conmands or evcrits) used or provided by this 

component. A coniponeut must implenlenl the cornniands of its providcd interl'xcs and 

the evcnls ofils used intcrFaccs. 

Each specilicalion ele~ncnt has ;I name (interlhcc instance name, co~nmand name or event 

name). 

l'liese names belong to the variable namespace oftlie per-compo~ient-specilicatio~~ scope. 

specification: 
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{ uses-provides-list 1 
uses-provides-l ist: 

uscs-providcs 

uses-provides-list uscs-providcs 

uses-provides: 

uses specificalio~~-elen~e~~t-list 

provides specification-element-list 

specification-element-list: 

specification-element 

{ specification-elements } 

specification-elements: 

specification-element 

spccificalior~-elements specification-clement 

Modules in~plement a component specification with C code: 

n~odule-implen~entation: 

irt1plerf1errt111iorr { translation-unit ) 

where translation-unit is a list of C declarations and definitions. The top-lc\cl 

declarations of the module's translalion-unit belong to the module's coniponcnt 

implementation scope. These declarations have indefinite extent and can be: any stantlard 

C declaration or definition, a task declaration or definition, a colnn~ands or event 

implementation [l7]. 

A task is an independent locus of control dcfincd by a function of storage class task 

returning void and with no arguments: 

Imk void myTask() ( ... ] 

A task can also have a forward declaration. c.g., task void myTask (). Tasks arc postcd by 

prefixing a call to the task with pos~,  e.g., post myTask(). Post returns in~medialcly: its 

return value is 1 if the task was successfully posted for indcpeudent execution. 0 

othenvise. The type of a post expression is unsigned char (171. 
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e) Atomic statc~nents 

Atomic statement guarantee tliat the statement is exccutcd "as-il" no otller C O I I I ~ L I I ~ \ ~ O I ~  

occurred silnul1aneously. I t  is used ro implc~~icnt mutual exclusion. li)r updates to 

concurrent data structures. ctc. Atomic sections should be short; to help incct this 

requirement, nesC forbids calling conmands or signaling events inside atomic statements. 

The followi~~g constructions are also forbidden inside atomic: goto, return. brec~l;. 

continue, case. default and labels [17]. 

atomic-stmt: 

~Iomic statement 

f) Cor~figurations 

Configurations i~nplemcnt a component specification by connecting, or wiring. togcthcr n 

collection of other components: 

configuration-in~plerno~tatio~~: 

implementation ( component-list connection-list ) 

The con~ponent-list lists the conlponents that are used to build this conliguratio~~: t l~c 

connection-list spccilics how tl~csc colnponents are wired to each othcr and 10 r h  

configuration's specification. 

'I.lie component-list spccilics the co~t~poncnts c~scd to build this conligurntion. 'l'l~csc 

components can be optionally renamed within the conliguration. Wiring is used to 

connect specification elements (interfaces. commands, events) together. 

connection: 

endpoint =endpoint 

endpoint -> endpoint 

endpoint <- endpoint 

endpoint: 

identifier-path 

identifier-path [ argument-expression-list ] 

identifier-path: 

identifier 
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Wiring statements connect two endpoints. The identifier-path of an endpoint specilies a 

specification clement. 'She argument-expression-list optionally spccilics interli~cc 

parameter values. Wiring is attaching two components together and specilj'ing lllc 

interFtcc using wliicl~ they will cxel~ange inlorn~ation [17]. 

For example, 

The arrow dircction indicates the command calling and event signalling llo\v. Ilel-c 

BadgeM will call commands on LedsC and LedsC will signal events to BadgeM. 

g) Cornn~ents  

nesC allows I! comments in C, interrace type and component files. 

Figure 2-8 specifies the compilation pliasc of  the nesc application. 'I he application is 

compiled in following steps. 

NesC conlpiler first converts the application into a c file (3pp.c. present i n  build directol-y 

ofeach application). TinyOS kernel written in C lin~gt~agc. wliile I'inyOS lihrarics rv1ittc11 

in nesC also; act as an input in nesC conlpiler. All cornnx~nds and events arc replaced 

with function. Code for clock interrupt scrviec I-outine is generated. C lilc is cunlpilcd 

into an e x  format. avr-ohjcopy application convcrts i t  into a llash ~ ~ ~ I ~ I - I I I I I I I I ~ I ~  (ilr~nat 

~ 7 1 .  

TiuyOS Kernel (C) 
TinvOS Lib (11esC) 

Application (nesC) 
Compiler TinvOS ICI 
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Chapter 2 Basic Corrcqv 

2.4.3. Concurrency Model 

'finyOS cxccutcs only onc 111-ogra1n consisting of sclcctcd systeni conrpo~renls and cus lm 

co~uponcnts ncedcd Tor ;i single application. Tlrcrc are two threads of cxccutio~i: lashs and 

hardware event handlers. Tasks are functions whose execution is deferred. Once 

drC e\'eIII scheduled, they run to completion and do not preempt one another. Ilardw 

handlers are executed in response to a hardware interrupt and also run to completion. hut 

may preempt the execution of a task or other hardware event handler. Commands and 

events that are executed as part of a hardware event handler must be declared with the 

nsyrrc keyword. Because tasks and hardware event handlers may be preempted by other- 

asynchronous code, nesC programs are susceptible to certain.racc conditions. Races arc 

avoided either by accessing shared data exclusively within tasks. or by having all acccsses 

within atomic statements. The nesC compilcr reports potential data raws to the 

progranmer at compile-time. I t  is possible the conipilcr may report a false positi~c. In 

this case a variable can be declared with the rrurcrce keyword. The nurrrce kry\vonl 

should be used with extreme caution (171. 

2.5 TOSSIM 

2.5.1 TOSSlM Arcllitecture 

The TOSSIM architecture is composed of live parts: support lor compili~~g 'I'inyOS 

component graphs inla the sini~~l;rtinn inliadruclurc; a ~iiscrelc event queuc: n small 

nun~ber of re-implemented TinyOS hardware :~bstraction components; ~nechanis~ns for 

extensible radio and ADC models; and conlmunicatio~~ scrvices for external programs to 

interact with a simulation [ I  81. Figure 2-9 s l r o ~ s  a complcle architccturc of'l'OSSIbI. 
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Camrntmlcatlon 
Services 

...*... 

......* 

Figure 2-9 TOSSlM Arcl~iteclure 

TOSSIM takes advantage of TiriyOS structure and whole system compilation to genelxle 

discrete-event simulations directly from TinyOS component graphs. I t  runs the same codc 

that runs on sensor nctwork hardware. Uy replacing a few low-level contponcrils. 

TOSSIM translates hardware interrupts into discrete simulator events; the simulator ever? 

queue delivers the interrupts that drive the execution of a TinyOS application. The 

remainder of TinyOS code runs unchanged. The simulator engine providcs a set of 

communication services for interacting with exier~ial applications. These services allow 

programs to connect to TOSSIM over a TCI' socket to monitor or actuate a running 

simulation. Details of the ADC and radio models, such as readings and loss ratcs. can be 

both queried and set. Programs can also receive higher level infonilation, such as packet 

transmissions and receptions or application-level events. As i t  is a discrete event 

simulation. users can set debugger breakpoints and step through wliat is norrnally rea-  

time code (such as packet reception) without disrupting operation. I t  also proviclcs 

mechanisnis for other programs to interact and niouitor a running simulation; by keeping 

monitoring and interaction external to TOSSIM, the core sitnulator engine remains very 

simple and etXcient[lS]. TOSSIM compiles directly from TinyOS code. Built with make 

pc, the simulation runs natively on a desktop or laptop. TOSSIM can siniulatc thousands 

of nodes sin~ultaneously. Every mote in a simulation runs the same TinyOS program [101. 

I t  provides run-time configurable debugging output, allowing a user to examine the 

execution of an application frorn different perspectives without needing to rcconlpile. 

TinyViz is a Java-based GUI that allows you to visualize and control the simulation as i t  
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runs, inspecting debug messages. radio and UART packets, and so ibrtl~. 'l'he sirnulalion 

providcs sevcral mcchanisnis for interacting with the network; pachct traflic can he 

nlonitorcd, packcts can bc shticolly or dynamically injccted into tlic nctwork [ll)l. 

2.5.2. lluilding and Hunning a11 Applic:~tior~ 

TOSSIM is cornpiled by lyping makc pc in an application directory. In nddilio~~ 10 th. 

expected TinyOS components, a few simulator-specific files arc compiled. '1-OSSIRI 

version of the application is build with make yc. The TOSSIM executable is 

buildlpc1111ai11.exe. build/pc/main.exe --help can be used to see a brief sunlniary of its 

command-line usage. TOSSIM has a single required paranieter, the number of nodes to 

simulate. By default, TOSSIM prints out all debugging information [IY]. Four I>IJG 

modes are reserved for application components and debugging use: usrl. usr?. usr3. ant1 

temp. I n  TinyOS code, dcbug mcssagc conimands liave this syntax: 

dbg(<modc>. const cliar* format, ...); 

2.6 Power TOSSIM 

Simulation environments. such as ns2 [20j, 'I'OSSIM [ 181 ctc, providc varying dcgrccs of 

scalability. realism, and detail for understanding ~11c bclmvior ofsensor networks. '1.1) claw. 

howevcr. none ofthesc tools liavc considcrcd unc of thc most impol.lant aspects ~ I ~ S ~ I I S O I -  

application design: that of power consuniption. While simple approsirnations of ovcrall 

power usage can be derived liom estimates oC node duty cycle and communication ratcs. 

these techniques oftcn fail to capturc the detailed. low-level encrgy requircmcnts oftlie 

CPU, radio, sensors, and other pcriplierals[3]. 

Power I'OSSIM is based on 'I'OSSIM. It is a scalable siniulation environmc~~t \vliicli 

provides accurate estimation of power consun~ption by each node in wireless scnsor 

network. In PowerTOSSIM, TinyOS components corresponding to specific li:ird\\-arc 

peripherals (such as the radio, EEPKOM, LEDs, a d  so forth) are instru~nenlcd lo ob~;~in 

a trace of cadi dcvicc's aclivity during thc siniulation run. 1'owc.il'OSSIbl runs 

applications as a native executable to scale up to large numbcrs of sensor nodcs :uid docs 

not directly simulatc each node's CI'U at the instruction Icvel. 

I'owcrTOSSIM tracks the power state of cacli hardware componcnt of tlic siniul:~tcd 

motes by gcncratlng spccilic powcr statc transition messages that are logged during ~IIL. 
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simulation run. This is accomplished by instrumenting the TOSSlM si~nulated hard\\.are 

components with calls to a new component, PowcrState. which tracks h;~rtlware po\vcr 

states for each motc and logs !hem to a lile during the run. CI'U proliling is acco~nplishcd 

by mapping the basic blocks exccuted by the simulation codc to cycle counrs i n  tllc 

corresponding mote binary. I I e  power state data generated by Power'fOSSII~l cm he 

combined with a powcr model to determine per-more andpx-component energy usage. 

2.6.1. Cliaracteristics of I'owerTOSSlhI 

Efficiency and flexibility are inlportant characteristics of PowerTOSSIM which will be 

discussed in following section. 

a) Efficiency: I'owerl'OSSIM inherits from TOSSIM very high efliciency i n  

simulating large networks that scale to thousa~rds of nodes. To preserve this el7icicncy. i r  

is important to avoid introducing high overheads into the simulation itself. Logging 

hardware state transition messages at runtin~e introduces very low overheid Likewise. 

allowing the sinlulation to run as a native binary avoids the overhead of instruction-level 

simulation [3]. 

b) Flexibility: I'owcrTOSSIM providcs a high degree o r  flcsibility for capturing and 

modeling the power state of thc motc. With the dccoupled design i t  is possible to evaluate 

the powcr clliciency of potcntial llardwarc designs only by plugging a new powcr nlodcl 

into the a~lalysis tools; the simulation itself nccd not bc re-cxccutcd. 

The following subsections and figure 2-10 present the dcsign of each part of the 

PowerTOSSIM architecture in dehil [3]. 
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2.6.2. Architecture Details 

Figure 2-10 PowerTOSSIM Architecture 

PowerTOSSIM leverages this design by instrumenting each of the simulated hardware 

drivers with power state transition messages that are logged during the simulation. This is 

accomplished by adding calls from each hardware driver to a new module. callcd 

I'owerState, which emits log messages when the Powerstate of each l~ardwl~rc tlcvicc 

changes [3]. 

CI'U profiling is achieved in following manner. I1owerTOSSIM binary is instrumented to 

obtain an execution count for each basic block executed by the simulated CI'U. Then each 

basic block is mapped to its corresponding assembly instructions in the AVR binary. As a 

next step, the number of CPU cycles for each basic block using simple instl-uction 

analysis is determined and in the end the siniulation basic block execution counts are 

combined with their corresponding cycle counts to ohain the total CI'U cycle c o u ~ ~ (  I'or 

each simulated mote. At the end of the simulation run, PowerTOSSIM logs basic block 

execution counters that are processed offline in the steps mentioned above to obtain CI'IJ 

cycle count totals. 
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3. Literature Survey 

Followir~g section includcs tlic literature survcy ill three aspccts. First scction dcscribcs 

the litcraturc survey I-cgarding tlic posilior~ bascd routing in mobile ad hoe nctworks while 

section two dcscribcs the work rclatcd to cncrgy efficient routing ill MANE'TS. Thc last 

section describes the work associated with the simulating tools providcd for t l~c  sensor or 

mobile ad hoc networks. 

3.1. Position Based Routing in Mobile Ad l ~ o c  Networks 

There may be two divisions of ad lloc nchvorks. One is static ad hoc network and other is 

mobile ad hoe networks. In static ad hoe nct\vork, the position of thc nodc in t l ~ c  r~ciwork 

nlay not change once it has entered in the network whilc in the mobilc ad hoc uct\vo~-k. 

h e  11odc position will change li-cqucntly. The topology o r  this typc of nctwork will kecp 

on fluctuating thcrcby resulting in routing challenges. Thcrc cxist diffcrcnt approaches in 

routing. One is topology bascd roulirig and otl~cr is position bascd routing. In ropulugv 

bused routing packets are fonvarded on the basis of the links existing bctwccr~ thc nodes 

in the network where as in positior~ bused ru~rting , physical position of the nodes is 

available cilhcr through GPS or through otllcr mcans. Packet Convardi~~g takes place by 

knowing t l ~ c  physical loca t io~~  of the sourcc and the destination bcsidc otl~cr additional 

inl'orn~ation. Topology bascd routing can bc furll~cr divided into 1111-cc SCIICIIICS i.e. 

I'roactivc, Rcactivc and I lybrid. I'roactivc algoritl~ms inaintai~~ the ~ r c c ~ r d  ol.tI~c :~mil;ibIc 

paths even if they arc not active in thc network. Rcactivc algoril l~~ns ouly ~ n n i n t a i ~ ~  the 

record of the network paths that arc currently being used lrcnce climinating thc 

um~cccssary burden o f  tllc resources. Ilybrid algorithms arc a~ualgam of local proxtivc 

routing and global rcactivc routing. 111 the following, we give the study of rcrv i-csc;tn.l~ 

papers of the position based routing algorithms. 

3.1.1. A Survey on Position Based Routiug in hlobile Ad lioc Networks 

Martin ct al., [J] prescntcd ill this paper an overview of ad hoe routing protocol that makc 

forwardirrg dccision bascd on the geographical location. Authors concludc t11;1t Ibr 

fonvarding thc packet, bcsidc source positio~l, destination position and thc position 01' 

one- hop neighbor is required. As a result of this position bascd routing pcrfo~ins \vcll 

when the topology is changing dynamically. Beside position bascd fonvarding stratcgies, 

authors have discussed location scrviccs stratcgies. 
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Figure 2-1: Building blocks and criteria for classification 

Considering the combinations of the location services mentioned i n  Figure XYZ. authors 

have discussed four location services namely distance routing effect algoritlnn, quorum 

based location service, home zone and grid location service. Under the umbrella of 

forwarding strategies three approaches have becn discussed where each approach 

discusses the routing protocols falling in that strategy. For example. in restrictnl 

directional flooding approach, DREAM (Distance Routing Effect Algorithm Sor Mobility) 

and LAK (Location Aided Routing) have been discussed. Paper compares tlie ubovc 

mentioned location services under time, connnunication and implen~cntalion complexity. 

Furthermore, forwarding strategies were compared under the evaluation criteria of 

comn~unication and i~nplementation complexity, robustness etc. DREAM and LAK have 

communication coniplexity of 0 (11) and does not scale to a large network for high data 

transmission. Both approaches perform wcll against the failure of tlie individual nodes 

and posi t io~~ inaccuracy while implementation of both the algoritlnn is simplc. Grccdy. 

terminodes and grid have communication complesity of 0 (dn) and tlicir irnplun~cntn~ion 

is medium, high and high respectively. 

3.1.2. Position-Based Multicast Houting for hlobile Ad-lloc Networks 

Widmer et al., [5] presented a new protocol known as position based multicast routing 

protocol (PBM). It is a multicast protocol where the forwarding node forwards the 

packets on the basis of the position of the destination and its own neighbors to detcrniine 

the positton of the destination. It is ad~ptation of position based unicast routing protocols 

such as ihcc-2 and GI'SR (Grccdy I'crinleter Statclcss Ilouting) to mullicasl  outing. 

Authors claim that both, trcc- and mesh-bascd ~nulticast routing protocols. nced to 

nlaintain state information about thc distribution structure whcrcas in position-bascd 

tnulticast (PBM) does neither require the maintenance of state about a distribution 

structure nor does it resort to flooding of the data packets. Instead each node that forwards 

a multicast packet autonomously determines the neighbors that it should forward thc 
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packet to. This decision is based on inforniation about the position of the destination 

nodes, the position of the ibrwarding node, and the position of the forwnrdi~~g no&'.: 

neighbors. Without thc use of dcdicatcd simulation cnviron~ncnt. autl~ors l~avc sclcctcd 

C++ as a tool Lbr siniulation as they claim hak Iargc numbcr of nodes. large nun~hcr of 

simulation runs or large area cannot be simulated on ns-2 or GloMoSim. Multiple node 

densities were simulated for three types of areas sniall, medium and large. Results 

showed that delivery rate of packets was successful fro static network while for dynamic 

network, due to routing loops, packets may drop. PBM is very well suited for highly 

dynamic networks without resorting to flooding of the data packets. In addition the rule 

for splitting a n~ulticast packet includes a parameter 1 that may be used to adapt the 

algoritluii to different application scenarios by controlling the tradeoff between latency 

and bandwidth. 

3.2. Power Aware Routing Protocols for MANETS 

A key technical challenge in designing protocols for the ad hoc networks has bcen energy 

savage. Energy is a valuable source in a network where the nodes consumes ample 

amount of energy while on the other hand battery life is limited. Power dissipation of the 

network is directly proportional to the power consumption at different entities of thc 

network. Therefore there is a need for developing power aware schemes at diffeluit 

layers of the networks. A number of routing algorilhms have bcen proposed so lilr. I hc 

literature survcyed for the proposed power aware routing protocols is as follows: 

3.2.1. Probabilistic Geographic Routing I'rotocol for Ad bloc and Sensor Networks 

Tanya et a]., [6]  presented a novel power aware routing algorithm for wireless ad hoc 

and sensor networks. For probabilistically forwarding the packet to the next hop, the 

protocol uses local information. A set of candidate nodes were selected for forwarding 

and then assigned a probability proportional to their residual energy and the link 

reliability. Using the residual energy in the cost function ensures that nodes with niorc 

reliable links are not drained out of energy too quickly. 'fhis will in turn increasc tllc 

lifetime of the network. I'GR locally mininiizcs the retransmissions which rcsults in  

energy saving. Authors have compared the performance of the proposed protocol (['GI() 

and GPSR on NS-2 and concluded that PGR itliproves the throughput by 40% increases 

the life time of the network by 30% and drcreases the overall end to end delay 
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3.2.2. A S i ~ n u l a t i o ~ ~  Study of all Energy Efficient Routing I'rotocc~l fiw Rlol~ile Acl 

Iloc Networks 

Xiaojia~tg, [ I ]  proposcd a novcl cnergy erlicicnt protocol for dcnsc networks namcd as 

Energy Efficient Cell Relay Routing (EECR). Author have conipared the l?crfoni~ancc of 

EECR with LAR (Location Aided Routing) and througlt simulation provcd t l~al  thc 

protocol has good prrforn~ar~cc and good scalability in  large network. EECR divides the 

entire routing area into the cells and selects that particular nodc with maximum cncrgy in 

the cell and even for the samc source-deshation pair; the participating node from a cell 

may be different for different sessions. This balanccs the energy o f  different nodcs and 

rcduces the cl~ancc of draining out certain nodes too soon, and thus incrcasc thc lifctimc 

of the whole nctwork tl~erby increasing the lifetime of thc network. Simulation results 

showed that routing overhead incrcascs for both the protocol as mobility incrcascs. 

Furthermore the routing overhead dccreascs for both PI-otocols when nodc transmission 

range bccorncs largc. LAR causcs nctwork saturation wl~cn thc traffic loxl is llcavy wllilc 

delay of LAR is low when traffic load is light ad vice versa. 

3.2.3. Power Aware Localized Routing in IVireless Netnorks  

Ivan et al., [XI proposcd tlrat localizcd powcr, cost and powcr-cost cUicic11t routing 

algorithms arc loop rrcc and tllcir cfficicncy was provcd by cxpcri~ncnts. Autllurs dcli~lcil 

a ncw mctric for wirclcss nctworks bascd on ihc remaining cncrgy at t l~c  i~odcs. ' l~liu 

newly dcfincd nictric is hybrid of cost and powcr ~irctric and na~ucd as pvcr -cos t  rnctl-ic 

bascd on thc conibinatiot~s of node's lifctimc and thc distancc bascd powcr inctric. 

Authors havc provcd by thcorcms that localizcd powcr-cost e f l i c ic~~t  routing protocols 

bascd on thc powcr-cost awarc mctric arc loop frcc and cncrgy efficient. A new routing 

sche~nc known as Ncarcsl Closcr (NC) was proposcd. According to (his schc~nc, packct is 

fonvarded to the nearest ncighbor of the destination rather than the source. For largc 

valucs of the squarc size of thc nctwork, NC method is suecrior to GEDIR and DIR sincc 

it simulntcs rc t ra t~s~~~iss ions  i l l  tIlc bcsl possiblc way. 

3.2.4. h1iuiutu111 Energy hlubile IVireless Networks 

Vulkar~ e t  al., [9] dcscribcd a distributed position-bascd nctwork protocol optimized I'or 

minimum cncrgy consumption in mobile wirclcss nctworks tllat support pccr-to-pccr 
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communications. This network protocol reconfigures the links dynamically as nodes 

move around, and its operation does not depend on the number of nodes in the system. I t  

was assumed that each mobile node have a portable set with transmission, reception. and 

processing capabilities. Besides this, each 11as a low-power global positioning system 

(GPS) receiver on board, which provides position information. A local optimization 

procedure that finds the minimum energy links and dynamically updates them was 

proposed. The protocol was self-reconfiguring in mobile scenarios. In peer to peer 

communications each nodes acts as an inforn~ation sender and information receiver so a 

strong connectivity must be provided by the protocol. Second focus was on the design of 

a self-reconfiguring protocol that consumes least amount of energy. Authors Iia\t 

considered one of the nodes as an information sink node and termed it as master-site. 

Authors claimed that a protocol that solves the mininlum energy problem with a single 

master-site simultaneously solves the general peer-to- peer communications probletn 

because each node can independently be taken as a master-site, and the optimal 

topologies can be superimposed. Paper included the simulation of a stationary network 

and a mobile network. Results of static network showed that as the number of nodes 

grows larger, the average power decreases toward its asymptote while for mobile network 

the average power consumption per node was significantly low. 

3.2.5. A Locatiun-aided l'ower Aware llouting I'rotucol in Mobile Ad lluc 
Nehvorks 

Yuan et al., [lo] proposed a location-aided power-aware routing (LAPAIZ) protocol that 

dynamically makes local routing decisions so that a near-optimal power-efficient end-to- 

end route is formed for forwarding data packets. In this protocol basically a relay region. 

on the basis of neighbor's position, was constructed by a forwarding node and packet is 

forwarded to the node whose relay region covers the destination. Greedy decision is made 

if there is more than o t ~ c  node which covers the destination in their relay region. A~rthors 

proposed an alternative backup algorithm where the greedy algorithm fails to discover a 

power eficient route. Algorithm made local decisions based on the geographical location 

of the neighboring nodes and considered only unidirectional links. Authors simulated thc 

LAPAR algorithn~ for stationary environment and the nodes were uniforn~ly distributed 

over a square region of 400m on each side. Results proved that as the number of nodes 

deployed in this region increased, the density and connectivity increased. The success rate 

increased accordingly. Furthermore authors compared the power consumption of LAPAR 
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with GPSR and the results showed that LAPAR consumes less power as compared to 

GPSR. Results of LAPAR's energy consunlption levels with node mobility showed that 

the average powcr consumption pcr unit  tlislancc wc~s signilicanlly lower atid t l ~ c  mol io~~  

of nodes docs not significantly al'rect the powcr consumption. 

3.3. Wire less  S e n s o r  Nehvorl ts  and Mobile Ad h o c  Ne twor l t s  

S i m u l a t o r s  

The goal for any simulator is to accurately model and predict the behavior of a real \rrorld 

environment. In sensor and tt~obile networks i t  is very difficult to buy the hardware and 

physically implement the proposed protocol .Similarly testing the protocol in desired 

environment is a tedious and time consuming task thereby sirnulation based lcsting is a 

wise step to follow. A number of published papers proved their ideas and conccpts 

(hrough simulations. Simulation provides advantages that include lotrer cost. case of 

implementation, time saving, practicality of implementing large scale nctwo~hs etc. 

Following is a literature survey in this regard. 

3.3.1. A Suwey of Simulation in Sensor Networks 

Curren, [ I  I ]  presented the paper which aids the devcloper in selection of specilic 

simulation tools. Author has listed simulators and emulators for wircless sensor networks 

and Mobile ad hoc networks and provided the developer with thc advanlugc and 

disadvantqyx ol'each. Autllor claims thal selection ol'tool dcpcnds upon the C L I V ~ ~ O I I ~ I C I I I  

for which it has to be used. Paper includes thirteen different simulators (ns-2. 'I'OSSIh~I. 

Emstar, CloMoSim, OI'NET etcl deoending on their lkaturcs. their publishing I-csulls and 

popularity. Author proposed to select tlie simulator or emulator as desired and if 

developer decides lo build a sinlulator or emulator he may Lbllow bottom up or  top doun 

approach. Paper has two purposes. First, by knowing the strengths and weaknesses of a 

number of different simulators were valuable bc~ause it allows users to select tlic one 

most appropriate for tlicir testing. Second, the developers of new sin~ulators werc \wll 

served knowing what has worked i r ~  prcvious simulators and what has not. 

3.3.2. Iteal-World Experiences with an Interactive Ad tloc Sensor Nehrurk 

Mark et al., [I21 described a practical application of DSDV on TinyOS. Variants of 

DSDV were straight DSDV, DSDV will1 asymmetric link detection, DSDV with link 
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quality monitoring arc stt~tlicd. l~cchniqucs for rcducing packet loss, quality-basctl 

routing, passivc acknowlcdgnicnt. at link and nchvork laycr, wcrc cxplorcd it1 this papel-. 

llcsults o f  24 and 48 nodc cxpcrin~enls showcd that both the qtrality-based routing and 

asyninictric link dctcction bccomc less crfcclivc at rcducing lhc packct loss ralc as llic 

size of the nctwork incrcascs. 

3.4. Probler~~ Statement 

In thc broadcasting task, a message originated from a source nodc needs to bc forwarded 

to all the other nodes in the nctwork. Solutions arc globalized, meaning that each node 

needs global network infornialion. Mobilily of nodcs or changes may cause global 

changcs. I'hcrcforc topology changes 111us1 be propagated throughout t l~c  nctwork for any 

globalized solution. This niny rcsult in cxlrclnc and c~nacccplablc cuniniunication 

ovcrllcad for ad-hoc nclworks. 'Tl~crclim, Juc to limited resources of inobilc nodcs, i t  is 

idcal that cacli nodc sliould dccitlc on its own behavior based only on llic inful-mation of 

its one or two neighbors and dislanccs to il~cm. Such routing protocols likc Localiol~ 

Aided Routing Protocol reduces the scarch space and call cfficicntly savc thc nun~bcr of 

packets scnl by lhc nodc. As a result of  this, less cncrgy will bc consui~~ctl by thc'nodc 

whilc floodirig lhc roulc I-cqucst nicssagcs. Directional floodiug will liclp in powel- s;rv;igc 

as cncrgy dcplctio~i is crilical faclor io thc lilctinic ot'thc node in thc ~~clwol-k, for 111obilc 

wirclcss nctwork. Conscrving power and carcli~lly sharing tlic cost of routing packcts will 

ensurc that nodc and nclwork lifc arc ~IICI-cased. l'hc nclwdrk liklinrc can be masinii/cd 

only by incorporating cncrgy awarcncss into cvery stage of wirclcss scnsor I I C ~ \ V O I ~  

design MANET routing protocols proposcd in early stage do I I U ~  considcrcd cncl-gy 

savagc as a major conccm. Later on, fcw I-cscarclicrs intl-oduccd power aware ii~ctrics like 

encrgy cunsunicd pcr pxkc t ,  total clicrgy ofscnl and rcccivcd packcts clc but tllcrc csisls 

no comparison between localized and non localizcd algorithnis spccifically on a 

simulation tool spccifically designcd for mobilc ad hoc nctworks which can si~nulatc 

large number of  nodcs and calc~~lalcs cncrgy consu~nption pcr nodc. Siniulalors likc ns? 

and otlicrs may catcr rhc energy consu~nplion hut cihcr thc sitnnlatio~~ look arc not 

suitablc for scalable nctworks or do nol calculotc t l~c  cncl-gy cco~isiiiiiptioti at grass root 

level. 
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As discussed in the p~r)hlcni statcmcllt in scctiu~l 3.4. bwadcasting the nicssagcs i l l  until-c 

network causes a number of disadva~ltages. It i~~clutlcs wastage of resources, lack of 

energy conservation, downlhll in the lifetime of the network, inefficient bandwidth 

utilization, unnecessary storage and mait~tenance of large routing tables etc, therefore 

there is a dire need for such routing schemes that minimizes the number of packets sent 

and received and hence can prevent from all sort of disadvantages wl~ich broadcasting 

have. 111 context to this, localized routing protocol provides the best solution which 

implements directional tlooding lience li~niting the network search space and eflicicntly 

utilizing tlie network resources. Therefore we have selected tlie localized routin8 protocol 

and have conlparcd Ihc perfoonance with a non localized routing protocol. Selcctctl 

protocols were Location Aided Routing protocol and Destination Sequenced Distance 

Vector Routing Protocol. 

Location Aided Routing Protocol is selected due to the fact that it is tlie first basic routing 

protocol proposed i n  the categol-y of geographical location I-outing protocols. Otl~ur 

location based routing protocol wcrc based on LAIC 01- I~ave o111cr 11ovc1 idcas. Ikauty c ~ f  

LAll lies i n  the fact that local co~npulalion takes place and node only has IO k~iu\v 1111c.c. 

par-arllclcrs Illat is its own location. dcbti~~a!io~i locat io~~ a d  t l ~ c  i~cighhur Iucatiun. A:. 

advancc~ncnt i n  ha]-dwrrc icch~~ology is also taking place so it is 11ot dil'licult to caplurc 

tlie physical location of tlie nodes i n  the network like GPS and others. After capful-ing the 

location information of the nodes and calculating request and expected zones as tliscussctl 

in Scction 2.1.2, there are two LAR sclicnies. Initially in our research work, wvc huvc 

implemented the LAR schc111c I. The basis ;dgorithnl is already discussed i n  scctioa 

2.1.2.4. In this scheme source node only has to h o w  tlic average speed wilh wliich the 

destination node is moving and the coordinates of destination, its own and the neigllbor 

node. Depending on tlie cxpcctcd zone and request zone, sourcc nude floods tllc message 

to the neighboring nodes. The ~iodes in the expcc~cd zone [orward the routc ~requcst sent 

by sourcc and other discards it. Eventually the message Sollows t l~c  p;~th which dircc~s 

towards the destination node. As a result the destination i~otlc sends the route ireply to 

source node which contains the coordinates of destination nodt-s besides othcl- relevant 

information. 
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Destination Sequeuced Distance Vector is the second selected protocol rvl~ich falls i l l  lllc 

category of non localized routing algorithm and licnce information about all nodes a d  

edges is required. Basic working o f  DSDV is already discussed in section 2.2. I t  is also n 

proactive routing protocol so periodic knowledge of active nodes status is also 

mandatory. Overhead of maintaining routes to each destination is also involved in case of 

DSDV. While implementing the protocol, maximum number of hops was selected to be 

127 and it supports sending data to only one DSDV destination. 8 bit sequence number 

for transmitted route announcements was generated. 

Besides establishing correct and efficient route to the destination, an important goal or the 

routing protocol is to mainlain the nctwo~k life for grcater timc intcrv;~l. A s  tliscusscil in 

section 1.3 and 3.4, this goal can be achieved if the mobile node's energy can be saved 

not only when it is activc but also ~ I I C I I  i t  is inactivc. In W i d e s s  scnsor nctwo~-k, data is 

mostly sunk into a ceutral node or the base station. Ilcnce we can say ~II;I(  sink nodes acts 

as a data aggrcgator and sllouldcrs maximum of the workload. Thcrcforc i t  is w r y  

important to minimize the power consumed by the sink node because if the siuk node will 

crash, entire network will die out. Realizing the importance and dependcncy of sink node 

on entire network, we have considered the performance and evaluatio~~ o f  sink wde .  For 

both protocols i.c. LAIC and DSDV, we Iiavc takcn the values and leadings l i ~ r  thc sink 

node especially. 

As discussed carlicr tlicrc at-c uumbcr of sensor nctwork sin~ulatoc-s rvl~ich providc 

different set o f  services. As our majn focus is on power savage.we will just consider the 

sirnulators which provide some sort of services for power calculations. Sonic of the 

farnous simulators do not cater the power calculations inherently. Somc incorporate 

power usage but do not appear to be validated against actual i~ardwarc applications. 

PowerTOSSIM is the only si~nulation tool for the TinyOS applications which performs 

well for scalable nctwork and gives an accurate per node power estiniation. 

PowerTOSSIM includes a detailed model of hardware energy consumption bascd OII tllc 

tvlica2 scnsor uode placfornl. I I I  fJowerTOSSlhl. TillyOS components col-responding to 

spccilic hardware pcriphcrals like t l ~ c  radio, EEPKOM, I,EL)s, CPU. A D C  and Scnsor a c  

instru~iientcd to obtain a trace of cach device's activity during the siniulation run. To thc 

best of our knowlcdgc, there cxists no comparison bctwec~l t l~c  local zctl a d  I I ~ I I  

localized r o u h g  algorith~n using TinyOS as an opcraling systcm and I'uwc1~TOSSlh4 as a 
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simulation tool. DSDV is one of the iti~plemcnted proactive protocols in TinyOS but 

pcrformat~cc ol' t~odes was licvcr cvaluatcd bcfow using I'owct'I'OSSlhl. Wc I I ; I V C  

iniplemcntcd fol- tlic first time, a localized routing protocol i.c. Localiori Aided Ilouling 

Protocol a d  tlicn colnpnred its pcrfonnance with DSDV usiug I'owerTOSSlhl as a 

sitnulation tool. 
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Chapter 5 

Implementation 



This chapter will list all tlie components and intcrfaccs used by the two ;ipplications. One 

is Iarl-0.4 and other is DSDV. Before discussing tlie details of components ilnd 

interfaces, it is important to tell the method of reading and analyzing thc component 

graphs which will be listed for the specific application. 

Figure 5-1: llclp of Co~iipunenl Graph 

In Figure 5-1, the first part shows the situation when A requires interface I and 11 

provides I. For U~is purpose A and B arc wired together. Second part of thc figu~c 

explains whcn C and D both requirc or both provide J. 'The dil-ection of the arrow 

indicates that thc original wiring is "C = L)". Third part of the figutc sl~ows wllcn 1: 

requires a function f and F p~ovidcs function f. 

5.1. Application # 1: larl-0 

Application # 1 i.e. 1x1-0 has used the conlponcnts at dilferent lcvels. First level is llle 

list of components coming under ihc untbl-ella of thc application. Second list is about the 

platform specific components. In our case it is 1'C and not otlicrs like 1nica2. mica. 'l'hi~d 

list is about he System specific components. Wc will discuss in detail each list ill tlle 

following sections. 

5.1.1. Cumpoocnts used by Application 

This section will include the components graph for the entire applicatiou as well 21s tlie 

component details and their functionalitics. lntcrhcc with tlicir description will also bc 

discussed i n  this section. 
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NoUART, Singlel IopManagcr M, IFluod. IFloodM, larl-Ohl. 

SysTinicM,I'romiscuousCo~~r~nNoUART. Single1 Iophlru~age~; S i~~g tcT in~c~ ;  

Si~~gleTi~ncrM and larl-0 arc the main co~nponer~ts used by the :~pplic;~tion. .Each 

component may have the list of interfaces provided, interfaces rcquircd, Function Index 

and its own Cumpone~~t  Graph. Now we will discuss each component ill detail. 

Required Interfaces 

Major i~~terfaccs rcquircd by application# 1 are: 

'Siuler and Sysl'i~ne to gcnerate syslcm timc twice. 

Send and Receive to send and receive route requests and loute replies. 

StdCuutrul to provide the iuitial and filial control 

Variables 

Three Message RulTcn of type 7'OS-klsg wet-c declared ruid uscd \vllilc two 1ncss;lgc 

pointers of type T'OS-Rlsgl'tr werc also used Structures fur ~~1<-1<1~ec~-i\ lsb: and 

LAR-Rrcply-Rlsg were t le l i~~ed by us according to the algorithm rcquil-ement. Residcs 

all these, number o f  variables was decla~ed to fulfill the protocol ~leeds like: 

uint32-1 ti111eU[i000] 
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Function Index 

command result-t StdControLinit (void) 

This is an initialization command. 

void calRZone(int nodel, int node2) 

This function calculates the request zone as required by LAR scheme I. 

uint8-t sublinkload(T0S-MsgPtr msg, uint8-t **buf) 

It gets the pointer to the TOS-Msg data. 

uint8-t linkIoad(T0S-MsgPtr tosmsg, uint8-t **flood) 

It gets the pointer to the SHop-Msg data. 

uint8 - t larload(T0S-MsgPtr msg, uint8-t **lar) 

It gets the pointer to the Flood-Msg data, i.e., actually the LAR RREQ message. 

void getLARl'tr (1'OS-MsgPtr rrqMsg) 

It gets the pointer to the LAR-RrepMsg. 

task void sendKreq(void) 

This is a task for sending the route request 

task void fnvrdllreq(void) 

This task fonvards the route request. 

task void scndKreply(void) 

This task sends roule reply. 

task void fnvrdRrcply(void) 

This task forwards the route reply. 

command result-t StdCuntrol.st:~rt (void) 

This command starts the necessary controls. 

cotnmand result-t StdControl.stop (void) 

This command stops the necessary controls. 

event result-t Tin~er.fired (void) 

This event fires the timer. 

event TOS-MsgPtr Ilccciveltec~.reccive ('f0S-MsgP~r pMsg, void uinllO_l 

payloadLen) 

This cvcnt reccives event for both ~ u u t c  rcquests and routc rcplics. 
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event TOS-MsgPtr ReceivcRrcply.receive (TOS-MsgPtr pMsg, void *payload. uintlb-t 

payloadLen) 

This cwnt is for an intcrmediatc node. 

even1 result-I Scadllrcq.sendl)onc ('1'0s - Msgl'lr scntDufrcr, boo1 succcss) 

This is a send done cvcnt for sending roule rcqucst. 

event result-t SeudRreply.sendDone (TOS-Msgl'tr sentUufrer, boo1 success) 

This is a send done event for sending route reply. 

void gctLARPtr(T0S-MsgPtr rrqMsg) 

This function gets the pointer lo the LAR-Rreq-Msg. This is a wrapper runction 

over the payload functions. 

c) NoUART 

Provided Inlerk~ccs 

StdControl. Se~~dV:~rLcnl':~cket, IlareSet~dhIsg and i<cceivcklsg are the in:ljor 

interfaces provided by this component. 

Function Index 

Besides nonnal send, major function of  this component is: 

cumnmnd result - t ScndVarLenl'acket.sc~~cl (uint8 - t *packet. ;li~itS-t numllytes) 

Required Interfaces 

result-t sendDone(void) 

Provided Intcrfiiecs 

Major interlhces provided by this componelit are: CommControl, Sc~~dVarLenl'ackct 

SendMsg and lleceivehlsg. 
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Figure -53: COIII~UIICII~ Graph 

Required Interfaces 

Major interfaces required by this component are: Comn~Control,  Scndhlsg, llcccivcRlsg 

and Payload. 

IBrovidcd I~~ tc r f :~ccs  

Major Inlcrfi~ces provided by this component are S c c ~ u c ~ ~ c c N u t ~ ~ b c r  and NcIS1:lt. 

Function ltrdcs 

Major functions arc: 

event void S c q u e t ~ c c N u ~ ~ ~ b e r . u ~ ~ d a t c S c q N ~ ~ t ~ ~  (wsnAddr addr, uint8-t scqNuiir~ 

command uint16-t NcfSf:~t.se~~thlcss;~gcs (void) 

comn~and uintl6-t NctStat.rcccivedhlcssages (void) 

Provided 1ntcrf:lccs 

This component provides the major interfaces of I'ayload, Scquc~~ccNut~tbcr  nnrl 

SinglcHophlsg. 
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I'rovided Interfaces 

Two interfaces i.c. Timer and StdContrul are provided by this cornpollent. 

Location Aware Routing Protocols for Mobile Ad hoc networks in TinyOS 46 



Chanter 5 O i i~~ leare~r tor i~  

I'rovidcd lntcrfaccs 

This component just provides h e  interlhce Tor Sysl'imc. 

Function Index 

This component uses two functions to get I6 and 32 bit systc~n times so that the re~urncd 

vales may be used to calculate the expected zone for LAR. 

Required Interfaces 

result-t radioldlc(void) 

Provided lnterfaccs 

Major interfaces provided by this component are Send, Ileccive, lnlerccpt. 

SinglcllopMsg, MultilIopklsg and FloodRlsg. 

Saul \ - - - -  . \ 

Figure 5 6 :  Component Graph 

ilcquired Interfaccs 

StdControl is to initiate and stop the controls. 

RoutingControl, Payload, Scndhlsg and ReceiveMsg arc used to perlbrm basic 

flooding mechanism. 
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Provided Interfaces 

Main interfaces provided by this file are Send, ScndMMopMsg, Ilcccivc. Intcrccpt. 

MultillopMsg and FloodRlsg. 

result-t sir~glcllopll:~dioldlc(void) 

Function Index 

Major functions used by the module files are: gctFloodPtr,'all functions provided by 

MultiHopMsg, Floodhlsg.getSequcnceNum, FloodlClsg.gctTTL, 1ntercept.interccpt. 

SendMHopRlsg.scndTTL commaud prepares a message for transmission using the 

flooding protocol and sends it. 

Function Description 

task void rctr~.FonvardFloodiMsg(void) 

This procedure handles the processing of an incoming flooded message received from a 

neighbor. It compares the message against the packet signature cache and rebroadcasts i f  

TTL > 0 and returns a free message pointer. 

5.1.2. Components Used By l'latfornl i.c. pc 

I'ollowing arc thc components which are spccilic for the pc platforn~ and c;ul hc stuilicil 

i n  detail by going througl~ directory tos/platforn~/pc. 

ChannelMonC ,HPLClock, ChannclMonC ,HPLClock ,tlPLPolC , InjeclMsg. IxdsC. 

LedsM, IIPl,l'owerManage~~ientM , UARTNoCRCPacketM , MicatlighSpeedRadioM. 

UARTFramedPacket, KadioCRCPacket, RadioTirningC,SecDedEncoding, SpiDyk17ifoC. 

PowerStateM, TirnerC , Nido, Main 

5.1.3. Components used by Systcnl 

Following are the components which are spccilic for the pc platform and can bc stuilicil 

in detail by going through directory toslsystem. 

AMl'romiscuous 

ClockC 

CrcFilter 
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Chaurer 5 Itnole~nerrrariot~ 

GenericConi~nPromiscuous 

NoCRCl'ackct 

Nol-cds 

I'otC 

I'otM 

R ~ ~ ~ ~ I I I L F S R  

Time 

5.1.4 Interfaces used by Application 

Following is tlie list of the interfaces used by the application components mcntionecl 

above. This section will bricfly list the purpose of the used interfaces. 

I'urpose 
P 

Functionality for scnding a raw packet bull'cr: unawarc 

of message structure (besides length). This is in,contrast 

to SendMsg, which takes parameters for mcssage 

headers. 

A byte-level coinmunication interhce. I t  signals hytc 

receptions and provides a split-phased byte send 

interface. LxUytcRcady slates tl~al thc conlponent can 

accept another byte in its queue to scnd, whilc txDone 

states that tlie send queue has been emptied 

The hardware clock interface. 
-- 

This interface defines comlnands for ~ ~ ~ ~ t r o l l i n g  aspccts 

of the communication layer. 

Interface to a variable potentiometer. Calls to increase 

and decrease must be actualized with a call to linulise. 

Because this is a direct hardware intcrhcc, i t  does not 

maintain state; checks for potentiometer bounds must be 

performed by a higher-level interface. 

Signals that a message has been received. which is 

supposed to be fonvarded to another destination. 
-- 
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Abstraction of the LEDs. I 
The I'ot interrace allows users to a 4 u d  

potcntiomctcr on t l~c input to the IWM radio \bI~ich 

controls thc RF transmit power or conncclivily range 

Adjust the power state of a component. 
. , I his is the interface to a simple pseudorandom nun~ber 

generator. Currently this interface is implenienteil by the 

RandoniLFSR, which uses a linear feedback shift 

register to generate tlie sequence and mote address to 

initialize the register. 

Received a message buff& addressed. 

TinyOS AM packet reception interface. 

Scnd a messagc buffer with a data payload ol'a specilic 

length. 

Basic interface for sending AM messages. Iutcrface to 

the basic TinyOS conununication primitive. 

Interface for sending arbitrary streams of bytes. 

The TinyOS standard control interhcc. All c o r n p o n e ~ ~ ~  

that rcquire initialization or can be powercd down 

should provide tliis interface. start() and stop() are 

synonymous with powcring on and oll: ~ I I C I I  

appropriate. On boot. the init() of all wircd components 

must be called. 

This interface provides access to a free-running CI'IJ 

timer that is started at startup. The current value of this 

tinier is NOT supposed to be changed. On tlie MICA2 

platform thc current implcmcntation uscs n 118 prcscnler 

that results in a 921.6 KHz clock frequcncy. 

Tl~is  interface provides a generic timer ihut can he uscd 

to gericratc c v c ~ ~ l s  nl regular intervals. 
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5.2. A p p l i c a t i o n  # 2: DSDV 

This application was available in lhe coutribu~cd code providcd by TinyOS. Application 

uses some of interfaces providrd by the contributcd code as wcll as the interfaces 

provided by the TinyOS. Basic functiouality of DSDV is maintained in a Iibl-i~ry provided 

by contributed code. We will discuss only the application specific cu~npo~ients 2nd 

interfaces. 

5.2.1. TraceRouteTest 

Figure S 7 :  Cumposent Graph 

5.2.2. TraceRouteTest 

Required Interfaces 

Major interface required by TraceRoutTestRl is only ofStdCul~tl-ol. 

I'ruvitled Interlhces 

Major i~~ t c r l i~cc  I-cquircd by 'l '~-;~c~Hout'l 'rsthl is o111y oI 'S ldC~ut ro l  

1;unction I d e s  

Major functions only include the iuit ( ), start ( ) and stop ( ) functions providcd by 

StdCoutrol. 

Required Iuterfaces 

Major interfaces required by this interface are Send, Receive, Iuterccpt, SinglcllopRlsg 

RlultillopRlsg atid DSDVRlsg. 
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Figure fc8: Co~i~pol~ent  Graph 

Required Intcrfi~ecs 

Major interfaces required are IlouteUpdatc. Sendklsg. I'ayload and ReceivcRlsg. 

Provided interfaces 

Major interface provided by DSDV-CORE is Settings. 

Function Index 

Major functions used by this component are the one provided by StdControl,Sei~dRIsg 

which is a Basic intcrfacc for sending AM messages. Dcsidcs Illis, functions of i l~kr l i~cc  

IlcceiveMsg and Tinlcr are used. 
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Ilcquircd Iutcrfi~ccs 

blajor interfaces required by this component are Si~lglellopCo~ltrol, S c ~ ~ d h l s g .  

ReceiveMsg and Payload 

Provided Interfaces 

Interfaces provided by this component are Send, Receive, Intercept and MultiMopRlsg. 

Required Interfaces 

Only two interfaces are required by this component and they are Lcds and 

SpliereSettings. 

Provided Interfaces 

IlouteUpdate and RouteLookup are the two major interfaces provided by this 

component. 

Figure 5-9: Compunent G r a p h  

Required Interfaces 

SequenceNun~ber and Spl~ereSettings are the two major interfaces required'by this 

component. 
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Provided lutcriaccs 

Neighbors, NcighborQuality and Piggyback are the interlkcs provided by this 

interface. 

Figure .%Ill: Cunipone~~t Graph 

Requirc 111tcrfaccs 

PowerStatc is the only interface required by the component PowcrSt;itcR.l. 

Fuliction index 

List of functions includes the function for mica2 hardware i.e. separate functions arc 

implemented for ADC, LEDS, Sensors, Radio state, CPU state, EEPROM. Each function 

used the co~nmands provided by interface LBowerState which is an interface for thc 

Powerstate functions. 
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Chamer 6 Reslrlls and C o ~ ~ c l l a i ~ r ~ i  

6. Results 

This chapter describes the sitnulation parameters and sinlulation results obtained alicr 

implementing the protocols in.TinyOS. 

6.1. Siniulation Paranieters 

TinyOS gives the freedom to selcct the number of nodes i n  a network hence we started 

with 10 nodes in a network and simulated till 50 nodes. However, to cross check the 

scalability of PowerTOSSIM as well as the energy savage by greater number of nodcs. 

we have simulated till 100 nods. Figure 6-4 depicts the results: Mote 0 was selected as a 

default sink node and performance of the protocols was compared using the average 

values of the sink node i.e. mote0. Duration of each simulation run was 35 virtual 

scconds. 20 simulation runs 11ad bcen carricd out. Energy 111odc1 for mica2 131. providcd 

by P o w c f  OSSIM, was considered. This model computes the energy co~lsumed by the 

radio, CI'U, EEI'IIOM, ADC, scnsors ard LEDs scparalcly for cach simula(ci1 mote. A t  

the end, it gives the total energy consumed by the mote. For DSDV we used the 

contributed code which was available with TinyOS version 1.x [15], whereas LAR 

scheme 1 was implerncnted by us in  the same TinyOS version 

6.2. Simulation Results 

Averages values for the sink node i n  case of LAll and DSDV was considcrcd Ibr two 

types of results. I n  first case, average energy consumed by the sink node, in each of tllc 

selected protocol, was considered whcrc as in second case, average powcr savcd by 1 A l <  

and DSDV was catered. Both the cascs will be discusscd in the section below. 

6.2.1. Average Energy Consumed by Selected Protocols 

Figure.6-l s11ows the energy consumplion of the sink node in case of both LAIC and 

DSDV. Average values of energy were plotted against the nu~nbcr of nodes in the 

network. 'l'hc rcsults indicates that LAll consumes less powcr as compared to LXDV duc 

to its location based routing schcme. In LAIC, flooding is confined to thc number of the 

nodes existing in request zone hence eliminating unnecessary ovcrhead of IlooJing 

messages to all (11~: wdcs  i n  the network where as i n  DSDV, messages arc llooilcd tu cach 

node in the network hence increasing the load on the sink node. Therefore we can say that 

Location Aware Routine Protocols for Mobile Ad hoc networks in TinvOS 55 



when energy of the network is critical, we should adopt a routing scheme which involves 

less routing overhead as in LAR. From simulations, it can be inferred that LAK performs 

better in route establishment as compared to DSDV since i t  is used as and when rcqui~-cd. 

Moreover, due to the directional flooding used in the route establislimcnt, i t  pcrrornls 

better than DSDV that uses periodic route updates. 

1- 
- .- - -. - - - -. .. - -- - - - . - -. .. 

Figure GI: Average energy c o n s u ~ ~ ~ e d  at Sink Node by LAH and DSDV 

6.2.2. Average Energy Saved by Selected Protocols 

Figure.6-2 illustrates tlie percentage of average power saved by LAR against dilTcrent 

node densities where percentage is calculated as: 

Power used by DSDV - I'ower us& by LAll  

Power used by LAR 

The results indicate that power consumption is directly proportjonal to the number of the 

nodes in the network. Therefore tlie percentage of powcr saved is more at less number of 

the nodes and vice versa. It can be inferred from tl~csc rcsults that LAR savcs 59% of 

available energy for a small sized network. As t11c network dc~lsitv increases. cncrgy 

savage by LAR decreases by approximately 7% and drops to 52%. 
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- - . . 
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I Number of Nodes 
L - - - - - - - - - 

Figure 6 2 :  Average energy saving in LAK for different node densities 

On the other hand, as illustrated in Figure 6-3, the energy conservation is about 37% i n  

case of DSDV for a small scale network. However, this value drops about 34 % for a 

medium sized network topology, w l ~ i c l ~  in contrast to LAR is a relatively less variation. 

These  statistic^ show that IAR conserves more energy, i.e., approxin~ately 22% for small 

scaled networks and 18 % for medium scaled networks as compared to DSDV. 

0.33 1 

w 0.32 
10 20 30 40 50 

Number of nodes 
-- . .. . - - 

Figure 6-3: Average energy saving in DSDV for different node densities 

Figure 6-4 depicts the comparisons of the perccntagcs of energy saved by boll1 LAK and 

DSDV. Number of nodes ranged from 10 to 100. The rcsults shows that pcrccntagc ol' 

energy saved reduced with increase in number ofnodes. However, energy savcd by 1A1< 

is still more as compared to DSDV. There is almost a difference of 12% bctwecn t l ~ c  
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energy saved by DSDV and LAK. From the results, it is also proved that PoweirOSSlM 

scales well as the number of nodes increases. 

0.6 ~ d - - n - a - b + - ~ - - ~ - ~  
I I ~. - - 0.5 

-. . 

1 
_, ;;"- LAR r o j L - -  - 

E ?  / ' ; 0.2 + 

0 - 7 . 7  J 
10 20 30 40 50 60 70 80 90 100 

Number of nodes 

Figure &4: Averageeliergy savhg in LA[< and DSDV fur node dc~isilics 
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Cha~ter  7 Conclusion aiid lrrtrrre Etrhaticeti~e~~~s 

7. Conclusion and Future Enliancements 

This chapter contains the conclusions drawn form our research work. 1:urthcrmorc i l  

narrates our future plans for enhancements. 

7.1, Conclusions 

In the thesis, we compared the performance of LAR, a localized ad hoc routing p?-otocol, 

with DSDV, anon localized routing protocol, by characterizing them to a sensor network 

scenario. The LAR protocol utilizes the location information for the mobile hosts to 

reduce the search space for a desired route. As a result the overhead of route discovery 

can be reduced. The location information may be found by using the global positioning 

system. LAR is fully distributed where message flooding is only directio~irtl and 

according to pre- calculated request zone area while in DSDV message is just llooded to 

all the neighboring nodes. We have shown by sirnulation results that performance of LAR 

protocol in terms of energy consun~ption is better as i t  consumes less energy. However. 

the perfomlance of said protocols for large scale networks is still to be analyzed. In 

addition to this. we intend to explore the effects of nodes mobility on the performance o r  

LAR and DSDV in TinyOS using Power TOSSIM as a possible future work. 

7.2. Future E~~llancements 

We plan to implement second LAR Scheme, LAR 11, and compare its performance with 

LAR Scheme I where energy conservation will be the metric. Further, we intend to 

compare both LAR schemes with DSDV. 

Beside this, we intend to expand the horizon of our research work by bringing more 

location based protocols under the concerned umbrella and then comparing their 

performance with non localized routing protocols as well as among each other. 'l'hc 

performance criteria will be energy consumpiion by the concerned nodes. 
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Appendi.~ A Code Screerr Slro/s 

A. Code Screen Shots 

A.1. Lar 1-0.4 

Setting the parameters for debugging before execution 

Few Execution Screen shots 
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Appe~ldir A Code Scveet~ Sho~s 
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AppendLr A Code Screen Shors 

A.2. Screenshots of DSDV 

Setting the parameters for debugging behre execution 

Setting the parameters for debugging before execution 

. . . 
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Appendix A Code Scree11 Slrots 

Location Aware Routing Protocols for Mobile Ad hoc networks in TinyOS iv 



Appendix B Mica2 Data Sheer 

B. Data Sheet of Mica2 Mote by Crossbow 

3rd Generation, Tiny. Wireless 

Platform for Smart Sensors 

Designed Specifically for Deeply 

Embedded Sensor Networks 

-1 Year Battery Life on AA 

Batteries (Using Sleep Modes) 

.Wireless Communications with 

Every Node as Router Capability 

8681916 MHz Multi-Channel 

Radio Transceiver 

Expansion Connector for Light. 

Temperature, RH. Barometric 

Pressure, AccelerationlSeismic, 

Acoustic. Magnetic and other 

Crossbow Sensor Boards 

Wireless Sensor Networks 

. Security. Surveillance and 

Force Protection 

Environmental Monitoring 

Large Scale Wireless Networks 

(1000+ points) 

Distributed Computing Platform 

enabling low- 

power, wireless. 

sensor networks. The MICA2 Mote client user interface for analysis 

features several new mprovements, and configuration. 

over the original MICA Mote. The 

following features make the MICA2 P ~ O C ~ S S O S  and Hadiv 
belter suited to commercial Phtfoirn (MPK400) 
deployment: 

8681916 MHz multichannel 

transceiver with extended range 

-Supported by MoteWorks' 

wireless sensor network platform 

for reliable, ad-hoc mesh 

networking 

Support for wireless remote 

reprogramming 

W i d e  range of sensor boards and 

data acquisition add-on boards 

MoteWorks enables the 

development of custom sensor 

applications and is specifically 

optimized for low-power, battery- 

operated networks. MoteWorks is 

based on the open-source TinyOS 

operating system and provides 

reliable, ad-hoc mesh networking. 

over-the-air- programming 

capabilities, cross development 

tools, server middleware for 

enterprise rielwork integration and 

The MPR400 is based on the 

Atmel ATmegal28L which is a low- 

power microcontroller. It runs 

MoteWorks from its internal flash 

memory. A single processor board 

(MPR400) can be configured to run 

your sensor application/processing 

and the networklradio wmm stack 

simultaneously. The MICA2 51-pin 

expansion connector supports 

Analog Inputs. Digital 110. 12C. SPI 

and UART interfaces which make it 

easy to connect to a wide variety of 

external peripherals. 

Sensor Boards 
Crossbow offers a variety of 

sensor and data acquisition boards 

for the MICA2 Mote. All of these 

boards connect to the MICA2 via 

the standard 51-pin expansion 

connector. Custom sensor and 

data acquisition boards are also 

available. 
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ExcLdng ht tmy  p a k  

,Weght (oz] ExtLdng ball- - 
ExrLdng batlcwr 

Expaam Ccnneaor All - VO n w l s  

Notes: Specifications subject to change without notice 

Base Stations 

A base station allows the aggregation ol sensor network data onto 
a PC or other cornouter ~latforrn. Anv MICA2 Mote can function as 
a base stallon wherl~t is connected io a slandard PC mterlace or 
gateway board The MIB5101MB520 prov~des a serlaVUSB 
mlerface tor both programrn ng and data mrnrnuncat ons 
Crossbow also otters a sland-alone aatewav solution. the h11B600 

I for TCPIIP-based Ethernet network; I 

. . 
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WSN-PR0900CA MICA2 Professional Kit 8681916 MHz 

MPR400CB 1 8681916 MHz ProcessorlRadio Board 







Investigating Energy Consuinption of Localized and 
Non Localized Ad hoc Routing Protocols in TinyOS 

major concern. hlinintking cncrgy in Icrms of pa~luad, Imllw> 
powcr, CI'U and lnrtnury ulili,sliun :#I 1 w d r  arc i~upwl:snl 
factors Ihal drcicle the polrntial uf a ruulinz rchr~nc. 'Thi, p a p u  
prcscnls lhc conqmrisun of the mcnliwwi prut~w~d\  on lhc h:a\i\ 
or cncrgy lrring runsunwd Ihy thc ,,hdr. w l a u t k .  'I IK wcwut~iu 






