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ABSTRACT

This study attempts to measure multi-factor productivity growth (MFPG) and examines how
institutions, macroeconomic and global factors affect MFPG of developing countries? Measuring
MFP precisely is crucial to understand the cross-countries' growth differences. We review the
existing methodologies on MFP measurement and then use the most suitable method for the
measurement of MFPG and human capital adjusted MFPG (MFPG_H) of each country in our
sample, using growth regression methodology. To the best of our knowledge, the MFPG series,
particularly, the estimates of MFPG_H are not available in the existing empirical literature for
developing and emerging economies.

We examine the effects of institutional as well as macroeconomic factors on MFPG and
MFPG_H by employing the standard panel data estimation techniques. The empirical analysis is
based on an unbalanced panel data set consisting of 49 selected developing countries for the period
1980-2016. The sample selection as well as time length is mainly based on the availability of data
for our core variables. We find that the effect of government size, inflation, debt to DGP ratio, and
financial depth is negative and statistically significant in all regressions; the results are robust to
model specifications and estimation techniques. As expected, the impact of investment and
institutional quality on MFPG and MFPG_H is positive and significant in all regressions.
Moreover, we find the positive significant impact of openness, merchandise trade, and foreign
direct investment on MFPG in some regressions, however, this result is not robust. The regression
results based on five-year averages confirm that human capital, investment, government size,
inflation, debt to GDP ratio, CO2 emissions, remittances, and institutional quality matter for
MFPG. In general, the regression results of both the static and dynamic panel data modes show that
the investment, size of the government, inflation, public debt, financial development, and quality
of institutions have a significant impact on MFPG.

Most of the existing empirical literature overlooks the channels and conditions through which
macroeconomic and institutional factors may affect the MFPG. By identifying the channels and
conditions through which institutional and macroeconomic factors affect MFPG and MFPG_H, we
may provide better guidelines and policy recommendations for macroeconomic and institutional
reforms. To investigate the indirect and conditional effects, we use the Seemingly Unrelated
Regression (SUR) method for unbalanced panel data as recommended by Biorn (2004). However,
we make use of the Moderated Mediation approach of Preacher et al. (2007) and Muller et al.
(2005) for the construction of our econometric models. In the analysis of channels and conditions,
the results of the SUR method show that investment has a positive significant impact on MFPG
and MFPG_H, and public debt conditions mitigate the positive effect of investment on productivity
growth. Therefore, a reduction in public debt is necessary for developing nations to provide
breathing space to raise investment and hence achieve a higher level of productivity growth.
Moreover, trade openness has a negative significant impact on MFPG and MFPG H, and
institutional quality moderates the negative effect of openness on productivity growth. The
moderating role of IQ in the relationship between openness and MFPG is positive and significant
and IQ conditions lesson the negative effect of openness on MFPG. The positive association
between trade openness and MFPG is strengthened as we improve the level of institutional quality
in developing countries; there exists a threshold level in the relationship between trade openness
and productivity growth. So, the developing nations need to improve their absorptive capacity and
institutional framework to harvest the full benefit of trade openness. Furthermore, the indirect
effects of trade openness on productivity growth via innovation are positive and significant.
Nevertheless, the moderating role of innovation in the relationship between trade openness and
MFPG is positive and significant up to a certain minimum threshold level. The policy implications
call for reinvigorating and strengthening the undermined growth prospects and institutional
framework for achieving sustainable economic growth, development and human well-being.
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Chapter 1
INTRODUCTION

1.1  Context and Background of the Study

The importance of productivity growth in promoting the economic well-being and living
standards of the people is well recognized in the existing literature. Ever since the seminal
work of Smith (1776), analyzing the drivers of output per capita and productivity growth
has been at the forefront of the theoretical and empirical growth literature. There is a legion
of empirical evidence that acknowledges the convincing role of productivity in output
growth differences and patterns of economic growth across countries (Prescott, 1998;
Restuccia and Rogerson, 2013). Productivity is used to measure the economic performance
of a country. It is usually described as “real output per unit of all inputs” or “portion of the
change in aggregate output (value-added) not explained by the conventional inputs (labor
and capital) used in the production process.” In other words, it is in some ways a measure
of our ignorance (Syverson, 2011).

Labor productivity (output produced per hour of work) is also used to measure the
economic performance of a country. However, it is a partial measure that does not permit
to include the effect of substitution between capital and labor (Kim et al., 2009). The basic
ideas behind productivity and economic growth can be linked to Smith (1776). He argues
that the division of labor through the specialization of tasks increases the productivity of
labor. An increase in the productivity of labor permits business entities to produce greater

output for the same level of input, and thus achieve higher growth.



The importance of multi-factor productivity (hereafter, MFP)! is well documented in
growth literature. Theoretically, economic growth based on MFP constitutes one of the
prime insights of modern-day growth theories developed by Romer (1990), Grossman and
Helpman (1991), and Aghion and Howitt (1998). Productivity is used to measure
fluctuations in the economic and business cycles, as well as growth differences across
countries over time. The discussion on productivity growth generally starts with
neoclassical growth model (hereafter, NGM) of Solow (1956), together with the
endogenous savings extension of Cass (1965) and Koopmans (1965). Solow (1956) argues
that MFP is an exogenous and time-driven phenomenon, while Romer (1986) and Lucas
(1988) argue that MFP is endogenous and depends on the stock of knowledge or human
capital (hereafter, HC)”. Islam et al. (2014) emphasize the significance of both quantity and
quality of HC.

Taking to the past, supporters of second-generation endogenous growth models
(henceforth, EGM) including Romer (1990), as well as Grossman and Helpman (1991),
claim that besides HC, research and development (hereafter, R&D) expenditure also affects
MEFP growth. Aghion and Howitt (1992) suggest a Schumpeterian model where innovation
drives technological progress. Schumpeterian growth theory is based on the notion of
creative destruction through which new creations and innovations replace older
technologies. Grossman and Helpman (1994) add trade openness (henceforth, OPEN) to

the model and argue that the countries with more OPEN are likely to have higher MFP

! Also known as “total factor productivity” (TFP). The terms “TFP”, “MFP,” and “productivity” are
used interchangeably throughout this study. productivity indicates that how efficiently inputs are converted
into outputs (Hultén et al., 2007).

2 Lucas (1988) defines HC as “skills embodied in individuals that are used either for producing output or
accumulate knowledge through education”.



growth than the closed or less open economies. Islam (2008) advocate that a reduction in
government expenditure is necessary to achieve higher TFP. Benhabib and Spiegel (2000)
proclaim that financial development drives productivity growth while Woo (2009)
emphasis the rapid growth of foreign direct investment (hereafter FDI) to achieve higher
MFP growth. Whereas, Miller and Upadhyay (2000) endorse a tradeoff
between inflation and MFP. Among others, Hall and Jones (1999), and Rodrik (2008)
recognize that MFP depends upon the quality of institutions. However, Funke and Strulik
(2000) endorse a general model that accommodates both the standard NGM and the modern
endogenous growth theory.

A considerable amount of literature recognizes MFP as a prime mover of economic
growth and argues that growth differences across economies are mainly explained by
differences in productivity growth and capital accumulation (Kawai, 1994; Klenow and
Rodriguez-Clare, 1997; Prescott, 1998). For instance, the neoclassical production function
(from which the Solow residual is calculated) provides the theoretical framework for TFP
in the growth process. In the neoclassical growth framework, economic growth is based
on two aspects: factor accumulation® and MFP growth. In the NGM, TFP is exogenously
determined, hence it is just like manna from heaven (determined outside the model). The
dynamics of macroeconomic variables are mainly come about due to the change in the
autocorrelation structure of the exogenous processes, particularly MFP shocks.
Achieving sustained economic growth with a higher level of productivity has now become

one of the challenging tasks for governments and policymakers. The MFP growth

3Factor accumulation in the Solow (1956) NGM can explain around 50 percent variation in the growth rate.
The remaining unexplained part known as Solow residual is attributed to the growth in exogenous technical
progress or TFP. For detail of the neoclassical model, see Barro and Sala-i-Martin (1995)
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differences reflect variations in output produced by different countries for a given amount
of inputs.

From the mid-twentieth century to the present day, researchers have endeavored to
examine the patterns and drivers of output and productivity growth across the globe. In
a pioneer work, Tinbergen (1942) provides a baseline for empirical work on TFP growth.
The author estimates the growth rate of technological progress, using data from the UK,
France, Germany, and the USA for the period 1870-1914. Productivity enhancement
through technological advancement and improvement in HC performs a decisive role in
uplifting the living standards of the people. Krugman (1997) defines the role of
productivity in fostering the wellbeing of nations as “Productivity isn’t everything, but in
the long run it is almost everything. A country’s ability to improve its standard of living
over time depends almost entirely on its ability to raise output per worker.” Similarly,
Adler et al. (2017) said “As the key source of progress in living standards over the long
term, persistently sluggish TFP growth is an obvious source of concern....”. MFP has
important policy implications because MFP growth is not only used to quantify the effect
of technological change (hereafter, TC) but also used to answer one of the fundamental

macroeconomic questions, such as “Why do some countries grow, and others stagnate?”.

1.2  Measurement of Productivity Growth

By recognizing the fundamental role of productivity in economic growth, a considerable
amount of research is dedicated to finding the best measurement of aggregate productivity
(Nadiri, 1970; Lipsey & Carlaw, 2004; Fuentes & Morales, 2011; Del Gatto et al.,, 2011;

Kumbhakar & Sun, 2012).



Measuring MFP precisely is crucial for better policy formulation. Easterly and Levine
(2001) suggest that "Economists should devote more effort toward modeling and
quantifying TFP”.

Measurement errors pertaining to the MFP frontier may lead to a wrong conclusion
about the speed of convergence. Similarly, flaws in MFP estimates may depict vagueness
and uncertainty to the role of various institutions and government policies for the evolution
of MFP. Measurement error occurs because output and employment are directly observable
and quantifiable, while capital stock is fundamentally unobservable* which involves
growth accounting issues and several debatable assumptions®. Indeed, the calculation of
MFP in the best possible way is one of the challenging tasks in international
macroeconomics because technological improvements are influenced by some other
factors; such as macroeconomic environment, social infrastructure, and unobserved
common shocks. Felipe and McCombie (2020) state that “Empirical calculations of TFP
may be likened as the quest for the Holy Grail”.

We need to place further attention on the calculation of economy-wide MFP growth for
four main reasons. First, The TFP growth rates have been estimated largely for advanced
countries by using growth accounting or index number methods frequently. There is hardly
any empirical study that estimates the TFP growth of developing countries, using the
growth regression method. Secondly, as pointed out by Felipe (1999), the TFP estimates

are biased towards functional form and techniques or approaches being used.

4 Solow (1956) argues that the appropriate measurement should be of “capital in use, not capital in place”
Applying an appropriate depreciation rate is difficult if not impossible.
3 For detail, see Robinson (1953); capital controversy between Cambridge University and the Massachusetts
Institute of Technology (MIT).
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The differences in the estimates of TFP produced by various studies even for the same
sample, using the similar data and time are obvious. So, the empirical literature still lacks
consensus on any specific measure. The third reason lies in the fact that the growth
accounting approach (hereafter, GAA) is not able to tackle the problem of parameter
heterogeneity as well as the possible endogeneity of factor inputs. Over the
past couple of decades, there has been an intense debate on these issues (see Durlauf, et al.,
2001 and Eicher and Leukert, 2009). Four, both the theoretical and empirical studies have
shown their serious concemns on the assumptions on which most of the measurement
methods are premised.

By going through the empirical literature on productivity measurement® presented in
the literature review chapter, we can infer that there is no empirical study that measures the
MFP growth of developing economies, employing an econometric method that
incorporates both the homogeneity and heterogeneity assumptions. We contribute to the
sphere of literature by measuring MFP growth through econometric method, which tackles
the endogeneity bias caused by reverse causality and feedback effects. At the country level,
we have incorporated the assumption of heterogeneity into MFP measurement along with
controlling the possible endogeneity of the factor inputs. Further, the HC adjusted measure
of productivity growth (hereafter, MFPG_H) has seldom been used in the existing studies.
Hanushek and Kimko (2000) address the measurement issues of labor quality and

scrutinize the growth effects of labor force quality.

¢ The Conference Board Total Economy Database (TED) provides Torngqvist index-based annual estimates
of TFP growth for 123 countries in the world. we find high correlation between our estimates of productivity
growth (that is MFP growth, and HC adjusted MFP growth) and estimates provided by TED. See Figure 4.2
scatterplot matrix for their interrelationships and behaviours.
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The study concludes that labor-force quality differences are important to drive the
growth differences among countries. Similarly, Islam et al. (2014) recommend the use of
quality of schooling (quality-adjusted HC) in modeling economic growth as well as in the
measurement of TFP. The authors conclude that the quality-adjusted HC has not been used
in the existing empirical literature as an input in the measurement of TFP. Therefore, we
serve to bridge the literature gap by incorporating the growth of labor quality as an input
to measure HC adjusted estimates of MFP growth. To our knowledge, the HC adjusted
estimates of MFP growth for developing economies are not available in the existing
literature. Moreover, we critically review the existing available methodologies of TFP
measurement and attempt to suggest the best possible methods of TFP measurement,

particularly for macro-level studies.

1.3 Macroeconomic and Institutional Drivers of MFP Growth

The past few decades have witnessed a growth slowdown in many countries around the
globe. The prospects of economic growth are also not promising. The Global Economic
Prospects (GEP) report published by the World Bank in January 2019 forecasts a
substantial slowdown in global economic growth and documents that a rapid drop in GDP
growth of the United States and China could have severe consequences for the global
economy. Growth slowdown is often associated with weaker capital accumulation, lower
productivity growth’, a decrease in the rate of technological progress embedded in
investment, lower R&D expenditure, and the increasing role of government in the economy

(Griliches, 1979, 1980; Fischer, 1988; and Guellec & de la Potterie, 2004).

"The decline in productivity growth implies that a country is achieving the lower level of output over time
for a given level of inputs that is capital and labor.
7



Since the beginning of the 21 century, the lower MFP growth in mature and emerging
economies instigates a debate among researchers and policymakers on the causes and
consequences of the productivity slowdown.

Over the last few decades, a growing body of theoretical and empirical literature
attempts to explore the determinants of MFP at firm, plant, industry, and sectoral level
(Gehringer et al., 2016; Syverson 2011; Bartelsman and Doms, 2000; and Nelson, 1981).
However, surprisingly there is a limited empirical evidence on the drivers of MFP across
countries at the aggregate level (Egert, 2016). The empirical literature is even more limited
in the case of developing economies (Herzer, 2017). The focus of the literature is on
developed countries and OECD; ignoring the low- and middle-income countries. To the
best of our knowledge, no in-depth empirical study has been carried out so far to examine
the effects of institutional as well as macroeconomic factors on MFP growth for the sample
of developing countries. In general, empirical studies have performed partial analyses by
focusing on the specific determinant of MFP. Moreover, the existing empirical literature
even on developed countries either solely focuses on macroeconomic drivers or discusses
the institutional factors conceming MFP. Therefore, the analysis of both factors
(macroeconomic and institutions) simultaneously may open a new avenue of research
related to MFP. Following Islam (1995) and Baltabaev (2014), we employ the standard
panel estimation methodology to investigate the macroeconomic as well as institutional
determinants of MFP in the selected developing countries. Whether the macroeconomic
and institutional determinants of MFP have a significant effect on MFP growth is one of

the important questions for practice and policy purposes.



1.4  Determinants of MFP: Exploring the Channels and Conditions

In the new paradigm of research, the researchers and policymakers have shown their
attention towards the conditional and indirect effects, commonly known as moderated
mediation effects. Most of the existing empirical literature overlooks the channels and
conditions through which macroeconomic and institutional factors may affect MFP
growth. We could not find any empirical study on aggregate productivity growth in which
macroeconomic and institutional indicators are used as both the mediator and
moderator. The most important novelty of this study is the analysis of various channels and
conditions through which macroeconomic and institutional factors may affect MFP growth
in developing countries.

To explore the mediating and moderating roles of macroeconomic and institutional
variables, we consider different mediators (channels) and moderators (conditions) such as
investment, institutional quality (hereafter, IQ), innovation capacity, public debt, and
OPEN. In the analysis of channels and conditions, this study attempts to determine whether
investment mitigates the expected negative effects of public indebtedness on MFP growth.
Similarly, it attempts to investigate whether public debt mitigates the expected positive
effects of INV on MFP growth of developing economies. In the same line of analysis, it
attempts to investigate the impacts of HC on MFP growth through the channel of IQ and
the effects of IQ on MFP growth via OPEN and vice versa.

To explore the channels and conditions, we construct our econometric models
following the mediation approach of Muller et al. (2005) and Preacher et al. (2007). This

study employs three-stage least squares (hereafter, 3SLS) method technique and seemingly



unrelated regression (hereafter, SUR) method for unbalanced panel data as recommended

by Biorn (2004).

1.5

Objectives of the Study

From the earlier discussion, we can conclude that there is a literature gap. Therefore, based

on the literature gaps, the objectives of the present study are outlined as under:

1y

2)

3)

4

5)

1.6

To provide an overview of MFP measurement approaches and to examine the major
strengths and weaknesses of commonly used methods of productivity
measurement.

To measure MFP growth as well as HC adjusted MFP growth for a sample of
developing countries by employing the most suitable method of productivity
measurement.

To investigate the macroeconomic and institutional drivers of productivity growth.
To explore the channels and conditions through which macroeconomic and
institutional indicators may affect productivity growth. More precisely, to analyze
the mediating and moderating roles of macroeconomic and institutional variables.
To examine the mediating and moderating roles of macroeconomic and institutional

variables towards HC adjusted MFP growth.

Research Questions

Based on the above-mentioned objectives of the study, the following research questions

and hypotheses have been sketched.

1)

What are the major strengths and weaknesses of commonly used methods of

productivity measurement?

10



2) How to measure the aggregate MFP growth of developing countries more precisely
dealing with reverse causality and feedback effects?

3) What determines the MFP growth and HC adjusted MFP growth in the selected
developing countries?

4) Whether there exist indirect and conditional effects of macroeconomic and
institutional indicators towards MFP growth and HC adjusted MFP growth in the
selected developing countries?

5) Are these effects remain the same across two different measures of aggregate

productivity growth (that is, MFP growth and HC adjusted MFP growth)?

1.7  Significance and Contributions of the Study.
Measuring and understanding the productivity growth patterns and determinants is of great
importance for both academicians and policymakers in assessing output growth differences
across economies. The importance of macroeconomic stability and better 1Q for
productivity and economic growth increases in a situation where policymakers face
cumulative external debt along with huge unproductive government expenditures.
Besides the uneven macroeconomic conditions, most of the developing countries are
facing an institutional vacuum that leads to parasitic and illegitimate activities. Both the
uneven macroeconomic situation and deficient institutional setting affect the economic
development and productivity of the developing economies. But the interrogation that how
would macroeconomic and institutional factors affect the MFP growth, and through which
channels have not yet been fully answered in both theoretical and empirical studies.
The policy makers need to get suitable answers to this question as well as the other queries

related to the issue under consideration. A rather new research approach that has not been
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fully explored in the empirical literature is the channels and conditions through which 1Q
and macroeconomic factors may affect MFP growth. So, by identifying the different
channels and conditions through which IQ and macroeconomic factors affect MFP growth,
we may provide better guidelines and policy recommendations for institutional reforms in
developing countries.

This study reviews the existing methodologies on MFP measurement and then uses the
suitable method(s) for the measurement of MFP growth and HC adjusted MFP growth,
using a sample of developing countries. The HC adjusted measure of productivity growth
has seldom been used in the growth literature. The empirical literature endorses the use of
quality-adjusted HC or labor force quality along with its quantity as an input in the
measurement of TFP. Therefore, we serve to bridge the literature gap by incorporating the
growth of labor quality as an input to measure HC adjusted MFP growth. To
the best of our knowledge, the HC adjusted estimates of MFP growth for developing

economies are not available.

1.8  Layout of the Thesis

Chapter 2 provides a literature review. This chapter is divided into three "~~ad sub-sections.
The first sub-section presents the literature regarding the measurement of MFP whereas
the second sub-section illustrates an overview of the literature on the determinants of MFP.
In the third sub-section, we summarize the existing literature on measurement and
determinants of productivity. In chapter 3 of the study, we presei an overview of the
methods commonly used for the measurement of MFP. This section provides the readers
with an up-to-date survey of the methods and approaches usually used for the measurement

of productivity.
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Chapter 4 portrays the theoretical framework, models, methodology, data, and
theoretical underpinning of variables being used for the analysis. It also depicts the nature
and sources of data used for empirical examination. The sample and time selection are
mainly based on the availability of data on core variables. In chapter 5, we examine the
effects of institutional as well as macroeconomic factors on both MFP growth and HC
adjusted MFP growth for 49 developing countries. it highlights the empirical results and
findings obtained through static and dynamic panel data models. In chapter 6, we move a
step forward and explore the indirect and conditional effects of macroeconomic and
institutional factors on both MFP growth as well as on HC adjusted MFP growth. The
estimation results are obtained by employing the SUR method for unbalanced panel data
as suggested by Biorn (2004). Finally, chapter 7 contains the conclusion and policy

implication with a summary of directions for future research.
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Chapter 2

LITERATURE REVIEW

In this chapter, we review the most prominent studies related to the measurement and
determinants of MFP. This section is divided into three broad sub-sections. The first sub-
section presents the literature regarding the measurement of MFP wherzas the second
section describes the literature on the determinants of MFP. The seconc sub-section is
further divided into macroeconomic determinants of MFP and Institutional determinants
of MFP. The third sub-section provides summary and conclusion of tke literature

concerning to the measurement and determinants of MFP.

2.1  ‘iterature on Productivitv Measurement

In the existing empirical litc..cure, several tec.. both the micro
and macro-level studies to obtain an improved anc uore accw e of MFP (Van
Biesebroeck, 2007). However, we do not find any ¢ >nsensus among ine reseachers on a
specific measure as the best measure of productivi * stilt struggling & choose a
method of productivity measurement that best fits with .uc1. ;. Nevertheless,
we retain our focus on macro-level literature keeping in view the nature ofour study.

The methods used in macroeconomic studies are concermned with aggregate
productivity; that is comparison of productivity across different counti:es, states, regions,
and industries or investigating the patterns of productivity for a single economy and its
different sectors such as manufacturing, agriculture, and services. The focus of these
methods is to ascertain the role and importance of MFP in economic growth dynamics,

especially cross-country dissimilarities in terms of per capita GDP. The literature on the
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measurement of aggregate productivity generally begins with the growth accounting
framework, one of the pioneer deterministic approaches being used to estimate the MFP at
aggregate as well as at sectoral levels.

The methods used in microeconomic studies are concemmed with individual
productivity; that is comparison of productivity across different firms and plants. From the
last few decades, attention has been shifted from the aggregate measurement of
productivity towards its measurement at the firm or plant level. This change is mainly due
to the availability of micro data, improvement in computing packages, and data analysis
techniques. Besides their growing use and importance, the results of micro studies may
not be generalized easily (Del Gatto, 2011; and Van Beveren, 2012).

In the existing literature, considerable advancement has been made on productivity
estimation at both the micro and macro levels. However, to develop a compelling link
between micro and macro levels has yet to be forged. This challenge is more daunting since
the industries are consist of heterogeneous firms operated under imperfect competition and
imperfect mobility of capital and labor inputs across industries. The link between the
individual and aggregate MFP measures can be established through ‘bottom-up’ and ‘top-
down’ approaches developed by Jorgenson (1966) and Jorgenson et al. (2005) in the total
business sector. To construct the aggregate estimates of MFP growth, the bottom-up
approach considers the individual entities and production units (establishments or firms)
as a basic frame of reference whereas the top-down approach of sectoral productivity
measurement starts from a different standpoint and takes aggregate TFP residual as a

fundamental point of reference. The estimates of both approaches differ as the bottom-up
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approach relaxes one of the main assumptions of the top-down approach that the output
and input prices are equalized across industries (Greene et al., 2016).

The KLEMS database constructed by the Bureau of Labor Statistics (henceforth, BLS)
and the Bureau of Economic Analysis (henceforth, BEA) provides the industry-level data
on output, inputs, and productivity for more than forty countries of the world. The growth
accounting framework set by Jorgenson et al. (1987) in a more general input-output
framework has been used as a baseline methodology to construct this database. The
KLEMS data sets are based on inputs of capital (K), labor (L), energy (E), materials (M),
and services (S) for individual industries. It provides the input side of the production
account. Jorgenson persuades statistical agencies and academicians around the world to
calculate and extend the KLEMS measures. In this regard, Van Ark and Jager (2017)
analyze the sectoral productivity in Europe by using the most recent European Union (EU)
KLEMS database. By employing the same database over the period 1970-2007, Oulton
(2016) examines sectoral MFP growth across 18 countries and concludes that the negative
MFP growth in business services is very implausible and the mystery of TFP is likely to
remain there if measurement error persists. The findings give rise to an important question:
does the prevailing productivity slowdown across the developed and developing nations is
due to the mismeasurement of MFP?

Syverson (2107) claims that the TFP slowdown is not due to cyclical phenomena but
due to the mismeasurement hypothesis. The author argues that true TFP growth has not
slowed since 2004, but recent gains have not been reflected in productivity statistics. The
use of information and communication technology (hereafter, ICT) or web-related products

is not considered in the calculation of GDP because of its low or zero price. Darby (1984)
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argues that the productivity slowdown in the U.S. is simply the result of 'statistical myopia'.
Fernald (2015) states that cyclical factors are not important to drive TFP growth. In the
same line of analysis, Diewert and Fox (2019) assert that the traditional measures of TFP
including KLEMS measures do not take into consideration the accumulation of cash
holdings and money balances of the corporate firms and industries.

Since the seminal work of Gabor and Pearce (1958), the inclusion of money as a factor
of production in the estimation of production functions has long been debated. In this
context, Nguyen (1986) said that “money plays a role, not as an input, but as a factor
whose growth rate contributes to productivity growth”. Taking a step beyond, Diewert
(2000) and Schreyer (2014) are of the views that it is important to consider all relevant
assets, including land inventories and other non-financial assets in the measurement of
MFP growth. Hamilton et al. (2019) attempt to improve the estimates of TFP by including
natural resources as an input. The authors conclude that the estimates of TFP increase when
natural resources being added as an input with the traditional two-factors (labor and fixed
capital). Further, these new estimates are comparatively less volatile over time in most of
the countries.

By using a set of statistical tools, Pancrazi and Vukotic (2011) examine macroeconomic
dynamics at different sets of frequencies and conclude that the volatility dynamics of
macroeconomic variables change with variations in frequencies. The redistribution of the
variance towards lower frequencies implies an increase in the persistence of
macroeconomic variables which mainly depends upon the persistence of MFP. The
persistent shocks to MFP growth rates endogenously drive long term capital formation and

speed of convergence. Therefore, precise identification of the statistical properties of the
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stochastic process for MFP and its measurement methods is a key step to drive economic
models and linking them to the data. For instance, asymptotic statistical properties of Data
Envelopment Analysis (henceforth, DEA) make it more desirable than the parametric
approach (Kneip et al., 1998). The parametric approach is based on the statistical properties
of the error terms. The properties of the closed skew-normal distribution are very useful
for SFA and econometric methods of MFP measurement (Mahadevan, 2003).

Broadly there are three strands of literature concerning the measurement of MFP. The
first strand employs the GAA to measure MFP. The second strand of literature uses index
number methods along with frontier techniques (parametric or non-parametric). The third
strand employs the growth regressions or econometric methods to estimate MFP across
countries and regions. We endeavor to review these strands as under:

The evolving literature on MFP measurement can be classified according to the
different criteria such as deterministic vs stochastic, frontier vs non-frontier, parametric vs
non-parametric, conventional vs modern methods, etc. However, for the sake of better
understanding and fruitful discussion, we divide the existing methods into four broad
categories that are: conventional methods, index number methods, frontier techniques, and

growth regressions.

2.1.1 Literature on Solow’s Residual Approach

The conventional method to measure MFP is the GAA. The growth GAA (residual method)
of TFP measurement is based on the seminal work of Solow (1956 and 1957). It relates the
measured inputs to measured output through a production function. It decomposes the
observed economic growth into explained (contribution of factor inputs) and unexplained

(contribution of TC known as the Solow residual) parts. In this framework, Stigler (1947)
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was one of the pioneer attempt followed by Sollow (1956), Abramovitz (1956), Kendrick
(1956, 1961), Denison (1972, 1974), Hulten (1992), Griliches (1996), Collins and
Bosworth (1996), Hall and Jones (1999), Caselli (2005), Antonelli and Quatraro (2010),
and many others. These studies show that economic growth associated with the growth of
factors of production (explained part) is dominated by the unexplained part (contribution
of TC).

For example, factor accumulation in the Solow (1956) NGM?® explains less than 50 %
variation in the growth rate. The remaining unexplained part known as Solow residual is
attributed to the growth in exogenous technical progress or TFP. In the NGM, exogenously
determined technological progress is just like manna from heaven. The empirical analysis
shows that about 50% to 90% share of aggregate growth remains unexplained due to the
unknown factors other than the conventional inputs (labor and capital) or factor
accumulation (FA). These unknown factors are either attributed to the impact of technical
progress or “measure of our ignorance” (Syverson, 2011; Abramovitz, 1956).

TFP has been considered as an engine of economic growth (Grossman and Helpman,
1991; Aghion and Howitt, 1998). One of the earliest studies by Abramovitz (1956) uses
USA data for the period 1869-78 to 1944-53 and concludes that 90 % growth in output is
linked with the growth of TFP while only 10 % of per person output growth in the USA is
related with the growth of conventional inputs. Similarly, Solow (1957) employs data from
1900 to 1949 on the United States and finds that 88 % of output growth is associated with
the growth of TFP (unexplained part or residual) while only 12 % of per person output

growth in the United States is linked with the growth of factor inputs. Further, Kendrick

8 For detail of the neoclassical model, see Barro and Sala-i-Martin (1995)

19



(1961), Maddison (1995), Young (1995), Jones and Manuelli (1997), Jorgenson and Stiroh
(2000), Oliner and Sichel (2000), Caselli (2005) and Baier et al. (2006) reduce this
unexplained part or residual, however, it remains far from zero. In contrast, by using the
sample of East Asian countries, Young (1995) claims that GDP growth is mostly explained
by inputs accumulation rather than TFP growth.

In the same line of analysis, one of the recent attempts by Hofman and Valderrama
(2020) provides a growth accounting assessment of the long-run performance of Latin
American countries from a comparative perspective by widening the time frame of analysis
to 1820-2016. The authors pointed out that during 1913- 1980 most of the countries have
grown faster with the exceptions of Argentina, Uruguay, and Chile. During the said period,
economic growth was factor-intensive and overall efficiency growth as measured by TFP
was low or even negative. In the period after 1980, TFP growth became negative, almost
for all the sample countries. Overall, we can conclude that researchers have tried to reduce

the Solow residual by incorporating the different factors in the models.

2.1.2 Literature on Index Number Approach

The index number method is an extension of the growth accounting framework. As
mentioned above that the researchers usually use the index number method as a check on
measurement problems of growth accounting framework, as it does not require an
aggregate production function (henceforth, APF). For example, the Malmquist
Productivity index (henceforth, MPI) introduced by Caves et al. (1982b) makes use of
distance functions to measure productivity change. It can be defined using input or output

orientated distance functions. It compares ratios of outputs with inputs (that is, TFP) across

20



units. It assumes that all the units being used can be compared, which may be firms,
industries, or countries. This assumption may not be satisfied in the real world.

The commonly used productivity measurement indexes are the Laspeyres (1871),
Divisia (1973), Paasche (1874), Fisher (1922) Tornqvist (1936), and Malmquist (1953)
productivity, etc. The Tornqvist® has been the most popular TFP index. This approach is
also known as the Hicks-Moorsteen Index (henceforth, HMI) Approach (that is,
productivity index is the ratio of output and input index numbers). The MPI is the same as
the HMI if the technology exhibits global constant returns to scale and inverse
homotheticity. The merits and limitations of the index number are almost identical to the
GAA. Index number methods have been extensively used for measuring the efficiency and
productivity of different firms, institutions as well as sectors of the economy. However,
these methods do not provide sources of productivity growth. Therefore, at the aggregate
level their use remains limited (See, Caves et al., 1982a, 1982b; Del Gatto, 2011). Maudos
et al. (1999) examine the TFP evolution in OECD countries by using the Malmquist indices
of productivity. They break down the productivity gains into technical change and
efficiency.

2.1.3 Literature Regarding Frontier Methods
Besides the growth accounting framework and methods of index number, we can also
measure'® the MFP growth by frontier techniques (parametric!' or non-

parametric'?). Frontier models'® have been used in both macro and micro studies. Frontier

® Also known as translog index, see Jorgenson and Nishimizu (1978)
9For detail overview and survey of productivity measurement methodologies see Nadiri (1970), Diewert
(1992), Felipe (1999), Carlaw and Lipsey (2003), Del Gatto (2011), Van Beveren (2012), Ilyas & Riaz (2016)
and Ahmed & Bhatti (2020).
"Commonly used parametric frontier technique is SFA. See, Fried et al. (2008) for an overview of SFA.
12 Non-parametric technique is DEA.
BFor detail description of frontier models, see Daraio and Simar (2007); Schmidt (2008).
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models divide the productivity growth into two main sources; (a) technological change
(TC), which by assumption pushes the production frontier upward, and (b) technical
efficiency (TE) change, which improves the production by improving the capacity of
productive units’ given the level of technology and inputs. Most of the empirical research
within the frontier approach adopts either DEA or Stochastic Frontier
Analysis (henceforth, SFA) as parametric and non-parametric estimation techniques
respectively.

These methods have been applied as a check on the measurement problem of the
growth accounting framework. Farrell (1957) introduces DEA. Later, Deprins et al. (1984)
propose the Free Disposal Hull (henceforth, FDH) method. This method is comparatively
less popular although it is a flexible model concerning DEA. Fuentes and Morales (2011)
propose the use of a State Space Model (henceforth, SSM) to estimate the level of TFP, its
long-term growth rate, and other relevant parameters such as the capital-output elasticity.

An alternative way of estimating MFP and efficiency analysis is based on stochastic
frontier models (henceforth, SFM) given by Aigner et al. (1977) and Meeusen and Broeck
(1977). The SFM decomposes productivity changes into two parts: the change in TE
(movements towards the frontier) and technical progress (the shift of the frontier over time)
by assuming the existence of technical inefficiency (a discrepancy between observed and
potential output). Kumbhakar et al. (2000) propose the SFA to the decomposition of TFP
in a panel framework. However, Kumbhakar and Tsionas (2005) introduce Bayesian SFA
to estimate the model. One of the recent attempts by Makiela and Ouattara (2018) adopt
both the SFA and Bayesian SFA to derive estimates of TFP. Schmidt and Sickles (1984)

endorse the use of conventional panel data techniques in the SFA context. In this
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connection, Kumbhakar and Lovell (2003) provide a survey of panel data production
frontier models.

Among others, Fare et al. (1994), Koop et al. (1999), and Kruger (2003) have employed
frontier techniques to calculate the TFP growth in cross-country analyses. Fare et al. (1994)
analyze the productivity growth in 17 OECD countries over the period 1979-1988 by
employing MPI. These are decomposed into two component measures that are: TC and
efficiency change (hereafter, EC). They conclude that the TFP growth is of the US and
Japan is higher in the sample, all of which is due to TC and almost half due to EC
respectively. Kumbhakar and Wang (2005) employ SFA to decompose the Malmquist
index for 82 countries. Similarly, Alvarez (2007) decompose regional productivity growth
for Spanish regions. The study contributes to the productivity literature by combining the
fixed effects (henceforth, FE) and SFA, enabling the researchers to start a discussion on
whether to use average or frontier functions to estimate regional TFP.

Arazmuradov et al. (2014) employ a time-varying SFA on 15 Former Soviet Union
(henceforth, FSU) economies for the period of 1995-2008 to explore the effects of FDI,
import of machinery, and HC on TFP. The results show that FDI and HC improve TE and
hence real GDP growth of FSU republics. By using a similar methodology, Aguiar et al.
(2017) estimate TFP growth and technical inefficiency for a panel of 40 OECD and
emerging economies for 2001-11. The findings of the study show that growth rates in the
emerging economies are four times higher than in OECD countries. Huang et al. (2014)
employ a two-step SFA!* (meta-frontier production function) to estimate TE. in the first

step, parameters of the stochastic meta frontier (SMF) regression are estimated through the

' This approach was introduced by Hayami (1969).
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conventional maximum likelihood method (MLM). In the second step, the group-specific
technology gap ratio is estimated based on the SFA. This approach opposes O’Donnell et
al. (2008) in the second step, where they apply mathematical programming techniques. The
advantage of SFA'> over DEA is that it values the possible impact of noise (a symmetric

term) on the positioning and shape of the frontier.

2.1.4 Literature on Growth Regressions and Econometric Models

To overcome the shortcoming of the growth accounting and frontier techniques, growth
regressions and econometric methods have been proposed. These methods are extensions
of the earlier methods of Solow residual. In growth regressions, a structural equation is
identified to estimate the MFP level from aggregate data (Mankiw et al., 1992; Islam, 1995;
Hall and Jones, 1999; Caselli, 2005).

One of the recent attempts by Duygun et al. (2017) focuses on the econometric
estimation of TFP growth. The study employs the model averaging methodology on the
World Productivity Database (henceforth, WPD) developed by the United Nations
Industrial Development Organization (henceforth, UNIDO) to compute the TFP estimates.
To implement the model averaging methodology weights are assigned to each set of model
estimates.

The econometric methods used to measure MFP growth have their merits and
limitations. Firstly, the prior ordering of the selected countries is not required. Secondly, it
is less sensitive to the inclusion/ exclusion of countries. Thirdly, we do not need data on

physical capital stock, which may have the problems of measurement error due to the

15 See, Forsund et al. (1980); Kopp (1981); Atkinson and Comwell (1994) and Murillo-Zamorano (2004)
for a comprehensive overview of frontier techniques.
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different profile of depreciation rate and initial level of capital stock. Kiviet (1995) wrote
two decades before is still true to some extent. He said, “Yet, no technique is available that
has shown uniform superiority in finite samples over a wide range of relevant situations as
far as the true parameter values and the further properties of the data generating process
(DGP) are concerned”. The limitation of econometric methods of MFP estimation is that
it ignores the contribution of EC to productivity change. Secondly, based on specified
functional form, the condition of homogeneity across countries is imposed which may not
hold.

One of the important features of econometric methods is the use of panel estimators
and dynamic panel data models (henceforth, DPDM) in growth regressions, particularly at
macro-level studies. Mankiw et al. (1992) and Islam (1995) have been considered the
pioneer attempts. They explore how the results change when a model-based approach is
applied instead of growth accounting methodologies. Islam (1995) uses the Least Squares
with Dummy Variables (LSDV) estimator based on the FE assumption along with LSDV-
within-group (WG) to estimate the cross-country TFP. He focuses on the role of various
unobservable factors such as institutions, resource endowments, and climate in TFP
differences.

Considerable advancement in TFP measurement has taken place since the seminal work
of Jorgenson and Griliches (1967). Surprisingly, the TFP measurement methods and
estimators developed overtimes are silent about market power, scale economies, and the
demand side of the market (Cusolito & Maloney, 2018). To find out the best measure of
MFP, Bournakis and Mallick (2018) consider five methodologies of MFP measurement

namely superlative index numbers, generalized method of moments (henceforth GMM),
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Olley and Pakes (1996), Levisohn and Petrin (2003), and Ackerberg et al. (2015). The
findings of the study show that Ackerberg et al. (2015) algorithm is the cutting-edge
estimation technique with the most plausible results, while system GMM is the second-
best estimator. Ackerberg et al. (2015) criticize the Levisohn and Petrin (2003) method
regarding a possible collinearity problem, which arises in the first stage of the estimation.

In principle, MFP estimates can be obtained for each level of economic activity, that
is, firm, plant, industry, and aggregate level. The aggregate productivity depends upon the
productivity of constituent firms and industries. Another strand of literature, for example,
Bandyopadhyay et al. (2019) finds that HC misallocation adversely affects the TFP, output,
and welfare. One of the recent attempts by Caggese (2019) provides new empirical
evidence on the nexus between financial frictions and TFP growth by using a very rich
dataset of Italian manufacturing firms from 1989-2000. The findings of the study suggest
that technology adoption and innovation activities by young firms is a key driver of
productivity growth. Moreover, there exists a negative relationship between financial
frictions and TFP growth.

To examine the nexus among firing costs, distribution of establishments, and aggregate
TFP, Da-Rocha et al. (2019) develop a dynamic general-equilibrium framework with
heterogeneous production units. The authors conclude that there exists a negative
relationship between firing costs and aggregate TFP. Buera (2011) finds that the observed
cross-country differences in aggregate TFP (that is, output per worker) are mainly driven

by financial frictions.
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2.2  Drivers of MFP: A Thematic Review of Literature

Since the start of the twentieth century, substantial variations in MFP growth patterns have
been observed across the globe mainly due to the differences in the adoption and diffusion
of ICT. Van Ark et al. (2008) illustrate that the slower evolution of ICT is one of the
important factors behind the European productivity slowdown. Another explanation put
forward by Syverson (2017) regarding slowdown is the “mismeasurement hypothesis”.
The author argues that true productivity growth has slowed much lower than the measured
or reported one. However, we can infer from the existing literature that mismeasurement
alone is unlikely to account for the productivity paradox or puzzle as a productivity
mismeasurement issue exists before the start of its slowing down the process. Some
economists place the blame on the financial crises and the Great Recession (Miao and
Wang, 2012).

During the 1970s, most of the mature and advanced countries have witnessed
productivity growth slowdown including Germany, France, Netherlands, Italy, Australia,
Finland, Canada, and Sweden. Since the mid-1990s, the European countries have
experienced a significant slowdown in productivity growth (Cette et al., 2016). In contrast,
MFP growth in the United States has accelerated considerably during the said period, as a
result of a larger investment in ICT. The long-run dynamics of productivity growth and
hence a change in productivity leadership over time reverses the sequence of
economic convergence and divergence among countries (Fischer, 1988; Bergeaud et al,,
2015).

After the global financial crisis of 2008, the accelerated productivity slump in

developed and emerging economies has baffled the policymakers and economists, leading
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to reinstates a debate on drivers of productivity growth. Notably, Bergeaud et al. (2015)
examine the TFP trends and patterns for 13 advanced countries over the period 1890-2012.
The authors observe that revolutions, wars, crises, shocks, and policy changes lead to
productivity dynamics and trends. Syverson (2017) concludes his paper with the remarks
that “Whether productivity slowdown will end anytime soon remains an open question”. it
follows that the behavior of MFP in advanced countries has undergone deviations
historically which motivate the subsequent review of the literature.

The neoclassical APF is at the heart of the economic growth theory, developed by
Solow (1956). The NGM, together with the endogenous savings extension of Cass (1965)
and Koopmans (1965) consider technological progress as exogenous. Becker (1964) is one
of the pioneers who considers the role of technology and new scientific knowledge in
productivity growth. In the late 1980s, a new stance of thinking emerges that give rise to
the inception of EGM. These models consider technological progress as endogenous. In
the first generation of endogenous growth models (Romer, 1986; 1990 and Lucas, 1988),
MFP growth is positively related to the technological advancement and the levels of R&D.
The second-generation endogenous growth models of Aghion and Howitt (1998) and
Dinopoulos and Thompson (2000) recommend that the ratio of researchers in employment
or R&D expenditures as % of GDP should be used in growth models rather than their
absolute values (Ulku, 2007).

Despite having various measurement concemns laid down in the previous section, the
TFP slowdown has now become the fundamental features of the world economy.
Nevertheless, there is not much unanimity on the factors which drive the aggregate

MFP. In this section, we review the most prominent studies related to the determinants of
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MFP. As already noted in the introduction that at aggregate level, the economic growth
and productivity literature attempt to relate the Solow residual (usually represented by A)
to certain drivers such as HC, R&D activities, openness, FDI, ICT, international R&D
spillovers, innovation, and financial development. One of the pioneering attempts by
Nelson and Phelps (1966) finds that HC is important to determine the disparity between
the technology frontier and TFP.

Some prominent studies such as Romer (1986) modeled A as a function of the stock of
R&D; Lucas (1988) as a function of the stock of HC; Grossman and Helpman (1994) as a
function of international knowledge spillovers; Coe and Helpman (1995) as a function of
trade spillovers; Edwards (1998) as a function of OPEN; Aghion and Howitt (1998) as a
function of innovation; Benhabib and Spiegel (2000) as a function of financial
development; Dar and AmirKhalkhali (2002) as a function of government expenditure;
Woo (2009) as a function of FDI; Deliktas and Bacilar (2005) as a function of natural
resources; Acemoglu et al. (2003, 2005) as a function of institutions; Egert (2016) as a
function of regulation and institutions. We review the existing literature on the drivers of
MFP by classifying it into two broad categories: macroeconomic determinants of MFP and

institutional determinants of MFP.

2.2.1 Macroeconomic Determinants of MFP

The abundant theoretical and empirical literature explores the determinants of MFP at firm,
plant, industry, and sectoral level (Gehringer et al., 2016; Bartelsman and Doms, 2000; and
Nelson, 1981). However, there is limited empirical evidence on the drivers of MFP across

countries at the aggregate level (Egert, 2016). The empirical studies regarding the
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macroeconomic determinants of MFP are scarce in the case of developing countries. More
focus has been given to the advanced countries particularly, OECD countries.

As pointed out earlier, a recent surge of research on economic growth has convincingly
shown the worth of MFP growth for achieving a higher level of real income per capita. It
recognizes MFP as an engine of economic growth and argues that growth differences
across economies are mainly explained by MFP differences. So, to figure out the growth
of nations, we must review and develop a better understanding of the macroeconomic
factors that shape MFP growth. The selected studies in this domain are summarized in

Table 2.1
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2.2.1.1 Literature on Human Capital and MFP
The path-breaking contribution of Romer (1986) shifts the attention of policymakers and
researchers again towards the macroeconomic dynamics. Romer (1986, 1989) highlights
the role of HC in the process of productivity and growth. This is sometimes referred to as
“the resurgence of growth theory”. The resurgence of growth theory during the 1980s with
an expansion of the new neo-classical EGM (Romer, 1986; Lucas, 1988) has highlighted
new avenues of research and introduced several discussions such as failure of cross-country
convergence and international patterns of migration and wage differentials. Romer's (1986)
model is based on Frankel (1962) and Arrow's (1962) “learning by doing” concept which
implies that HC is a byproduct of market work and mechanization; an increase in the capital
stock leads towards an increase in the stock of knowledge through learning by doing. Lucas
(1993) asserts that learning by doing process shows that the rate of learning in the
production process declines to zero overtime.

The contribution of HC'® to productivity growth has been discussed and recognized in
many empirical studies such as Nelson and Phelps (1966), Becker et al. (1990), Mankiw,
et al. (1992), Barro (1993), Tallman and Wang (1994), Benhabib and Spiegel (1994),

Temple (1999), Miller and Upadhyay (2000), Barro and Lee (2001), Baier et al. (2006),

161t refers to higher education, skills and training, technical know-how etc. inculcated in the person of an
individual. it has spill-over effects on the process of growth. Lucas (1988) defines HC as “skills embodied in
individuals that either are used for producing output or accumulate knowledge through education”. In general,
secondary school enrolment (Mankiw et. al., 1992), returns to education (Psacharopoulos, 1994) average
years of schooling (Benhabib and Spiegel, 1994; Bosworth et. al., 1995; Zhang and Zhuang, 2011; De la
Fuente and Doménech, 2001), weighted average of the population listed in primary, secondary and tertiary
education (Murthy and Chien, 1997), gross enrollment rate at secondary education (Qadri and Waheed, 2014)
have been used as a proxy for HC. In this context, Index of HC is widely accepted and extensively used
database. It covers both developed and developing countries over a long period.
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and Acemoglu (2012). One of the pioneering attempts by Nelson and Phelps (1966) finds
that HC is important to determine the disparity between the technology frontier and TFP.

In the same line of analysis Vandenbussche et al. (2006) analyze OECD economies for
the period 1960-2000 and advocate that only skilled HC rather than total HC amplifies
TFP differences across countries. Moreover, the study asserts that the skilled HC has a
sound growth augmenting effect in those economies that are nearer to the technological
frontier. Similarly, Puskarova and Piribauer (2016) quantify the knowledge spillover!’
effects and HC stocks on TFP in European sub-national regions by employing a spatial
Durbin panel model and maximum likelihood approach for the period of 2000 to 2010. The
overall findings suggest that both knowledge and HC spillovers exhibit significant impacts
on the TFP in the European sub-national regions.

It is well established that the skills and knowledge embodied in an individual (that is
HC) plays an important role in TFP growth. Several macro levels studies such as Benhabib
and Spiegel (1994), Maudos et al. (1999), Mahmood and Talat (2008), and Coe et al. (2009)
find a significant and positive impact of HC on TFP. In contrast, there are some cross-
section and panel data evidence which show either insignificant or significant and negative
impact of HC on output growth and TFP growth (among others see Knight et al., 1993;
Benhabib and Spiegel, 1994; Hamilton and Monteagudo, 1998; Pritchett, 2001; and Freire-
Seren, 2001). Krueger and Lindahl (2001) pointed out that measurement error in data on
educational attainment, particularly for developing countries may lead towards biased or

inconclusive conclusions.

Fischer et al. (2009) define “knowledge spillovers as the benefits of knowledge to firms, industries or
regions not responsible for the original investment in the creation of this knowledge”. Glaeser et al. (1992)
suggest that knowledge spillovers might occur between industries in different cities rather than within
industries.
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Mankiw, et al. (1992) show that if HC is explicitly incorporated in the analysis, the
neo-classical model is then capable to explain the cross-country differences in TFP growth
but another supporter of endogenous growth theory Romer (1995), strongly contradicts
Mankiw, et al. (1992) findings. Similarly, Islam (1995) refute the direct impact of HC
(average years of schooling) on output growth in two of the three samples by using panel
regressions. Similarly, several studies illustrate the either insignificant or significant
negative impact of HC on MFP growth (for example, see Becker et al., 1990; Mankiw, et
al., 1992; Tallman and Wang, 1994; Miller and Upadhyay, 2000; Baier et al., 2006; and

Acemoglu, 2012).

2.2.1.2 Literature on R&D, ICT, and MFP

Under the Schumpeterian perspective,'® both innovation activities (technological
spillovers) and imitation are important for MFP growth. Schumpeter (1934)!° argues that
innovation plays a crucial role in economic and social changes. The investments in R&D
lead to innovation activities and hence long-run economic growth. Among others, the
major attempts to assess the effects of technological spillovers on TFP are Grossman and
Helpman (1994), Coe and Helpman (1995) Engelbrecht (1997), Frantzen (2000),
Engelbrecht (2002), Barrio-Castroa et al. (2002), Mendi (2007), Coe et al. (2009), Hasan
and Tucci (2010), and Bianco and Niang (2012). Innovation (technological spillovers) in

new growth theories is considered as a by-product (externality) of other economic activities

18Also, known as “innovation-based EGM or innovation-led growth models.” For detailed information, see
Geroski (1989), Grossman and Helpman (1991), Aghion and Howitt (1992, 1998), King & Levine (1993)
and Ha & Howitt (2007).

19 Schumpeter (1934) divides innovation into five different categories, these are: new types, new methods of
production, new sources of supply, the exploitation of new markets, and new ways to organize business.
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(investments in physical and HC). Some studies emphasize the complementary role of
R&D, HC, ICT, and innovation such as Redding (1996), Cameron et al. (2005), Cardona
et al. (2013), and Chou et al. (2014). Since the seminal work of Schultz (1953) and
Griliches (1958), a bulk of literature investigates the effects of R&D expenditure on TFP.
Theoretically, R&D expenditures upsurges TFP via different channels such as
technological spillovers, foreign R&D activities, and technology embodied imports and
exports (Coe and Helpman, 1995). Bravo-Ortega and Marin (2011) examine the
relationship between R&D and productivity using several R&D indicators. The result
shows that the per capita R&D expenditures are strongly exogenous to TFP and a 10%
increase in R&D per capita generates an average increase of about 1.6% in the long-run
TFP. The findings are consistent with L.ederman and Maloney (2003).

There are number of studies that endorse a positive significant effect of ICT on TFP
(Jorgenson, 2000; Timmer and Ark, 2005; Dimelis and Papaioannou, 2010). One of the
pioneer attempts by Smith (1776) argues that economic growth not only depends on capital
accumulation but also on technology. Further Schumpeter (1939) emphasizes on the role
of innovation and ICT for productivity growth. Solow (1957) describes the productivity
paradox as “you can see computer everywhere except in productivity statistics”. Venturini
(2015) examines the role of investments in ICT and R&D in the long-run productivity
performance of OECD countries. The result shows that both ICT and R&D investment
influence TFP over the long run. Acemoglu and Zilibotti (2001) argue that a large fraction
of the observed differences in TFP and output per worker is due to the technology-skill
mismatch. Contrarily, Atella and Quintieri (2001) pointed out that the relationship between

R&D expenditure and TFP is far from being established. The link between R&D and TFP
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depends upon how the TFP or Solow residual is measured. Further, in the case of an
adjusted measure of TFP, the contribution of R&D expenditure towards TFP growth may

be different.

2.2.1.3 Literature on R&D Spillovers and MFP

One ot e earlier empirical studies by Coe and Helpman (1995) use sample of OECD
countries and Israel over the time 1971-1990 to examine the spillover effects of R&D on
MFP. By employing panel cointegration, they conclude that R&D spillovers (domestic and
foreign) matter for TFP. Moreover, the findings suggest that in the case of OPEN and free
uad:, the effect of foreign R&D on domestic productivity may become more evident.
Generally, in large open economies, productivity depends upon domestic R&D spillovers
rather than international R&D spillovers. For example, Frantzen (2002) reports a
significant impact of domestic R&D in large countries. The study finds that inter-sectoral
R&D spillovers instead of intra-sectoral R&D spillovers are the main driving force of
productivity growth.

Similarly, Bianco and Niang (2012) attempt to extend the analysis of Coe et al. (2009)
by using the panel data for 24 OECD countries over the period 1971-2004. TFP is used as
a dependent variable while R&D capital stock?® and HC are used as principal exogenous
variables. As per Coe et al. (2009), HC is proxied by average years of schooling from Barro
and Lee (2001). The study uses a common factor framework desvc.. - ' by Bai and Ng
(2006) to capture the effects of global interdependence implied by internitional spillover

and diffusion mechanisms involved. The results suggest that there are considerable cross-

OCorrespond to R&D capital stocks in the business sector.
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country spillovers (mainly resulting from knowledge diffusion and R&D) which are
significantly contributing to the TFP growth. Madsen (2007) uses the data of OECD
countries for the period 1870-2004 to test the diffusion of knowledge through the channel
of trade. The findings of the study show that knowledge spillovers (imports of knowledge)
are significantly contributing towards TFP convergence across the OECD countries. El-
hadj and Brada (2009) show that capital accumulation and structural change contribute
towards convergence in the new European Union (EU) member countries.

Maryam and Jehan (2018) investigate the determinants of TFP convergence across
developing countries for the period 1960-2015 and conclude that although OPEN supports
productivity growth and convergence, FDI has a dominant role. Following Madsen (2007),
one of the recent attempts by Lee (2020) explores the role of R&D investment and
technology spillovers on productivity growth via intermediate input trade channel using
country-industry-level data for 25 advanced and emerging economies. The author
concludes that those countries and industries where technology converges to the frontier
are more likely to get the productivity payoffs of technology spillovers via input trade
channels. However, the role of domestic capacity in smoothing technology spillovers needs

to be recognized.

2.2.1.4 Literature on Fiscal Policy and MFP

Over the last few decades, a bulk of empirical literature examines the relationships between
fiscal policy and productivity growth. According to Islam (2008), a reduction in
government expenditure is necessary to achieve higher productivity. Peden and Bradley

(1989) conclude a negative link between government size and productivity.
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They argue that an increase in the scale of government erodes both productivity and its
growth. Modigliani (1961) followed by Diamond (1965) is considered as one of the pioneer
theoretical contributions on the subject, advocates that expansion in the public debt always
leads to a reduction in economic growth. For a sample of 19 OECD countries, Dar and
Amirkhalkhali (2002) postulate that TFP growth is lower in countries with a higher debt-
to-GDP ratio. Afonso and Jalles (2013) assess the links between economic growth,
productivity, and public debt by using a panel of 155 countries for the period 1970-2008.
By employing the growth equations and growth accounting techniques they find a negative
effect of the debt ratio for the full sample. However, for the OECD, the relationship
between average debt maturity and TFP growth is positive. Using a sample of 20 OECD
countries for the period 1970-2009, Salotti and Trecroci (2016) empirically examine the
impact of fiscal policy on productivity growth and private investment. They find the
adverse impact of large fiscal imbalances and high public debt (85-90% of GDP) on
productivity growth and investment

Everaert et al. (2015) examine the direct and indirect effects of fiscal policy on TFP in
a sample of 15 OECD countries over the period 1970-2012. The study implements a
nonlinear version of the common correlated effects pooled (CCEP) estimator of Pesaran
(2006). The regression results ratify the previous findings by Fischer (1993) that budget
deficits reduce the TFP. Moreover, the findings show that the productive expenditures by
the government boost the TFP; the statutory corporate tax rate and free trade are effective
fiscal policy tools for stimulating the absorptive capacity of a country and increasing the
country’s access to global technology. One of the indirect channels through which fiscal

policy influences TFP is the absorptive capacity of a country.
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Many studies examine the relationship between government spending and economic
growth (for example, Ram, 1986; Glomm and Ravikumar, 1997; Folster and Henrekson,
2001). However, there is limited empirical evidence on the issue of whether high
government size affects the productivity growth of an economy. One of the earlier studies
by Aschauer (1989) considers the relationship between aggregate productivity and
government-spending and concludes that government spending on infrastructure

development is necessary to boost economic growth and productivity.

2.2.1.5 Literature on Monetary Policy, Global Factors, and MFP

The empirical relationship between inflation and MFP growth has been extensively
examined by the economists in the last few decades (see Fischer, 1993; Smyth, 1995;
Freeman and Yerger, 1998; Miller and Upadhyay, 2000; Kiley, 2003; Christopoulos and
Tsionas, 2005; Bitros & Panas, 2006; Narayan and Smyth, 2009; and Li and Tanna, 2019).
Generally, the empirical results are contradictory. For example, using SUR methodology
on time series data, Smyth (1995) finds a strong inverse relationship between inflation and
MFP growth in the case of the United States. In a response to Smyth (1995), Freeman and
Yerger (1998) advocate the minor or negligible impact of inflation on MFP growth by
employing the Granger causality' tests on the same data.

The ‘Tobin effect’ given by Tobin (1965) is a mechanism through which inflation may
influence capital accumulation and MFP growth positively through enbancing the incentive
to invest; as the opportunity cost of holding money increases. However, the likeliness of

holding such an effect is limited as argued by Sidrauski (1967) that money is super-
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neutral?! in the long run and Stockman (1981) that it acts as a complementary factor to
capital. The proponents of the “neutrality of money” assert that if we hold the cash for
capital formation, then a permanent increase in the rate of monetary growth and hence
inflation may reduce the potential benefits of investment due to the depreciation of capital
over time.

Generally, MFP growth and GDP growth per capita show a similar pattern;
significantly negative during the crisis and global shocks, and significantly positive after
the crisis and shocks (Bruno and Easterly, 1998). The unobserved global shocks and
common factors such as technological innovation, global oil price shocks, and financial
booms and busts may affect the output growth as well as MFP growth of different regions
and countries differently (Eberhardt & Teal, 2011). These stocks not only affect the output
and MFP growth directly but also affect the input and output in the production process

through investment related decisions.

2.2.1.6 Literature on Financial Development and MFP

During the last few decades, a great deal of attention has been devoted towards the growth
effects of financial development (among others, see Levine, 1997; Benhabib and Spiegel,
2000; Beck et al., 2000 and Bhatti et al., 2013). The basic idea of financial development
and productivity nexus is based on Schumpeter (1934). King and Levine (1993)
reemphasize the Schumpeterian view that financial development stimulates output growth
through increasing the rate of capital accumulation and its efficiency. Financial markets

boost productivity via well-organized and efficient capital reallocation in growth-oriented

2l Money is “super-neutral” when growth rate of money supply has nothing to do with real variables such
as real GDP and the investment.
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industries. Benhabib and Spiegel (2000) scrutinize the impact of financial development on
TFP growth and investment by using different proxies of financial development. They find
that indicators of financial development are correlated with both TFP growth and
investment. However, the indicators that are correlated with TFP growth differ from those
that encourage investment. The results of Benhabib and Spiegel (2000) are in line with the
findings of King and Levine (1993).

In a cross-country growth regression framework Beck et al. (2000) show that financial
development positively and significantly affects TFP growth. Similarly, Bonfiglioli (2008)
examines the impact of overall financial integration on TFP growth and concludes that it
has a positive impact on TFPe growth. In the new paradigm of research Aghion et al. (2009)
analyze the impact of real exchange rate volatility on productivity growth via financial
development channel and conclude that financial development mitigates the negative

effects of exchange rate volatility on TFP growth.

2.2.1.7 Literature on Foreign Direct Investment and MFP

There are three main theories that support the nexuses between cross-border investment and
MFP. First, modernization theories, which are based and motivated by the neoclassical and
endogenous growth theories. There are not much cross-country empirical evidences
regarding the impact of FDI on MFP growth (hereafter, MFPG). However, there is
abundant empirical research on the FDI-growth nexus??. The theoretical literature on the
FDI-growth nexus identifies a contrasting view. According to the neoclassical model of

economic growth, FDI affects economic growth in the short run but not in the long run.

22 See De Mello (1999) and Almfraji & Almsafir (2014) for a comprehensive review of literature concerning
the FDI-growth nexus.
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The endogenous growth model focuses on the indirect and conditional effects of FDI on
economic growth by arguing that the effects of FDI on growth are conditional upon the
existence of some other factors.

According to modernization theories, the technology transfer and spillover via FDI are
very important to promote capital accumulation, TFP, and economic growth in developing
economies. Second, the classical or dependency theory is driven by the features of
Marxism. It considers economic globalization and OPEN as the main source for capital
movements and FDI across the world. Globalization does bring the use of ICT through
which developing countries may achieve better long-run economic performance and higher
levels of MFP growth. Third, the middle path theory which accommodates both the
modemization and classical theories. The middle path theory recommends that the
technology transfer and OPEN policies must be aligned with government regulations to
tackle the adverse effects of complete OPEN and capital accounts (Gorg et al., 2005).

In the existing empirical literature, there are mixed evidences regarding the impact of
FDI on MFP growth. For example, Zhu and Jeon (2007) employ panel data of OECD
countries and find a positive significant impact of FDI stock on the productivity of sample
countries. Similarly, Woo (2009) depicts a significant positive impact of FDI on TFP
growth in the case of developing countries. Similarly, Baltabaev (2014) finds a significant
positive effect of FDI on TFP growth. Recently, Herzer (2017) finds a positive long-run
effect of FDI on TFP in Bolivia. Contrary to these findings, Wang and Wong (2009)
advocate a negative effect of FDI on TFP. The study suggests that as the level of HC

increases, the negative effects of FDI on TFP becomes smaller in absolute term.
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2.2.1.8 Literature on Openness to Trade and MFP
The new growth theories (See, Romer, 1986; Lucas, 1988 and Grossman and
Helpman,1991) support the proposition that OPEN positively affects economic growth.
They contend that more open economies have more chances and ability to absorb
technological advances and innovation generated by the technologically advanced
countries. By using the Sample of 93 advanced and developing countries for 1960-90,
Edwards (1998) tests the hypothesis whether more open economies experience faster TFP
growth. The regression results show that the more open countries experienced faster
productivity growth. Similarly, Miller and Upadhyay (2000) find a positive significant
impact of OPEN on productivity growth. Alcala and Ciccone (2004) find that OPEN has
significant and statistically robust positive effect on productivity growth. Egert (2016)
argues that greater OPEN amplifies the positive effect of R&D spending on MFP growth.
On the other side of the debate, the empirical literature casts doubt on the growth
effects of OPEN. There are several studies that suggest that OPEN may have no impact or
even negative impact on growth, particularly in low-income countries. For instance, Kim
(2011) reports positive significant effects of OPEN on growth for the developed countries
while negative effects for the developing countries. Moreover, the empirical literature on
the subject claims a non-linear link between OPEN and growth. For example, Foster (2006)
indicates that there exists a threshold level in the relationship between OPEN and growth.
The relationship between two variables depends upon the country’s initial levels of per
capita income. Similarly, Kim and Lin (2009) argue that there exists an income threshold

below which the growth effects of OPEN become either negative or insignificant.
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2.2.1.9 Literature on Physical Infrastructure and MFP

There is consensus among the researchers and policymakers that the investment in public
capital, particularly, improving the physical infrastructure (for example, roads,
telecommunication, and electricity) is vital to expand the productive capacity of the
existing resources. A well-constructed highway reduces the total cost of the producers
Aschauer (1989), Munnell (1992), Easterly and Rebelo (1993) and Rodrik (2005) find the
positive significant impact of infrastructures such as streets, highway, airports, and other
public capital expenditures on economic development and productivity. Rodrik (2005)
reveals that TFP growth in India is mainly due to a substantial investment in physical
infrastructure. However, Holtz-Eakin and Schwartz (1995) find a negative coefficient for
public capital and infrastructure investment which indicates the negative impact of public

investment on productivity.

2.2.2 Institutional Determinants of MFP

The discussion on institutions as one of the main driver of productivity and economic
growth has been evolving in the mainstream economic literature over the last three decades
(see among others North, 1990; Wolf et al.,1955; Hall and Jones, 1999; Rodrik, 2000;
Rodrik et al., 2004; Acemoglu et al., 2003, 2005; Glaeser et al., 2004; Dias and Tebaldi,
2012; Dreher et al., 2014; Nawaz, 2015) However, to explore the different channels and
links through which the IQ may impact MFP growth is one of the challenging tasks and a
probe of an ongoing debate among researchers (Egert, 2016). An empirical investigation is
much needed to scrutinize the different channels and conditions through which IQ affect

TFP especially for a sample of developing economies.
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Hall and Jones (1999), one of the pioneer empirical attempts on the subject examine
the impact of institutions and government policies (social infrastructure) on productivity
measured by output per worker. By employing the instrumental variables approach
developed by Wright (1928) on the dataset of 79 countries, the study concludes that the IQ
and government policies (social infrastructure) are important determinants of productivity
differences and long-run economic performance across countries. However, variation in
output per worker across countries is partially explained by the investment in physical and
HC. Similarly, Rodrik (1999) advocates that institutions not only determine the economic
performance of a country but also predict its sustainability. North (1990) declares that
institutions improve the incentive structure that leads to enhance the productivity of factor
inputs. Keefer, and Knack (1997) report that IQ raises the country’s ability to catch up.
Thus, better institutions would support to attain the convergence between developing and
developed countries. Fadiran and Akanbi (2017) find a significant role of market-based
institutions in determining the TFP in Sub-Saharan African countries.

Rigobon and Rodrik (2005) use panel data of 86 countries to gauge the
interrelationships among income levels, economic and political institutions and OPEN. The
regression results show the positive significant effects of ecomomic and political
institutions on output growth while the coefficient of OPEN is statistically insignificant.
Grigorian and Martinez (2000) check the nexus between institutions and industrial growth
in 27 Asian and Latin American countries. The findings of the study indicate that
improvement in the legal and regulatory framework affects industrial growth via TFP and

investment.
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In the same line of analysis, Dreher et al. (2014) examine the link between output,
productivity, and institutions, by taking in to account the role of the shadow economy. They
used panel data for 76 countries over the period 1980-2000 to estimate the FE and RE
models. The results ratify the positive relationship among 1Q, output, and TFP, while the
existence of a negative relationship between IQ and shadow economy; implies that better
IQ reduces the proportion of the shadow economy. The results are consistent to Schneider
(2010). Coe et al. (2009) extend the previous research of Coe and Helpman (1995) by
including the role of institutions. The findings are consistent with the previous outcomes.
Also, the results suggest that institutional differences across nations significantly determine
TFP. A higher level of IQ is complementary to the higher levels of TFP together with
domestic and foreign R&D spillovers.

Egert (2016) uses the sample of 34 OECD countries to scrutinize the impact of
regulations and the quality of institutions on country level MFP. The findings of the study
show that better IQ, friendly business environment, greater OPEN strengthen the positive
effect of R&D expenditures on MFP. The result shows that greater innovation intensity
enhances MFP. The finding can be further corroborated by Hall and Jones (1999) and
Olson et al. (2000). They demonstrate a positive significant relationship between IQ and
TFP growth. Hall and Jones (1999) measure the IQ by the “social infrastructure” index?*.
A recent attempt by Akhremenko et al. (2019) considers BRICS as an empirical example
to examine the interdependence among TFP, economic welfare, and political institutions.

The study employs DEA (nonparametric methods) to estimate TFP levels for selected

The index is mainly consisting of law and order, protection of property rights by the government,
corruption, bureaucratic quality, and risk of expropriation.
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countries. The findings suggest that per capita GDP and TFP levels are mainly determined
by the quality of institutions.

Bjornskov and Meon (2015) investigate the impact of social trust on TFP by employing
a panel dataset for the period 1950-2000. By using FE and RE models the study reported
a significant positive effect of social trust on TFP growth. Moreover, the impact of social
trust on TFP growth runs through the channel of economic institutions, instead of political
institution. This finding can be linked with the findings of Uslaner (2002) who advocates
that social trust matters to institutions.

Jalles and Tavares (2015) consider the effect of trade, scale, and social capital on TFP
by using a panel dataset of 59 countries over the period 1970-2007. To capture the scale
effect (size of the economy) the study uses different indicators including real GDP, capital
stock, population, and labor force. To assess the effect of social capital, different sets of
social capital-related variables including trust, civil liberties, civic cooperation, religious,
linguistic, and ethnic fractionalization have been used. The results show that the effect of
trade and social capital is significant, whereas the scale effect is insignificant. Both higher
trade intensity and higher levels of social capital raise the TFP growth rate.

To find the evidence of global or regional TFP convergence Tebaldi (2016) uses a
sample of 63 countries for 1960 to 2011. The study employs Phillips and Sul (2007)
methods to test the cross-countries convergence. Additionally, the study employs a system
GMM estimator to analyze the factors driving TFP growth. The convergence test shows
evidence of strong TFP cross-countries convergence by recognizing the role of initial
conditions. The results indicate that economies with a lower value of TFP at the beginning

remain below as compare to those economies which have a better start. The results of the
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system GMM imply that institutions and OPEN are crucial factors that determine the TFP
growth. The summary of selected empirical studies that examine the impact of regulations

and institutions on aggregate productivity is given in Table 2.2.

58



6S

s10)oey yueuodwi are uonezijeqo[d

SIWOU0d9 pue ‘JuaunsaAUl SIQYOIBaSal ua9M19q SDUNP | 1002-0007 Usamlaq
101 ‘PN W juaunsaAul Jo lsqunu ‘O1 ‘axy ddL J0J junosde sajelg payu() pue
‘O eyt moys synsal  ayJ, NIAID doudIagi | “ueunsaaul 1D ‘OH jei) $30)0BJ oY) sasA[euy | satnunos DI0 Z€ | (9107) N pue SN
UOTIBZIIRId0OW(]
ymos3 Jo xapu] ‘Anend)
dAL 2y} Sutuialep yomym sI0)oe] NND WwlsAg | Aoeroneaing ‘I9pI0)
[etonId are NJJO pue suonmusul ‘03uo812Au0) | pue me ‘uondniro) ‘Umodd J.L
ey A dun AAD  wdisAs  Jo SaLRUNOd Areipnp | SulAlIp s10joe] 2y} azAjeue
S)Nsal 9y ], ‘90uaSISAUOD SALIUNOD SSOJ0 2y} 1593 yuapuadopu] 0} pue 3oua8I2AU0D 1107 0
SS0I> I Suons JO OOUSPIAD 01 spoyiowr (£007) Xapu[ sjuIeInsuo)) d1L reuoidaiio eqoi3 | 961 Jo pouad oy
SMOUS 1S9} 2oua1oAuod  ay[ ns pue sdijiyd [eonijod ayL Jo 9ousp1aa 2y} purj o, ISA0 59LUNOD €9 (9107) 1preqalL
"dAN seoueyuo
Ansuayur  uoneAouur INea1d ey
SMoys 3nsal ay [ "d.JA uo Surpuads
axy Jo 1932 aanisod ayy Apydure "ddN 12A9]
NAdOQ  Ioeaid3  ‘quamiuoliAul Ayenb Anunos uo suonnisul Jo
ssoulsnq  Ajpuslyy ‘DI Jenaq Jojewmnsa (STOQ) feuonminsur | A3tjenb ay3 pue suone[ndaa
1By} moys Apnis a3 Jo s3uipuyy sy, S710 smueuig ‘uonyengal joxIew Jo 1oedun ay} sZunniss | salnunod 4O p§ (9107) w98y
‘sde8 £3ojouysa
ISMO] UIIM SOLIJUNOD UL AIAASS dI0W
aIe suone|ndal Jo SO SsIaApe
3yl “ISAOMOH ‘oaneSeu st ymors
ddl uo uonemdar jo asusnpyul
uni §uoj sy, "sased [fe ul Juesjuds de3 ASojouyoa, "LO0T=SL61
jou st ymoId J.JI uo uonendai ‘uone[ndal | ymoid J1 uo uonendai pouad a1y 10§
Jo edwt oy ‘uni uoys up| uoneidajulod [aued Jo sadK) us1ayi(q Jo yoedun ayj atopdxyg | sernunod QOFO €T (L107) ueotedeq
33ea9A0)
S)NSY | POoYIdJA] NoleI)ST SqBLIBA $2A03([q0 JApms Jo adAJ,
/ ssurpurg Aayf /KBojopoqIdI [euonmnsuy A3y 248359 / UONIBANOIA Jaidweg | aeax (s) zoypny

(dAN) A1apanpoud 1038 J-BNJA JO SHUBUIULIANA( [RUOHNIISU] ) U0 SAPN)S PIIAS :7'7 Qe




09

‘rendeo
[ewos 01 Arejuswaidwod aq Aew
suonnnsul poof jeyy Sunsadsns
‘SaLUNOD YOLI UT Juedijudis arou sl
renden [e1d0s Jo 199133 aanisod ay],

NIND
waysAg yorvoidde

(STDAI) sasenbg
1SBY] POZI[BIDUID)
-3lqeLIEA
[eStIN)SuY
‘Joyewrnsd (AQST
s|qeLieA Awrunp
sasenbs-jsea|

UolBZI[RUOIIORI]
S1uY3Io pue

ansm3uiy ‘sno1difaa
‘uoneradood 1AL
‘sanJaq] [IAIO ‘Jsni,
Suipnjour sajqeLeA
paejas-fendes [e1dos
J0 198 JuaIayJIp

d1 uo [endes
[e100S pue 3[eds ‘opel}
JO 199JJ0 a1} JopISU0D

L00T

—0L61 3o pouad ayy
JaA0 saunod 6g

(s102)
saleAe], pue sajjer

"uonnsul
[eontjod jo peajsul  ‘suonninsul
SIWIOU02d JO [ouueyd oY) y3noyp
sunl ymmoi3 d41 uo isnp [e1oos jo
1edwl 3y} ‘I2A0I0A ‘Umoi3 J1
uo SNy [B100S JO 19319 aAnisod
weoyiugis v spodar Apmis oyl

S[epow J pue 4

1snij [e190§

d.i] uo isny [eroos
Jo edun ayp a1ednsaaur

000T
—0561 Jo potsad sy
10J 19seIEp [Sued

(§107) uosy
pue Aoysulolg

*SaLIUNOD
pue SJUAWISTD [euonMINISUL
SSOJOR ATeA $109]J0 102I1puUl ISIY
‘19AomOH “fyianonpoid uo (spen
pue [(1d) sivao[pds jeoiojouyoa
u319J0J JO S1991J2 Y sAeIdpow O]
*ISA03JOA “Ananonpoid uo joedun
jueoyyudis aanisod sey QOf ‘sosed
ay1 jo 1sow Uj ‘satnunod padojaasp
ss9] pue  padojpAsp  ssosoe
P1p Ananonpord uo suonmusu
JO $109445 a3 18U} WIuOd SIskjeur
reoundws  Aw jo  synsar  ayg,

|opow g ‘s1591
uoneIdauios [sued

a2y dnsawop
‘s1oAo[[Ids I

pue apeJ) ‘s103ed1pul
95UBUISACD)

() R400

Ananonpoud uo siaaofids
= jo 19yys 3
SUIWEXS 0} PUB SAIWOUODD
uonsuer pue pado[aasp
Jo Knanonpoad ay) uo

Ol JO 5193149 19311pul pue
211p Y1oq oy} di0[dxs 0],

6002
01 0661 potsad ayy
JOAO SaLUNOD /i

(S107) Jowery]

‘saLuNod Suowe
dAL ul 20udIdyyIp ayp urejdxs jey;

‘s91BlS AU
pue samunos (D40




19

“JOAOMOH “(aIMIonnsenjul  [B190S)
satorjod jusurdA03 pue O ay)
£qQ pauruLIRIsp A[UIeW e SALUNOd
$SOI0R $OUAIYYIP AiAanonpold oy |

‘poyrouwr densjooq
‘uorewlsa sajqeltea
[euswunsut ‘g 10

[euonmmsug

‘9H pue [ea1sAyd ur
JUUIISIAUT “IONIOM
Jod ndino Soj

pue (2Inonnsejul [e1o0s)
sord110d JusWUISA03
Jo 1oedun o) sutwrexy

S661
-0L61 3o polad
3y} I0J SaLIUNod 6/

(6661)
sauof pue [[eH

‘[9A9] 441 pue
KLouardoiyye soueyud 0) juenodun

oIe agejueape [edryderdosd
pue juswdo[2A3p [eroueuly
‘sIy8ur Auradoud ay [, *sJ0199s ssoIoe

uonewnss

(TAITT) pooytaxI]
wnwIxepy
uoneuLIou]

panwiy (S1ST)
sarenbs jsea|

‘[ouueyd AWOU039 [enp

Jo [puueyd oy ySnory Jo
Ananonpoid ay) uo apen
pue Aydei30e8 ‘suonmnsui
Jo 1edun sy} surwexs pue

A5Ua101142 SA1JB}AI Ul UOLIBLIBA SY) a8e1s-om1 (ST0) SILIIUNOD SSOJoB AJUIIdIYD 5861
Aq usAup Ajurewr s1 g1 9jeSo183e sarenbs AydeiS0a3 pue |  sane[al Ul UOTIRLIBA 3ALIP | —086 1 JO portad oy (8002) preedre(q
Ul UOTIBLIBA [BUOITBUIDIUI Y], 1se9] Areutplo | ‘NIJO ‘suonnmnsu] | 1eyl sioioey oy ajeSusaaul I2A0 S3LUNOD O pue epuey)
Ymotd Ananonpoid
Ioysy o} Suipes] (919 syyEW
yoelq pue ‘uondnuos ‘Suikqqol)
SaMIANIE 3ANdNposdun pue Suryaas
-juar  Fuijjonuod  AQq  $90INOSaI
Jo uonezynn  UAIS  pue
uonnadwos ojejnuns suonMIsul uoneziureqan *S2IUIOU023 YO11-90IN0Sl
Apuaug-1oonpord  ayp  ‘reyung ‘NAdO ‘ddo ur jumoa3 Kyanonpoid
‘Bunjoss-iuar uo joedwn sy elA Jo o4 se JuaunsaAul SGunowoud ut wopaaly
S3IWIOU093 YOLI-92IN0SAI Ul Yimoid ‘WIOP23I] JTWIOU0d? | SIWOUO0d3 pue suonNnsul 0102
Ananonpoid ayy seaordur wopasty JO Xapui ‘onjer sruouods Anjenb —0L61 Jo pouad r102)

S1WIOU033 Y} JBY) MOYS S} NSal Ay L JWIAD waisAg | @O siua1 somosal | ~ySiy Jo 9[0I oY) duIweXy | Y JOJ SILAUNOD 66 ‘[e 39 1peyIe,]
-AwIou0d3 mopeys ay)

JO 9z1S 9Y1 9onpal suoOnNIIISUI 19)9q

eyt sondwn  ‘Awouoda mopeys ‘AmI0uU092 mopeys

pue ] ueamiaq diysuonepalr | s[epowr Ty pue 4 oY} JO 9[0J 2y} JUNOOIL

9SIJAUI JO QOUNSIXD Y M ‘L | ‘sajewnss sa[qeriea 0} u1 Sunye) £q ‘suonnysui 0002

pue ndino ‘O] Suowe diysuone(as [eIUSUWINLISUT pue ‘K&nanosunpotd ndino | 841 jo pouad ayy #102)

aanisod oy Ajner synsar oyJ pue S0 Me[JO o[y | UQaMISq NUI| S} SUIWIEX I9A0 SALNUMOD 9/, S REREl R g




9

‘OH pue jeo1sAyd Aq paurepdxa
Lrened ST SaLUNOD  ssosoe

mwyiom 1ad ndino W woneuea

alqeLreA Xapul
As110d (AQVD)
sa1d1jod uoisIoAlp
-1]UB JUIWIUISA03
‘quawute)e
Jeuoneanpa
‘saanseaws N94dO
yons s10Jes1pur

(19310M Jod Indino s1 jey))
Aianonpoad uo suonnisul




2.3  Summary and Conclusion

The focus of this chapteris to provide an extensive review of the literature on the
measurement and determinants of MFP. This literature begins with a growth accounting
framework, one of the pioneer deterministic approaches being used to estimate the MFP at
aggregate as well as at sectoral levels. As a check on measurement problems of the growth
accounting framework, the index number method is also applied by the researchers to
measure MFP, since it does not require an APF. An alternative way of estimating MFP and
efficiency analysis is based on frontier methods. To overcome the shortcoming of the
growth accounting and frontier techniques, growth regressions and econometric methods
have been proposed. These methods are extensions of the earlier methods of Solow
residual. In growth regressions, a structural equation is identified to estimate the MFP level
from aggregate data

By going through the empirical literature, we conclude that there is hardly any
empirical study that employs the econometric method for the measurement of MFP growth.
Mostly, the existing empirical literature on measurement ignores the endogeneity bias
caused by reverse causality and feedback effects. Further, the HC adjusted measure of
productivity growth has seldom been wused in the growth literature. To
the best of our knowledge, the HC adjusted estimates of MFP growth for developing
economies is not available. Moreover, a critical review of the existing available
methodologies of TFP measurement is needed to provide the researchers with a platform
to develop more suitable measurement method(s).

Similarly, no in-depth empirical study has been carried out so far to examine the effects

of institutional as well as macroeconomic factors on MFP growth for the sample of
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developing countries. The existing literature on developed economies either solely focuses
on macroeconomic drivers or discusses the institutional factors concerning MFP.
Therefore, the analysis of both factors (macroeconomic and institutions) simultaneously
may open a new avenue of research related to MFP. Most of the existing empirical literature
overlooks the channels and conditions through which macroeconomic and institutional
factors may affect MFP growth. We could not find any empirical study on aggregate
productivity growth in which macroeconomic and institutional indicators are used as both

the mediator and moderator.
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Chapter 3

MEASURING MULTI-FACTOR PRODUCTIVITY:

AN OVERVIEW

Broadly, there are three strands of literature concerning the measurement of MFP. The
conventional method is the GAA. The second strand of literature uses index number
methods along with frontier techniques. The third strand employs the growth regressions
or econometric methods to estimate MFP across countries and regions. A flow chart of

these methods is given in Figure 3.1.

3.1 Conventional Methods

The conventional method to measure MFP is the GAA. It decomposes the observed
economic growth into two components: first, the contribution of factor inputs; and second,
the contribution of TC known as the Solow residual. In this framework, Stigler (1947) was
one of the pioneer attempts, followed by Sollow (1956), Abramovitz (1956), Kendrick
(1961), Hall and Jones (1999), Oliner and Sichel (2000), Jorgenson and Stiroh (2000) and
many others. These studies show that economic growth associated with the growth of
factors of production is dominated by the unexplained part of the contribution of TC. In
the NGM, exogenously determined technological progress is just like manna from heaven.
The empirical analysis shows that about a 50% to 90% share of aggregate growth remains
unexplained due to unknown factors other than the conventional inputs of labor and capital.
These unknown factors are either attributed to the impact of technical progress or a

“measure of our ignorance” (Syverson, 2011; Abramovitz, 1956).
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Figure 3.1: Methodologies for MFP Measurements
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TFP has been considered as an engine of economic growth (Grossman and Helpman,
1991; Aghion and Howitt, 1998). One of the earliest studies by Abramovitz (1956) uses
US data from 1869-78 to 1944-53 and concludes that 90 % of output growth is linked with
the growth of TFP, while only 10 % of output growth per person is related to the growth

of factors of production. Similarly, Solow (1957) uses the time series data of the US
66
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economy from 1900 to 1949 and finds that 88 % of output growth is associated with the
growth of TFP, while only 12 % of output growth per person is linked with the growth of
factor inputs. Further, Kendrick (1961), Klenow and Rodriguez-Clare (1997), Oliner and
Sichel (2000), Jorgenson and Stiroh (2000), and Baier et al. (2006) attempt to minimize
this unexplained part or residual through modeling and empirical testing, but still it remains
far from zero. Contrarily, using the sample of East Asian countries, Young (1995) claims
that GDP growth is mostly explained by input accumulation rather than TFP growth.

The production function in a general form can be expressed as

y = f(xl,xz,x3 ....,xn)

where y is output and x;’s are inputs with i =1, ..., n. In the existing literature, several
functional forms of the production function have been proposed for example Cobb
Douglas, constant elasticity of substitution (CES), translog, generalized Leontief and
normalized quadratic, etc. The Cobb-Douglas function supported by the standard
neoclassical production function has been widely used in the applied economic literature,

which is expressed in its simple form as:
Y=F(K,L) 3.1
where Y is output. K and L denote capital stock and labor respectively.

The GAA of TFP measurement is based on the seminal work of Solow (1956 and 1957).
As said earlier, this approach relates the measured inputs to measured output through a

production function of the form:

Y = F(K,L,¢t) (3.2)
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where Y is output, K is capital input, L is labor input, and t represents time. If we

differentiate equation (3.2) with respect to time, and divide it by Y, then we have:

AN IR S

de __ \3K dt 3L dc 4 B¢

e = x 4L X oL .

Y Y ¢ Y L + Y 33)

aF a
In equation (3.3), the terms L’YL and -(i,ﬂ represent the factor shares of capital and labor

aF
respectively, while the term % denotes the proportional rate of shift of the production

function (TC or MFP). If we assume a “Cobb-Douglas APF”, then
Y = AK*[1 - (34

where, Y is output, K is capital stock, and L is labor force, a demonstrates the elasticities

of production functions, 0 <a < 1, and A represents the Solow Residual which is equal to:
TFP=A=Y/K*L}™® (3.5)

The endogenous growth theories®* consider “A” as TFP or “measure of our ignorance”
(Syverson, 2011). Although the residual method has been developed several decades ago,
it has still been applied consistently by the academician to estimate productivity.
Occasionally, some improvements have been made in the traditional estimates of the Solow
Residual. For example, instead of using growth rates of TFP, the researchers use TFP levels
(Benhabib and Spiegel, 1994; Hall and Jones, 1999). According to Islam (1999), the time-
series GAA has two different forms; the absolute and the relative. The former requires the
time-series data of individual countries for a long period to obtain the TFP growth rates

rather than TFP levels.

24 For detail see Barro and Sala-i-Martin (1995) and Aghion and Howitt (1998).
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Contrary to the absolute, the relative form initiated by Jorgenson and Nishimizu (1978)
that not only provides the TFP growth rates but also relative TFP levels by converting the
data of different countries to a common benchmark currency. Senhadji (2000) theoretically
explores the source of cross-country differences in TFP levels and conjectures in favor of
TFP level estimation.

The GAA is suggested for comparison of relative TFP levels across countries by Hall
and Jones (1996). This approach also has its strengths and weaknesses. The main advantage
1s that it allows factor share parameters to vary across countries and therefore does not
require econometric estimation of parameters. Secondly, it does not impose a specific form
on the APF. The limitations are, first, that it depends on the assumption « { an even rate of
return across countries to compute the country’s specific value for he factor share
parameter. Most of the empirical studies including Fischer (1993) have used 0.48 as a share
of capital in output, which implies that the share of labor in output is 0.60. For example,
Crafts (1999) and Bernanke and Gurkaynak (2001) take 0.30 as a share  :apital in output,
which implies that the share of labor in output is 0.70. Second, prior  =zring of selected
countries is required, and inclusion or exclusion of countries .. . 1a to biased TFP
indices. Third, it requires data on physical capital stock which may contain measurement
errors due to differences in depreciation rates and initial levels of capital stocks. Barro
(1999) proposes a dual approach for the estimation of MFP by the GAA. Instead of
computing MFP from the growth rates of factor quantities, this annrmach computes the
Solow Residual or MFP from the growth rate of factor prices. According to the dual
approach, output equalizes total factor income, given that production function is linearly

homogenous.
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The rationale behind the wider use of the GAA in the existing empirical literature is;
firstly, it can be applied in case of scarce data or missing observations. Secondly, it is
simple in its application. Thirdly, it gives TFP growth estimates for each period; enabling
the policymakers to monitor the productivity growth of the economies, industries, and
firms regularly. Likewise, this approach also has a few limitations. For example, the
required assumption of a stable production function may be violated in most cases.
Similarly, the assumption of linear homogeneity of production function and constant return
to scale may not be satisfied. Lucas (1988) and Romer (1986, 1990) argue that the
production function may exhibit increasing returns to scale. Hence, it may not apply to the
less developed and developing economies. Moreover, this approach assumes that
technological progress is Hicks neutral, that is it increases the efficiency of both capital
and labor at the same time. Technological progress may increase the efficiency and
productivity of different factors of production inconsistently.

To overcome the shortcoming and to circumvent the limitations of the GAA, the
frontier techniques and econometric methods have been proposed. These methods have
been applied as a check on problems in the measurement of the growth accounting
framework. Deprins et al. (1984) propose the Free Disposal Hull (FDH) method, which is
relatively less popular, though more flexible, than the DEA introduced by Farrell (1957).
Fuentes and Morales (2011) propose the use of a SSM to estimate the level of TFP, its

long-term growth rate, and other relevant parameters, such as the capital-output elasticity.
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3.2 Index Number Methods

The index number method is an extension of the growth accounting framework and it does
not require an APF. For example, the MPI introduced by Caves et al. (1982) makes use of
distance functions to measure productivity change. It can be defined using input or output
orientated distance functions. It compares ratios of outputs with inputs (that is TFP) across
units. It assumes that all the units being used (firms, industries, or countries) can be
compared. However, this assumption may not be satisfied in the real world. We can write

the TFP index in standard forms as:
MFP = A = X/L*KF (3.6)

where, equation (3.6) is a geometric index. A is the MFP index, X is the output index, L
and K are factor inputs, while a and  are their respective weights.

To construct an index that measures the contribution of combined inputs, the growth
rates of the factor inputs should be weighted appropriately. The main problem is the
selection of appropriate weights for factor inputs and output. Two commonly used
approaches for the selection of an appropriate index number for MFP measurement are the
“axiomatic approach” and “economic approach”. The former compares the properties of
various index numbers with desirable properties and the one having the maximum number
of desirable properties is selected for the estimation of MFP. The latter links index numbers
to a production form such as the Cobb-Douglas production function, CES production
function, and Translog production function, etc.

The commonly used productivity measurement indexes are the Laspeyres (1871),
Divisia (1973), Paasche (1874), Fisher (1922), Tomgqvist (1936), and Malmquist (1953)

productivity, etc. The Tormnqvist has been the most popular TFP index.
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This approach is also known as the HMI Approach. It defines productivity index simply as
the ratio of output and input index numbers. The MPI is the same as the HMI if the
technology exhibits global constant returns to scale (henceforth, CRS) and inverse
homotheticity. The merits and limitations of index number methods are almost identical to
the GAA.

Index number methods have been extensively used for measuring the efficiency and
productivity of different firms, institutions as well as various sectors of the economy.
However, these methods do not provide sources of productivity growth. Therefore, at the
aggregate level their use remains limited (Caves et al., 1982 Del Gatto, 2011). For example,
Maudos et al. (1999) examine the TFP evolution in OECD countries by using the
Malmquist indices of productivity and break down the productivity gains into TC and

efficiency.

3.3 Frontier Techniques

Besides the growth accounting framework and methods of the index number, we can also
measure®® the MFP growth by frontier techniques. Frontier models*® have been used in
both macro and micro studies. Frontier models divide the productivity growth into two
main sources; first, TC, which by assumption pushes the production frontier upward; and
second, TE change, which improves the production by improving the capacity of

productive units, given the level of technology and inputs. Most of the empirical research

25 For detailed overview and survey of productivity measurement methodologies, see Nadiri (1970), Felipe
(1999), Del Gatto (2011), and Van Beveren (2012).
26 For detailed description of frontier models, see Schmidt (2008).
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within the frontier approach adopts either SFA or DEA as parametric and non-parametric
estimation techniques respectively.

The parametric methods rely on strong assumptions of the functional form and in most
of the cases, the parametric studies use a translog functional form without any prior testing.
So, many researchers based on simultaneity bias and endogeneity problems have shown
their serious concerns regarding the validity of findings being drawn through these
approaches (see Polemis & Stengos, 2015 and Tran & Tsionas, 2010). To overcome the
weaknesses of the parametric techniques, Olley and Pakes (1996) initiate a semi-parametric
approach and developed a semi-parametric estimator followed by Levisohn and Petrin
(2003) and Ackerberg et al. (2015). However, the Cobb-Douglas specification is the
prerequisite for this approach, which is quite restrictive in empirical research. Recognizing
the elusive nature of various MFP measurement approaches, Van Biesebroeck (2007) and
Bournakis and Mallick (2018) provide a deliberate discussion on the robustness of different
parametric, non-parametric, and semi-parametric MFP estimation techniques keeping in
view the endogeneity issue and differences in production technology.

Taking a step forward on productivity measurement, Tsionas and Polemis (2019)
propose a new approach to the estimation of TFP growth, based on a nonparametric
specification along with a novel Bayesian nonparametric local likelihood approach. The
authors apply Bayesian techniques around Markov Chain Monte Carlo (MCMC) approach
and conclude that parametric methods lead to biased estimation of TFP growth while the
proposed nonparametric method performs well in terms of sensitivity analyses and
diagnostic testing. These methods are now getting popularity among researchers due to

developments in digital technology and posterior simulators.
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An alternative way of estimating MFP and efficiency analysis is based on SFM given
by Aigner et al. (1977).. Greene (2010) extends the analysis and provides SFM with sample
selection. Based on the Heckman (1979) framework, the study develops a full information
“true” sample selection model for the stochastic frontier specification to measure the
overall health system performance across 191 countries. It appears that the existing SFM
are more inclined towards the issues of endogeneity as compare to standard cost function
and average production models. The traditional approach to deal with the endogeneity
problem is to employ the FE or least squares dummy variables estimation techniques.

One of the earliest attempts by Guan et al. (2009) follows a two-step estimation
methodology to handle the issues of endogeneity in SFM. In the first step, the authors use
the GMM method to estimate the frontier parameters consistently. In the second step, the
residuals obtained from the first stage are used as a dependent variable to get efficiency
estimates, applying standard SFA.

Kumbhakar et al. (2000) propose the SFA to the decomposition of TFP in a panel
framework. In this connection, Kumbhakar and Lovell (2003) provide a survey of panel
data production frontier models. In contrast to the earlier proposed solutions of
endogeneity, Karakaplan and Kutlu (2017) identify some alternative ways through which
the endogeneity problem could be attacked. For example, using the instruments from the
standard literature or employing a control function approach (introduced by Olley and
Pakes), particularly in the case of estimating a translog model that involves cross products
of endogenous variables. Danquah et al. (2014) combine Bayesian model averaging
techniques with a non-parametric approach of MFP growth to address TFP measurement

issues and the importance of country-level time-invariant unobserved heterogeneity in TFP
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growth. The findings of the study suggest that the cross-country TFP growth differences
exhibit a lucid pattern, and country-specific unobserved heterogeneity is an important
driver of TFP growth.

MFP growth differences have the power to portray cross-country differences. Among
others, Fare et al. (1994), Koop et al. (1999), and Kruger (2003) have employed frontier
techniques to calculate the TFP growth in cross-country analyses. Fare et al. (1994)
examine the MFP growth in 17 OECD countries by employing MPI that is decomposed
into two component measures: TC and EC. They conclude that the productivity growth of
the US and Japan is higher in the sample; all due to TC in the US, while about half due to
EC in Japan. Kumbhakar and Wang (2005) employ SFA to decompose the Malmquist
index for 82 countries. Similarly, Alvarez (2007) decomposes regional productivity growth
for Spanish regions. The study contributes to the productivity literature by combining FE
and SFA, enabling the researchers to start a discussion on whether to use average or frontier
functions to estimate regional TFP.

Arazmuradov et al. (2014) employ a time-varying SFA on 15 FSU economies for
1995-2008 to explore the impacts of FDI, import of machinery, and HC on TFP. Their
results show that FDI and HC improve TE and hence real GDP growth of FSU republics.
By using a similar methodology, Aguiar et al. (2017) estimate TFP growth and technical
inefficiency for a panel of 40 OECD and emerging economies throughout 2001~11. The
findings of the study show that growth rates in the emerging economies are four times
higher than in OECD countries.

In the same line of analysis, Huang et al. (2014) employ a two-step SFA (meta-frontier

production function) to estimate TE. In the first step, parameters of the stochastic meta
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frontier (SMF) regression are estimated through the conventional maximum likelihood
method. In the second step, the group-specific technology gap ratio is estimated based on
the SFA. This approach opposes O’Donnell et al. (2008) in the second step, where they
apply a mathematical programming technique. The advantage of SFA over DEA is that it
values the possible impact of noise (a symmetric term) on the positioning and shape of the
frontier. Glass et al. (2016) develop a heteroscedastic version of the spatial autoregressive
(SAR) stochastic frontier for panel data; whose specification allows efficiency to vary over
time and across the cross-sections. Similarly, Greene et al. (2016) provide a discussion on
the methods of introducing heterogeneity into the parameters of the SFM via FE and RE

specifications.

3.4  Growth Regressions or Econometric Methods

The growth regressions or econometric methods are commonly used parametric methods
to estimate MFP across countries and regions. These methods are extensions of the earlier
methods of the Solow residual. In growth regressions, a structural equation is identified to
estimate the MFP level from aggregate data (Mankiw et al., 1992; Islam, 1995; Hall and
Jones, 1999). So, the econometric methods use a model-based approach instead of
estimating the residual from a calibration exercise. In this method, residual in the regression
is interpreted as MFP growth. Usually, the econometric approach starts from a Cobb-

Douglas production function with a constant return to scale (CRS).
Yo = A KTLTT 3.7

where, Y is output at time t, K is the capital input at time t, L is the labor input at time t, A4,

represents the shift in production function due to TC, T and 1- 7 characterize the share of
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capital and labor in the production function respectively. 4, implies that technology grows

at a constant exponential rate of A. It can be defined as:
A, = A, et (3.8)
By substituting (3.8) into (3.7), we get
Y, = A et KF L™ (3.9)
Taking logarithms of both sides, we obtain the following
InY,=lnA, +At+tlnkK, + (1 -1)lnL, +¢, (3.10)

Using a time-series data for Y, K, and L, we can estimate the output elasticities and
technology coefficient A and hence the contribution of TC to output growth. However, the
technology coefficient is not embodied in factor inputs, exogenous, and Hicks-neutral?’
just like manna from heaven. A smaller A may indicate misspecification of the production

function while larger A could be due to significant effects of resource allocation and

economies of scale.

For estimation purpose, the equation (3.10) can be transformed as:

InY,=t,+1,t+1,InK, +13lnl, + ¢ 3.1
We can measure the MFP growth as:
MFPG, =1, + (1, + 13 — 1)(1,K; + 15 L,) (3.12)

27 The Hicks-neutral technological change implies that technology increases the efficiency of both capital
and labor inputs proportionately; while, Harrod-neutral and Solow-neutral technological changes are labor-
augmenting and capital-augmenting respectively.
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In equation (12), 7, is a time trend, 7, and 75 represent the output elasticity for capital and
labor respectively while K,and L, express the annual growth rates of capital and labor force
respectively.

One of the recent attempts by Duygun et al. (2017) focuses on the econometric
estimation of TFP growth. The study employs the model averaging methodology on the
WPD developed by the UNIDO to compute TFP estimates. To implement the model
averaging methodology, weights are assigned to each set of model estimates. The
econometric methods used to measure MFP growth have their own merits and limitations.
Firstly, the prior sequencing and ordering of the selected countries is not required.
Secondly, it is less sensitive to the sample selection and inclusion or exclusion of countries.
Thirdly, we do not need data on physical capital stock, which may have the problems of
measurement error due to the different profile of depreciation rate and initial level of capital
stock. Kiviet (1995) might be right in saying “Yet, no technique is available that has shown
uniform superiority in finite samples over a wide range of relevant situations as far as the
true parameter values and the further properties of the data generating process (DGP) are
concerned”. The limitation of econometric methods of MFP estimation is that it ignores
the contribution of EC to productivity change. Secondly, based on specified functional
form, the condition of homogeneity across countries is imposed which may not hold.

One of the important features of econometric methods is the use of panel estimators
and DPDM in growth regressions, particularly in macro-level studies. Mankiw et al. (1992)
and Islam (1995) have been considered as classic articles. They explore how the results
change when a model-based approach is applied instead of growth accounting

methodologies. Islam (1995) uses the LSDV estimator based on the FE assumption along
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with LSDV-WG to estimate the cross-country TFP. He focuses on the role of various
unobservable factors such as institutions, resource endowments, and climate in TFP

differences.

3.5 Summary and Conclusion

This chapter provides an overview of the productivity measurement methods and
approaches. We identify three strands of the literature to measure MFP: the first is growth
accounting, which decomposes observed economic growth into the contribution of factor
inputs and TC, called the Solow Residual; the second is index number methods,
accompanied by frontier techniques; the third is growth regressions and econometric
methods used to estimate productivity across countries and regions. We keep our focus on
assessing the major strengths and weaknesses of commonly used methods for MFP

measurement.
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Chapter 4

DATA AND METHODOLOGY

This chapter describes data, nature and sources of data, and theoretical underpinning of
variables being used for the analysis. The sample and time selection are mainly based on
the availability of data on core variables. This chapter also depicts the theoretical

framework, models, and methodology being applied for empirical examination.

4.1 Building the Dataset for Estimation
After estimating the MFPG and MFPG_H from equations 4.10 and 4.11, we examine the
determinants of MFPG, using standard panel data methodology. The study is based on an
unbalanced panel data for 49 developing countries over the period 1980-2016. The sample
selection is based on data availability. The countries with poor data collection are excluded
from the sample to elude the potential measurement error. A list of sample countries is
given in Appendix Al. The data is taken from several sources including World Bank’s
World Development Indicators (WDI), Penn World Table (PWT), The Conference Board,
Total Economy Database (TED), International Country Risk Guide (ICRG) Researchers
dataset Published by the Political Risk Services (PRS) Group and the Historical Public
Debt Database (HPDD) By International Monetary Fund (IMF).

The dependent variables are multi-factor productivity growth (MFPG) and HC adjusted

MFP growth (MFPG_H) which are measured by econometric methods?®; an extension of

28 See Ahmed and Bhatti (2020) or Chapter 3 of this study for a thorough description of econometric
methods.
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the growth accounting framéwork. We carry out the panel data regression analysis using
both the annual as well five years averages data. We exploit a relatively wider set of
mediating, moderating, explanatory, and controls variables than those used in previous
empirical studies. These variables are investment (INV), government size (GSIZE),
Inflation (INF), debt to GDP ratio (DGDP). domestic credit to the private sector (PRIV),
human capital (HC) index, Economic Complexity Index (ECI), trade openness (OPEN) or
trade volume index, index of information and communications technology (ICT),
institutional quality (IQ) index, carbon dioxide (CO2) emissions used as a proxy for
environmental degradation, population growth (POPG), age dependency ratio (ADR), %
of the working-age population (ADR) and foreign direct investment (FDI).

The INV is measured by the gross fixed capital formation as a % of GDP. Capital
accumulation leads to capital-deepening which raises labor productivity as well as
productivity growth by technological advancement and spillovers. Investment, one of the
key determinants of economic growth, is critical for the adoption of new technologies and
hence productivity growth. GSIZE is measured by the general government final
consumption as a % of GDP. INF is measured by the consumer price index. DGDP is the
debt-to-GDP ratio. PRIV is the domestic credit to the private sector as a % of GDP which
indicates the financial depth of a country. One may argue that it is not a good indicator to
judge the financial depth of the country, but it has the edge of being available consistently
across our sample countries over a requisite period. Further, it has been widely used in the
existing empirical literature as an indicator of financial depth. We use credit to the private

sector as a % of GDP and ratio of total liquid liabilities (M2) to GDP as indicators of
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financial development®® and monetary policy. The data on these variables have been taken
from WDI, 2018 database published by the World Bank, PWT 9, and the HPDD by IMF.

1Q is the index of institutional quality.The 1Q index (on a scale of 0 to 100) is based on
the twelve indicators of ICRG?® researchers dataset published by the PRS Group, on which
principal component analysis ( henceforth, PCA)?! is applied to construct the IQ index. The
higher scale or values of the IQ index indicates better performing institutions while the
lower range of index exhibits the poor performance of institutions. Tables Al and A2,
Appendix provides a thorough description of how we constructed the index of IQ. The
scree plot is given in Figures C1, Appendix C. These plots display the factor eigenvalues
in descending order which represent the variance explained by each factor. The elbows in
the scree plots show the points at which the inclusion of additional factors does not support
in explaining the variance of the data set significantly. HC is the human capital index based
on years of schooling and returns to education. OPEN is the openness or trade volume
index measured by the total trade (% of GDP) or export plus import (% of GDP). FDI is
the foreign direct investment, net inflows as a % of GDP. ICT is information and
communications technology.

We have applied the PCA on three indicators, namely; mobile cellular subscriptions
(per 100 people), fixed telephone subscriptions (per 100 people), and fixed broadband

subscriptions (per 100 people) to construct the index of ICT (on a scale of 1 to 100). As

» Different indicators of financial development measurement have been used in the existing empirical
literature. For example, domestic credit to credit to private sector (Beck et al., 2000 and Levine et al., 2000;
Khan & Senhadji, 2003; Kose et al., 2009; Bekaert et al., 2011; and Arizala et al., 2013), liquid liabilities
(King & Levine, 1993) and ratio of total bank deposits liabilities to GDP (Christopoulos & Tsionas, 2004).
30 [CRG data has been used by various empirical studies on institutions-growth nexus such as Knack and
Keefer (1995), Mauro (1995), Hall and Jones (1999), Assane and Grammy (2003), and Kar et al. (2019).
3 PCA is a useful statistical technique that detects patterns in the data and then keeping into consideration
these patterns reduces the dimensionality of the dataset without losing much information (See among others,
Francois and Manchin, 2013; Slesman et al., 2015).
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mentioned in the case IQ index, the lower values of the ICT index show the non-availability
of advanced infrastructure, and vise vera. The Appendix C provides a thorough description
of how we construct the ICT index. The scree plot is given in Figure C1. These plots display
the factor eigenvalues in descending order which represent the variance explained by each
factor. The elbows in the scree plots show the points at which the inclusion of additional
factors does not support in explaining the variance of the data set significantly.

Innovation is usually measured by R&D expenditures. The countries with higher level of
R&D spending are more likely to have a greater number of innovation than the countries
having less R&D expenditures (see Stern et al., 2000 and Bilbao-Osorio & Rodriguez-
Pose, 2004). However, in the latest empirical research, the economic complexity index
(hereafter, ECI) is also used as a proxy of innovation (See Kataryniuk & Martinez-Martin,
2018; Sweet & Eterovic, 2019). ECI*? is the economic complexity index developed by
Hidalgo and Hausmann (2009), used as a proxy of innovation, keeping in view its high
correlation with R&D expenditures. However, the lack of mandatory reporting for R&D
expenditures in most developing countries precludes reliable and systematic data
collection. Therefore, following Kataryniuk and Martinez-Martin (2018) and Sweet and
Eterovic (2019), we use the ECI to gauge the innovative capacity of a country. It is based
on diversity and ubiquity. The former shows the amount of productive or embedded
knowledge that a country holds to produce distinct and more complex products. The latter
represents the number of countries that can produce and export distinct or highly technical

products, for example, Chemical products and appliances based on the use of X-rays or

32 See Hidalgo and Hausmann (2009), Kataryniuk and Martinez-Martin (2018) and Sweet and Eterovic
(2019) for an extended view.
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radiation (Hausmann et al., 2014). Therefore, a country could increase its ECI scores by
producing and exporting sophisticated and highly technical products.

Global Innovation Index (GII) report 2020 shows the trends and innovation
performance of more than 130 economies around the world. Figure C3 given in the
Appendix C shows the top three innovation economies by region. CO2 is the carbon
dioxide emissions used as an indicator of environmental degradation. POPG is population
growth. ADR is the age dependency ratio, % of the working-age population. MTRADE is
the merchandise trade (% of GDP). GDPG is the growth rate of GDP while RPCGDP is

the per capita real GDP.
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Table 4.1: Summary Statistics

Variable Obs. Mean Std. Dev. Min Max
MFPG 1,618 -0.0003 4.121 -32.389 19.756
MFPG_H 1,764 -5.38e-10 3.890 -35.856 16.080
GDPG 1,813 3.682 4.511 -32.900 23.800
INV 1,640 2.997 0371 0.693 3.818
GSIZE 1,642 2534 0.397 0.716 3912
INF 1,755 3.764 0.662 -0.050 10.196
DGDP 1,617 3919 0.674 -0.029 6.120
PRIV 1,660 3112 0.874 -1.618 5.076
IQ 1,610 4.112 0.268 2.560 4.557
HC 1,715 0.626 0.271 0.029 1.155
OPEN 1,691 3.965 0.686 -1.787 5.395
FDI 1,559 0.204 1.613 -10.571 3.733
ICT 1,759 14.180 2.550 8.501 21.152
ECI 1,779 0.876 0.3162 -1.567 1.428
CcO2 1,715 10.204 1.847 6.481 16.147
POPG 1,666 1.971 1.019 -1.586 5.639
ADR 1,813 4.264 0.258 3.572 4.727
MTRADE 1,736 3.776 0.544 1.591 5.258
RPCGDP 1,766 7.520 1.044 4.880 9.592
TAXR 1,013 2.640 0.439 -0.249 4.044

Source: Author’s calculation

Following Alcala and Ciccone (2004), all variables are taken in natural logarithm form
except for those which are in growth rates. The logarithm form has been used extensively
in the empirical work because the slope coefficients are invariant to rescaling. It narrows
the range of the variables considerably and makes estimates less sensitive to extreme or
outlying observations. Further, it mitigates and overcomes the problem of
heteroscedasticity (Wooldridge, 2006). The summary statistics and correlation matrix for

the variables used in the estimation exercises are given in Tables 4.1 and 4.2 respectively.
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With few exceptions such as economic complexity index, age dependency ratio and carbon
dioxide (CO2) emissions the above-mentioned explanatory variables have been used
frequently in growth literature (See, Levine and Renelt, 1992; Chang et al., 2009; Afonso
and Jalles, 2013; and Li and Tanna, 2019). The definitions and construction of variables

along with their data sources are given in the Appendix B.

4.1.1 Preliminary Data Analysis and Stylized facts

Before embarking on the estimation of productivity growth effects of institutions and
macroeconomic factors, it is crucial to present some properties of our data through
descriptive statistics and correlation matrix. Additionally, we make use of scatter plots and
bar charts for our preliminary data analysis and stylized facts of productivity growth in
developing countries and regions. A scatterplot is primarily used to judge, whether there
exists any linear or nonlinear dependence between two variables; however, sometimes it is
not easy to judge the accurate dependence between two variables. Figures 4.1 through 4.5
show the scatter plots and bar charts respectively. In the scatter plots the scales of variables
are logarithmic except those who are in growth rates, whereas in bar charts the mean values
of variables have been used.

Table 4.1 shows the descriptive statistics of the selected variables used in the analysis
across different specifications. Data on MFPG and MFPG_H indicate significant variations
and disparities in the entire sample of 49 developing countries. On average, most of the
countries in the sample are with negative MFPG and MFPG_H. Our estimates of MFPG
are predominantly consistent with one of the recent attempts by Heshmati and
Rashidghalam (2020). They estimate TFP growth parametrically and conclude that

productivity growth remains negative across all countries over the period 1996-2013. The
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maximum and minimum values of MFPG are 19.756 and -32.389 respectively. In the case
of MFPG_H, we find the same type of disparity pattern. Similarly, the maximum and
minimum values of GDP growth (GDPG) are 23.800 and -32.900. These statistics show
that there are profound similarities among MFPG, MFPG_H, and GDPG series. The debt
to GDP ratio reaches a maximum of 6.120 and a minimum of -0.029. Similarly, PRIV
ranges from a maximum of 5.076 to a minimum of -1.618. The standard deviation for
MFPG is greater than MFPG_H which implies that MFP growth fluctuates more compared
to the HC adjusted MFPG. We notice that both series of MFPG are exhibiting a high
variation of productivity growth across the developing countries (with a standard deviation
greater than the mean). The ICT and FDI like MFPG, show a considerable amount of
variation in the dataset. Nevertheless, FDI comparatively demonstrates high variation
across the sample (with a standard deviation greater than the mean). The mean value of
ICT is 14.180 but ranges from 8.501 to 21.152 with a standard deviation of 2.550. FDI
ranges from a maximum of 3.733 to a minimum of -10.571 with a standard deviation of
1.613.

Table 4.2 depicts a first but crude approximation of the direction and extent of the
relationship between productivity growth and its macroeconomic and institutional
determinants. The correlation matrix shows that the variables including government size,
inflation, debt to GDP ratio, domestic credit to the private sector, carbon dioxide emissions,
population growth, and age dependency ratio are negatively correlated with MFPG.
However, as expected, investment, IQ, HC , OPEN, ICT, and FDI have a positive
relationship with MFPG. Not surprisingly, OPEN is highly correlated with merchandise

trade (% of GDP); therefore, we have used these two variables alternatively in the
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regression analysis. Similarly, the age dependency ratio is positively correlated with
population growth; whereas, it is negatively correlated with HC and economic complexity
index, used as a proxy for innovation. Prima facie, it is evident that decreasing the age
dependency ratio is one of the requirements to promote HC as well as innovation and hence

attaining a higher level of MFPG in developing countries
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Figure 4.1: Cross-Country Interrelationship among Different Estimates of
Productivity Growth and Economic Growth

The scatterplot matrix given in Figure 4.1 provides a visual image of different estimates of productivity
growth. it depicts the cross-country interrelations among TFPG estimates; provided by the Conference Board
TED and our estimates of productivity growth namely; MFPG, and HC adjusted MFPG (henceforth,
MFPG_H). Further, it shows their relationship with economic growth (henceforth, GDPG).

TFPG_TED

GDPG

* l!. !0

Source: Author's calculation
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It is obvious from the pictorial relationship that there exists a strong positive correlation
among TFPG, MFPG, MFPG_H, and GDPG and there are pronounced similarities among
these series. There is consensus among researchers that higher productivity leads to higher
economic growth; the relationship between productivity and economic growth is well
addressed in the growth literature (see Klenow & Rodriguez-Clare, 1997; Edwards, 1998;
Prescott, 1998; and Islam et al., 2006).

Figure 4.2 shows the scatter plots of INV and 1Q against MFPG for a sample of 49
developing countries over the last three and a half decades. It indicates the positive
correlation between INV and MFPG as well as IQ and MFPG. Expectedly, there is a scatter
of heights with evidence of a positive relationship being two variables as shown using a
smooth curve. The figure shows that on average developing countries with a higher level
of INV and IQ tend to enjoy faster MFPG over the period 1980-2016.

Figure 4.3 shows the scatter plots of debt to GDP ratio (DGDP) and inflation (INF)
against multifactor productivity growth (MFPG) for the sample of 49 developing countries
over the last three and a half decades. It indicates the negative correlation between DGDP
and MFPG as well as INF and MFPG. The figure shows that on average developing
countries with a higher level of public debt and inflation rate tend to experience lower

MEPG over the 1980-2016 period.
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Figure 4.4: Human Capital and Average Level of Real MFP in the Developing Regions,
1980-2016
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Figure 4.4 shows the evolution of average levels of HC and the real MFP in developing
countries by regions over the period 1980-2016. It is evident that the effects of education
on the average level of real MFP vary across regions. On average, the developing countries
in the region of Europe and Central Asia have the highest level of HC which is contributing
toward its real MFP, although the average level of real MFP in other two (that are Latin
America & Caribbean and Middle East and North Africa) regions is relatively higher to

some extent. Of the seven regions, two regions narrow the gap with the Europe & Central
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Asia with respect to MFP. The other two regions, namely, South Asia, and East Asia &
Pacific fall behind, although having better level of HC compare to the developing nations
in the region of Middle East & North Africa.

We conclude that the low mean of real MFP in South Asia, and East Asia and Pacific
indicates that the HC measured by years of schooling and return to education is not
considerably contributing towards enhancing the real MFP in these regions. Most
interestingly, Sub-Saharan Africa with the least HC has a higher average level of real MFP
than South Asia, and East Asia and Pacific regions. The fundamental question that arises
from the above discussion is that why the contributions of HC towards MFP are rather
limited in South Asia, and East Asia and Pacific regions. One possible answer to this
question is that the developing countries in these regions are not equipping their labor force
with skills, which allows them to adopt new technologies. The high skilled workers have
much more innovative capacity as compared to low-skilled workers. Therefore, the regions
with a larger proportion of high skilled workers in their labor market composition have a
greater probability to achieve a higher level of MFP (Sweet and Eterovic, 2019). While
discussing the Asian productivity growth patterns, Chang and Luh (1999) conclude that
the investment in HC and enough learning capacity is a prerequisite to get benefit from the

innovative knowledge transferred through FDI.
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Figure 4.5 shows the association between the average innovation®? activities and
the average level of real MFP in developing regions over the period 1980-2016. In
general, the high-income countries are more knowledge-intensive, produce high
technology and novel products which are capital intensive such as communications
equipment, medical imaging, etc. On the other hand, labor-intensive products such as

sports equipment, toys, garments are mainly produced by low-income countries.

Figure 4.5: Innovation and Average Level of Real MFP in the
Developing Regions, 1980-2016
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It is clear from Figure 4.5 that the Europe and Central Asia is more innovative with a

higher mean value of ECI since it includes only the upper-middle-income countries

3The economic complexity index (ECI) has been used as a proxy for innovation capacity of a country.
ECI is a measure of the relative knowledge intensity of an economy. it ranks the countries according to
the knowledge intensity (complexity and diversification) of their export baskets. For detailed information
see https://ourworldindata.org/how-and-why-econ-complexity and http/atlas.cid.harvard.edu/rankings
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rather than lower-middle and low income. It is worth noting that as the HC in Figure
4.4, the innovation is also not contributing much towards enhancing the real MFP in
the South Asian region. Again, the questionis how to justify this incompatibility
between average innovation activities and the mean level of real MFP, particularly in
South Asia. It is not a question that can be answered fully, at least based on the evidence
we have at present. However, a possible answer may be that the South Asian countries,
on average do not have complementarity between innovation activities (knowledge
intensity) and absorption of knowledge.

In addition, as perceived in Figure 4.4, a higher-level domestic capacity for
knowledge absorption is required to get the full benefits of innovation and technologies.
Borensztein et al. (1998) argue that developing countries could get benefits from the
technologies innovated by developed countries if they have a minimum threshold stock
of human capital; their workers can understand and work with the new technology.
Similarly, Tientao et al. (2016) present a theoretical model of TFP growth and define
the technological threshold as the geometric means of knowledge levels in all countries.
They conclude that the host countries must have a certain level of absorption capacity
to master the technology and adapt it to local conditions. Further, Engelbrecht (2002)
confirms a positive role for HC in the absorption of international knowledge spillovers.
Therefore, the South Asian countries need to enhance their knowledge absorption
capacity by equipping their labor force with skills which require quality academic
institutions along with vocational training institutions. Instead of competing in the race
of producing graduates in humanities and arts, the government of developing regions

must devise more scientific education.
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4.1.2 Annual Data Versus Period Averages

It has been argued that the use of annual data to estimate growth equations, when there
exists too much short-term volatility for each country, may lead towards disguising the
influence of short-term fluctuations and business cycle effects. This issue could be
mitigated by focusing on long-run effects, instead of business cycle fluctuations and by
averaging the data over multi-years (3-,5-,8- and 10-year averages). However, Temple
(1999) recommends the use of long lags of independent variables in cross-country
growth regressions to prevent the influence of business cycle effects. He emphasizes
the use of annual data in the case of panels with the arguments that five- or ten-year
averages resulted in data with little time-series variation. Temple (1999) notes, that the
issue of using data over multi-years instead of annually is not completely settled in the
existing empirical literature.

Consequently, some researchers have opted to use annual data (Senhadji, 2000;
Mendi, 2007; and Papaioannou, 2017) while other employ multi -year averages,
predominantly 5-year averages (Engelbrecht, 2002; Loko and Diouf, 2009; and Salotti
and Trecroci, 2016) with the argument that it mitigates business cycle effects. Further,
it is well established in the existing empirical literature that the use of 5-year averages
mitigates the risk of possible endogeneity (Zalduendo and Batista, 2004).

Considering the concerns raised over the use of multi-year averages as well as on
annual data, we have performed our empirical analysis, using both annual and five-
yearly data. The data over five years is used to check the robustness of our results.
Further, it helps us to avoid any biased estimates and capture the business cycle
movements. We have transformed the annual data series into non-overlapping intervals
of five-years during the 1980-2016 period—that is, seven observations (1981-1985,

1986—-1990, 19911995, 1996—2000, 2000-2005, 2006-2010, and 201 1-2016) for each

98



variable and country. To undertake panel estimations based on 5-year averages, we
modify the estimating equations by including the initial level of MFP to test the

hypothesis that whether initial conditions matter.

4.2  Theoretical Framework
The economic theory of production accompanied by the NGM provides the theoretical
and analytical framework for our analysis. The production function which is the
cornerstone of the theory of production postulates a clear-cut link between a vector of
factors of production (that is, inputs) and a vector of maximum producible output.
Nishimizu and Page (1982) illustrate the theoretical framework for empirical research
on MFP. In growth literature, MFP is recognized as an important driver of economic
growth. The neoclassical APF** (from which the Solow residual is calculated) provides
the theoretical framework for TFP in the growth process. In the neoclassical growth
framework, economic growth is based on two aspects: factor accumulation (FA) and
TFP growth. In the NGM, TFP is exogenously determined, (determined outside the
model). However, the EGM pioneered by Romer (1986) and Lucas (1988) discard the
conventional thoughts that technological advancement is exogenous. Romer (1986,
1990) emphasize the role of HC in the process of productivity and growth.

The path-breaking work of Romer (1986) shifts the attention of the researchers
towards the macroeconomic dynamics. The resurgence of growth theory in mid 1980s
with an expansion of the new neo-classical EGM (Romer, 1986; Lucas, 1988, 1993)

has initiated new avenues of research and revisit the basic questions that

34 The underlying basic APF can be written as Y=F (L, K), with Y being the real aggregated output; L,
labor force or employment; K, capital (physical and human).
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“why some countries are richer than others?”. “Why do some countries grow, and others
stagnate?”. “What factors explain the bulk of cross-country growth differences?”.

Mankiw et al. (1992) conclude that in the long run all countries have an equal
chance of development as the same level of technology may be accessible to all
countries. However, the exogenous differences in saving and HC may bring some
countries to the top, while leaving the others at the bottom. They show that if HC is
explicitly incorporated in the analysis, the neo-classical model is then capable to explain
the cross-country differences in TFP growth. It is well established that the skills and
knowledge embodied in an individual (HC) plays an important role in TFP growth.
Mankiw et al. (1992) find that 78% of the income differences across the globe could be
explained by differences in HC and saving rates.

One of the pioneering attempts by Nelson and Phelps (1966) finds that HC is
important to determine the disparity between the technology frontier and TFP. Several
macro levels studies such as Benhabib and Spiegel (1994), Maudos et al. (1999),
Mahmood and Talat (2008), and Coe et al. (2009) find a significant and positive impact
of HC on TFP. In contrast, there are some cross-sectional and panel data evidences
which show either insignificant or significant and negative influence of HC on output
growth and TFP growth (see Knight et al., 1993; Benhabib and Spiegel, 1994; Pritchett,
2001; and Hamilton and Monteagudo, 1998). Innovation (technological spillovers) in
new growth theories is considered as a by-product (externality) of other economic
activities (investments in physical and HC). Some studies emphasize the
complementary role of R&D and HC such as Redding (1996), Berman et al. (1998),
and Cameron et al. (2005). We have developed a theoretical and conceptual framework
(See Figure 4.6) that allows us to understand the theoretical mechanisms by which

institutions and macroeconomic factors are linked to MFP and economic growth.
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During the 1980s and afterward, a debate came to the surface under the title of
convergence. One of the pioneer empirical attempts on the convergence hypothesis is
by Baumol (1986). Among others, Baumol (1986), De Long (1988), Grier and Tullock
(1989), Barro (1991), Li and Papell (1999), Kumar and Russell (2002), Cameron et al.
(2005), Henderson and Russell (2005), Bah and Brada (2009) and Tebaldi (2016)
empirically examine the convergence and catching up phenomenon by employing

different econometric methods and frontier approaches.
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Figure 4.6: Theoretical and Conceptual Framework for MFP
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The general conclusion that emerges from the findings of these studies is that the
evidence of absolute convergence exists for developed countries, mainly OECD only.
If the sample of developing countries or both developed and developing is used, then
the evidence of absolute convergence is rejected in most of the cases. Generally, the
evidence of conditional convergence is drawn even in the latter case. One of the
prominent attempts by Islam (2003) provides an overview of different concepts of
convergence including TFP convergence®® to advance the understanding of economic
growth literature. By synthesizing the convergence literature, the author concludes that
although the convergence debate might not have resolved the economic growth issues
entirely, it has provided enough food for thought to growth economists.

The innovation-based EGM allow for both convergence and divergence. Under the
Schumpeterian perspective, both innovation activities (technological spillovers) and
imitation are important for MFP growth. Schumpeter (1934) argues that innovation
plays a crucial role in economic and social changes. The investments in R&D lead to
innovation activities and hence long-run economic growth. Among others, the major
attempts to assess the effects of technological spillovers on TFP are Grossman and
Helpman (1994), Coe and Helpman (1995), Engelbrecht (1997), Frantzen (2000),
Engelbrecht (2002), Del Barrio-Castro et al. (2002), Mendi (2007), Coe et al. (2009)
Hasan and Tucci (2010), and Bianco and Niang, (2012).

In the last decade of the 20" century, EGM recognize the role of social infrastructure
(institutions, government regulations, and policies) in cross countries productivity and
growth differences (see Hall and Jones, 1999; Acemoglu et al., 2003, 2005; Rodrik,

2008; Coe et al., 2009; Egert, 2016). Now the discussion on institutions as one of the

3% According to Islam (2003), TFP convergence is the outcome of technological catch-up. The basic idea
behind TFP convergence is that whether countries have come closer in terms of TFP or vice versa.
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main drivers of productivity and economic growth has been evolving in the mainstream
economic literature. For example, a recent attempt by Egert (2016) uses the sample of
34 OECD to analyze the impacts of regulations and the IQ on country level MFP. The
findings of the study show that better 1Q, friendly business environment, greater OPEN

amplify the positive effect of R&D spending on MFP.

43  Estimation Methodologies
We have three sub-sections of our estimation methodologies. The first section is
dedicated to the measurement of our dependent variables that is MFP growth and HC
adjusted MFP growth. We employ the econometric approach to measure MFPG, and
HC adjusted MFPG. In the second section, we employ the standard static (FE and RE)
and dynamic (difference GMM and system GMM) panel data methods for the analysis
of macroeconomic as well as institutional drivers of MFP growth and HC adjusted MFP
growth in the selected developing countries. The developing countries differ in several
observable (productivity growth, real per capita GDP, and investment, etc.) and
unobservable country-specific characteristics which could raise the problems of
endogeneity and reverse causation while estimating the panel. The presence of
endogeneity and simultaneity make the OLS, FE and RE estimators biased and
inconsistent. To avoid the problem of endogeneity, we use the GMM.

The third section presents an estimation methodology to explore whether there exist
indirect and conditional effects of macroeconomic and institutional indicators towards
MFP growth? To investigate the indirect and conditional effects, we follow the two

steps strategy. Firstly, we check whether to apply the FE or the RE models. We employ
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the Hausman test to assess whether FE is an accurate choice. If yes, then we demean®®

the data; to remove the FE and use either the Three-stage Least Square (3SLS)
estimation technique or SUR method for our system of two equations. Secondly, if
Hausman test suggests the RE then we apply the SUR method for unbalanced panel
data as recommended by Biorn (2004) on original data. However, we make use of the
Moderated Mediation approach of Muller et al. (2005) and Preacher et al. (2007) for
the construction of our econometric models.

The RE model has the advantage of making use of both the cross-country and the
time-series variations included in the sample. By contrast, FE estimates would be very
imprecise because they only capture the time-series variation within the sample.
However, it is not a matter of debate whether we apply the FE or RE model; because
as Mundlak (1978) points out, the selection between FE and RE is “arbitrary and
unnecessary”. He argues that when the model is properly specified, the RE estimator is
identical to the FE estimator. This argument is further supported by him when he says,
“there is only one estimator”. Thus, keeping into consideration the arguments of
Mundlak (1978), we apply the SUR method in both the FE and RE settings (that is, on
demeaned as well as original data).

Some researchers provide the methods to analyze the mediation and moderation
separately (For instance, Frazier et al., 2004; and Rose et al., 2004). However, in the
latest research, methods have been suggested by the researchers to estimate the
mediation and moderation effects simultaneously (see, Muller et al., 2005; Preacher et

al., 2007, Edwards and Lambert, 2007; and MacKinnon, 2008). So, we explore the

3 In general, demeaning of each variable (that is, compute the mean of each variable for each case,
subtract the mean from the original variable) is done to remove the FE and to estimate FE models. To do
so, we have applied “center” command in STATA written by Ben Jann in 2004, with subsequent
revisions.
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mediating and moderating effects of both macroeconomic and institutional factors

simultaneously.

43.1 Econometric Methodology for the Measurement of MFP growth and
Human Capital Adjusted MFP growth

Since we attempt to analyze the determinants of MFP in the selected developing
countries, we first need to measure MFP in the best possible way. Chapter 3 of this
study presents an overview of the commonly used methods of MFP measurement. As
pointed out in chapter 3, the growth regressions or econometric methods are commonly
used parametric methods to estimate MFP across countries and regions. These methods
are extensions of the earlier methods of the Solow Residual. In growth regressions, a
structural equation is identified to estimate the MFP level from aggregate data (Mankiw
et al., 1992; Islam, 1995; Hall and Jones, 1999; and Miller and Upadhyay, 2000). So,
the econometric methods use a model-based approach instead of estimating the residual
from a calibration exercise. In this method, residual in the regression is interpreted as
MFP growth. Usually, the econometric approach starts from a Cobb-Douglas
production function.
Y, = A K& L5 0<x<land 0<pB<1 4.1
By incorporating stock of human capital in production function, we get
Y, =A KSIPHS, 0<x<1,0<86<land 0<B<1 (4.2)
where Y is aggregate output at time t, K is the capital input at time t, L is the labor
input at time t, H is HC input at time t A, represents the shift in production function
due to TC, &, # and § characterize the share of capital, labor, and HC in the production
function respectively. A, implies that technology grows at a constant exponential rate

of A. It can be defined as:
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A = A, e™ 4.3)
By substituting (4.3) into (4.1) and (4.2), we get
Y, = A et KF L2 (4.4)
Y, = A,eM K2 1P 1Y @.5)
Taking logarithms of both sides, we obtain the following
InY, = Ind, + At+x InK, + BinL; + &, 4.6)
InY, = nA, + At+x InK, + BinL, + 6InH, + &, 4.7
Using a time-series data for Y, K, L, and H, we can estimate the output elasticities
and technology coefficient L and hence the contribution of TC to output growth.
However, the technology coefficient is not embodied in factor inputs, exogenous, and
Hicks-neutral®’. A smaller A may indicate misspecification of the production function
while larger A could be due to significant effects of resource allocation and economies
of scale.
For estimation purpose, the equations (4.6) and (4.7) can be transformed as:
InY, =x,+; t +ox; InK, + B3inL, + &, (4.8)
InY, =x,+; t +oc; InK, + B3inL + 8, InL; + &, 4.9)
We can measure the MFP growth (MFPG) and HC adjusted MFP growth (MFPG_H)
as:
MFPG, =o¢; + (X, + B3 — 1)(x, K¢ + B3 L) (4.10)
MFPG H, =o¢y + (¢ + B3 + 84 — 1)(o¢; K; + Ba Ly + 84 Hy) (4.11)
In equations (4.10) and (4.11), ; is a time trend, o, 3 and &, represent the output

elasticity for capital and labor and HC respectively while K;, L, and H, express the

37 The Hicks-neutral technological change implies that technology increases the efficiency of both
capital and labor inputs proportionately; while, Harrod-neutral and Solow-neutral technological
changes are labor-augmenting and capital-augmenting respectively.
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annual growth rates of real capital stock, the labor force (growth of labor quantity), and
HC (growth of labor quality) respectively. The data on the growth of labor quantity and
quality has been taken from The Conference Board TED while data on the growth rate
of aggregate output (growth of GDP) and real capital stock has been obtained from the
WDI and PWT version 9.0. To measure the MFP growth (MFPG), the employment
growth has been used as a proxy for labor input (DLL). For the calculation of HC
adjusted MFP growth (MFPG_H), labor input has been disaggregated into quantity and
quality and the growth of labor quality (LQLT) along with its quantity (LQNT) have
been used. Jorgenson and Griliches (1967) demonstrate that the Solow residual is
overestimated if factor inputs are not disaggregated to account for quality change. The
Aln (K,) is used to calculate the growth rate of real capital stock (DLK).

One of the important contributions of our work is that we have measured the
MFPG?® of each country of our sample, using the latest approach that is growth
regression methodology. The estimates of MFPG and MFPG_H are given in the
Appendix B (Table B2). The MFP growth series are not available in the WDI, TED,
PWT 9.0, and other databases for all the sample countries (see Dieppe et al., 2020).
Moreover, we have taken a conservative approach by calculating our own MFPG series
rather than using the one provided by TED and PWT due to methodological differences.
For instance, TED provides Tornqvist index-based annual estimates of TFP growth for
123 countries in the world. Similarly, PWT uses the production function approach to
measure TFP, which incorporates variations in factor shares to some extent. One of the
latest attempts in this area by Felipe and McCombie (2020) asserts that the production

function approach to calculate TFP is a flawed and futile exercise since the series of

3 MFPG and MFPG H are calculated as the residual fraction of the growth of gross domestic product
(GDPQ) that cannot be accounted for by the growth of accumulated factors of production (labor and
capital).
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GDP, labor, and capital stock used in an accounting identity are definitionally related
to each other. However, the general understanding of the existing growth literature is
that the production-function based models are meaningful constructions since they have
a sound theoretical basis. Further, they are useful as their assumptions and predictions
can be tested by using the actual data. So, many of the growth theorists believe that
performing a growth accounting exercise®” is a valuable step in looking at the data and
still a useful item in the cliometrician’s toolkit. (Barro, 1999; Crafts and Woltjer, 2020).

The mainstream literature on growth accounting assumes an even rate of return
across countries to compute the country’s specific value for the factor share
parameter’, However, the recent empirical literature argues that the income shares of
labor in developing countries are not corresponding to the developed countries. In
developing countries, capital is relatively scarce, and hence its return is high while labor
is comparatively cheaper, leading to its less share. Nevertheless, the labor share in
income around the world is declining over time and there is an upward trend in the
capital share (Izyumov and Vahaly, 2015; Bridgman, 2018). As pointed out earlier in
chapter 1 of this study that the production function or GAA is not capable to deal with
the problem of parameter heterogeneity and possible endogeneity of factor inputs. Over
the past couple of decades, there has been an intense debate on these issues (see
Temple, 1999; Durlauf, et al., 2001 and Eicher and Leukert, 2009).

It is important to note that when we measure the contribution of input growth to
output growth through growth equation or econometric methodology, the later may

have a reverse causal effect on the former by stimulating investments in physical capital

39 Crafts and Woltjer (2020) provide a comprehensive overview and survey of growth-accounting studies
and estimates in economic history for now-advanced countries. Similarly, Hofman and Valderrama
{2020) provide a growth accounting assessment of long-run performance of Latin American countries
from a comparative perspective by widening the time frame of analysis to 1820-2016.
40 that is, a constant labor share of 2/3; the capital share is calculated as one minus this labor share for all
developed and developing countries
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and augmenting the HC in respect of improved educational and health facilities (see for
example Bils and Klenow 2000). The reverse causality generates a correlation between
input growth and error term that makes estimated coefficients of ordinary least squares
(OLS) inconsistent. So, the reverse causality and feedback effects from output to input
growth may be one of the reasons for the endogeneity problem which most of the
existing literature overlook while estimating the productivity growth. To handle the
issue of endogeneity, we use one-period lag of inputs growth in the calculation of both
the MFPG and HC adjusted MFP growth.

The econometric methods used to measure MFP growth have their own merits and
limitations. Firstly, the prior ordering of the selected countries is not required.
Secondly, it is less sensitive to the inclusion or exclusion of countries. Thirdly, we do
not need data on physical capital stock, which may have the problems of measurement
error due to the different profile of depreciation rate and initial level of capital stock.
The limitation of econometric methods of MFP estimation is that it ignores the
contribution of EC to productivity change. Secondly, based on specified functional

form, the condition of homogeneity across countries is imposed which may not hold.

43.2 Econometric Models and Estimation Methodology for the Determinants
of MFP Growth

Over the last four decades, the empirical literature attempt to explore the potential
determinants of MFPG. Many efforts have been put into the choice of a suitable
econometric model and on the selection of key variables to be included in growth
regressions. Economic theory does not provide full guidance regarding the selection of

the proper econometric model (that is which explanatory variables should be included

110



in the model). Sala-i-Martin (1997) states that “...economic growth theory is not
explicit about what variables matter for growth...”.

We consider a more parsimonious parameterization of the panel model. It is less
likely to have omitted variable bias in our model since based on the existing empirical
literature; we are considering most of the explanatory variables in our general model
which could determine the aggregate productivity growth. We follow the general to
specific modeling approach?! based on the theory of reduction, to select a baseline and
parsimonious specifications (Hendry, 1995). We add the control variables one by one
in the baseline model to check the robustness of regression results as well as their
probable effects on MFPG. we confirm the robustness of our results over alternative
specifications and different estimation methods.

To assess the impact of institutions and macroeconomic indicators on MFPG, we
follow Hall and Jones (1999), and regress it on the IQ and different macroeconomic
indicators, using panel data of developing countries. Following Nawaz (2015), the
study constructs the index of IQ by employing PCA on ICRG indicators. Similarly, The
PCA has been used to construct the index of ICT or advanced infrastructure (INFRA). To
examine the determinants of both types of MFPG, we employ standard panel data
methodology on the sample of 49 developing countries. The endogeneity problem made
the FE and RE estimators biased and inconsistent. To avoid the problem of endogeneity,

we use the GMM.

41 Also known as London School of Economics (LSE) approach, abbreviated as Gets. Following “LSE”
approach we start with a general statistical model (that is, congruent model) and reduce it in complexity
by eliminating statistically insignificant variables. Further, we check the validity of the reductions at
every stage to ensure congruence of the finally selected model.
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4.3.2.1 Static Panel Data Models
The models for determinants of MFPG and MFPG_H using static modeling can be

specified as under:

P Q R
MFPGit = o+ 2 Bi Xlz: + 2 Bq Yl.g + zﬂr Z:; + e
p=1 g=1 r=1

.. (4.12)

MFPG_H;, = oc+ZﬂX +Zﬂq lt+ZB Zi + e

. (4.13)

Where e;; = v;+ u;; denotes disturbance term with unobserved country-specific
effects, v and u are idiosyncratic error with v; ~ IIN (0, ¢2) and u; ~ IIN (0, ¢2).
The MFPG (AlogMFP) and MFPG_H (AlogMFP_H) represent multifactor productivity
growth and HC adjusted multifactor productivity growth of country i =/... N, and t=i
..... T o« is the constant term. The X, Y, and Z are vectors of macroeconomic,
institutional, and control variables respectively. The subscript i and ¢ shows the country
and time period respectively. For robustness, we add control variables one by one in
the model. The static panel data models are estimated with FE and RE estimators. We
perform a battery of robustness and diagnostic tests. In all estimations, we use robust
standard errors, commonly known as heteroskedasticity - and autocorrelation -
consistent (HAC) standard errors (SEs) to control the possible serial correlation and
heteroskedasticity. The estimation results of static panel data models are shown in

Tables 5.1 through 5.4.

4.3.2.2 Dynamic Panel Data Models (DPDM)
The traditional FE and RE methods of estimation assume that the current observations
of an explanatory variable are fully independent of the past value of the dependent
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variables. These methods may raise the biasness arises from unobserved heterogeneity.
As said earlier that the endogeneity problem made the FE and RE estimators biased and
inconsistent. To avoid the problem of endogeneity, the use of Instrumental Variables
(IV) methods or the GMM*? has now become common in empirical research. This may
be because for a finite number of periods, and a large cross-sectional dimension, these
methods particularly system GMM produce consistent parameter estimates (Arellano
and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998; Judson and
Owen, 1999). Moreover, these methods employ a relatively smaller set of statistical
assumptions and provide asymptotically efficient inference. It is important to note that
the precision and consistency*’ of GMM estimation largely depends upon the validity
of instruments or instrumentation of endogenous variables. An important condition for
a valid instrument is that it must be highly correlated with the endogenous variable but
orthogonal to the error term. it is very difficult to find exogenous instruments (outside
the model) that fulfill this condition, therefore, we use lagged values of dependent
variables as instruments.

We estimate the DPDM using the Arellano-Bond difference and the Blundell-Bond
system GMM estimator. it is consistent in the presence of both country-specific effects
and endogenous regressors (Arellano and Bover, 1995; Blundell and Bond, 1998). We
estimate the MFP growth equations by system GMM, which jointly estimates the
equations in first differences and levels. To estimate the equations in the first difference,
it uses lagged levels of the dependent and independent variables as instruments while

to estimate the equations in levels, it utilizes the first differences of the regressors as

42 See Windmeijer (2008) and Roodman (2009a) for comprehensive discussion on GMM methodology.
43 The validity of instruments is used as a check for the consistency of GMM estimator. The Sargan test
of over-identifying restrictions tests the overall validity of the instruments by analyzing the moment
conditions. The Hansen’s J statistics whose null is “over identification conditions are satisfied and
instruments are exogenous” is used for the validation of instruments.
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instruments. The GMM estimators include some refinements to limit the number of
instruments*4. As a simple rule of thumb, the GMM estimators suffer from “overfitting
bias” as the number of instruments becomes equal or greater than the number of
countries. It does affect the consistency but not the efficiency of parameter estimates.

The system GMM?* estimator is categorized into, GMM one step and two steps.
However, the use of the former is preferred over the latter because it is more efficient
asymptotically. One of the limitations of two-step system GMM is that the asymptotic
standard errors yield a downward bias. So, it is preferable to use the Windmeijer (2005)
corrected standard errors when the two-step GMM estimator is applied. Further, one-
step system GMM is a better choice when the observations are less than the time period
while two-step system GMM is a worthwhile choice when we have a model with a
larger number of countries and a smaller time span. Overall, these estimators provide
us efficient estimates by controlling the problems of omitted variable biases,
measurement error, and endogeneity.

To check the validity of our retained instruments and to confirm the appropriateness
of our model specification, we conduct two tests. Firstly, we apply the Hansen J test*¢

of over-identifying restrictions and secondly, we perform the second order correlation

# See Bowsher (2002) and Roodman (2009 a, b). Roodman (2009a) said that “...researchers should
report the number of instruments and reviewers should question regressions where it is not reported.”
The instrument count is based on the number of “collapsed” instruments, using the xtabond2 specification
from Roodman (2009a). Roodman (2009b) discusses the risks of using too many instruments and limiting
them severely in a systematic manner. According to the Roodman (2009b) the use of many lags may
resultant into instrument proliferation, specifically when endogenous explanatory variables are highly
persistent. For the system GMM estimation (the default in xtabond2), he suggests some guidelines and
principles for reducing the set of instruments, that are follow in this study. We may specify the
instruments as applying to the level equations, the differenced equations, or both. By employing the lag
limits options, we may specify the lags limit to be used in constructing the GMM instruments. For
example, the lag (2 6) option is used to restrict the maximum lag to 6 periods.

45 System GMM is more efficient for large (N) and small (T). In our sample, we have N=49 and T=37
that is, N > T; Hence, using System GMM in this case is a better choice.

46 Alternatively, we have also applied the Sargan test for over-identifying restrictions. However, we have
reported the Hansen’s J statistics in the regression results of GMM because, it is more robust in the
presence of autocorrelation and heteroskedasticity (Li and Tanna, 2019).
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that is AR (2)*" test to examines whether the stochastic term is serially correlated? In
both cases, failure to reject the null hypothesis gives support to our model specification,
but if we encounter a strong rejection of the null hypothesis of the former (that is, p-
value =1.00 or > 0.9), then the validity of the estimates is doubtful. Roodman (2009a)
proclaims that the ideal range for the p-value of Hansen test is 0.1 to 0.25.

For estimation purpose, we proceed as under:

R
MFPGt—oc+6MFPG,t1+ZBl +Zﬂq +ZB,_Z}}+e,-t
r=1
..(4.14)

R
MFPG_H;, = o¢;+ 6 MFPG_H;,_, +Zﬂ‘ +Zﬂq +Zﬂ,z,-',+ei,
r=1
.. (4.15)

Where e;; = v;tu;, denotes disturbance term with unobserved country-specific
effects, v and u are idiosyncratic error with v; ~ IIN (0, 02) and u; ~ IIN (0, o).
The MFPG (AlogMFP) and MFPG_H (AlogMFP_H) represent multifactor productivity
growth and HC adjusted multifactor productivity growth of country i =/... N, and
t=i,..,T. « is the constant term. The convergence effect is denoted by J, as lagged multi-
factor productivity growth, MFPG;,_, or (initial MFPG*® in some cases MFPG; ) is
expected to have a negative impact on the productivity growth rate. The X, Y, and Z
are vectors of macroeconomic, institutional and control variables respectively. The
subscript i and ¢ shows the country and time period respectively. For robustness, we

add control variables one by one in the model. To remove the unobserved country-

41 The null hypothesis of AR (2) is that “the error term does not have serial correlations in both difference-
level and difference regressions”. We could allow for the rejection of no first-order autocorrelation, AR
(1). The most important criterion, which is consistent with the assumption of the GMM estimation
procedure is that, there should be no second-order autocorrelation AR (2) of the residuals.

8 Initial level of MFP is the MFPG at the beginning of each five-year period from 1980-2016 and
represents a country's initial conditions.
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specific effects, the equations (4.14) and (4.15) can be written in the first difference

form.

R
MFPGy, = o;+ 5 AMFPG;,_, +Z/31Ax” +Z/3,,AY;: +ZB,AZ{t + ey
r=1

. (4.16)

MFPG_H;, = o;+ 5 AMFPG_H;,_, +ZB,AXM +qum’" +Zﬂ, T+ ey
p=1

. @.17)
This study uses the GMM one-step and two-step methods to obtain the estimates.
The error terms are assumed to be independent and homoscedastic across country and
time in the former, while later relaxes the assumption of homoscedasticity (estimate the
variance-covariance matrix of residuals consistently), using residuals of ihe first step.
Two-step GMM* procedure is asymptotically more efficient; however, in case of a
sinall sample size, its estimate may be biased downward, hence GMM one step is more

suitable in such cases. The DPDM are estimated with dynamic GMM methodology.

The estimation results of DPDM are given in Tables 5.5 through 5.8.

43.3 Econometric Models and Estimation Technique for the Direct, Indirect
and Conditional Effects

As discussed earlier that the econometric methods for the estimation of a system of
equations for unbalanced panel data are relatively scarce in the existing empirical
literature. Biorn (2004) develops a procedure for the estimation of one-way SUR %

system with random effects (henceforth, RE). Monte € :civ demonstrate

* Following Windmeijer (2005), the standard errors of our two step System GMM are subject to finite
sample correction of the asymptotic variance.
5The essential feature which distinguish the SUR model from the linear-regression model is that in the
former there exists the contemporaneous correlation in the error terms associated with the equations
whereas in the latter disturbances are assumed to be independent.
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that SUR methods are better than the standard single equation FE and RE estimators.
To investigate the indirect and conditional effects, we follow the two steps strategy.
Firstly, we check whether to apply the FE or the RE models. We employ the Hausman
test to assess whether FE is an accurate choice? If yes, then we use the Three-stage
Least Square (3SLS) or SUR estimation technique with one-way FE, for our system of
two equations on demeaned data. Secondly, If Hausman test suggests the RE then we
apply the SUR method with one-way RE, as recommended by Biorn (2004) on original
data; without demeaning the data. However, we make use of the Moderated Mediation
approach of Preacher et al. (2007) and Muller et al. (2005) for the construction of our
econometric models.

SUR method is designed to estimate systems of regression equations that are linked
by contemporaneously correlated disturbances. At first glance, the equations appeared
to be unrelated structurally, but statistically, they are related through the correlation in
the error terms. The intercept term in RE and FE models is considered as random and
fixed respectively. Contrary to the individual equations, the system of equations
introduces additional information to draw the statistical inferences about the model
parameters. Like 3SLS, SUR provides more efficient estimates in large samples, since
it considers the contemporaneous correlation of the error terms across equations. One
of the important advantages of the SUR method is that it mitigates and controls the
biasness arises from unobserved heterogeneity. Further, it is more likely to achieve
efficiency in the estimates by applying the SUR method (Biorn, 2004; Baltagi, 2005).

SUR method has more than one regression equations; having owned explained
variable and potentially different set of explanatory variables. So, it is the generalization
of a linear regression model. It is called seemingly unrelated since each equation can

be estimated separately. The estimates of SUR and OLS become almost identical in a
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case where error terms of both are uncorrelated and when each equation contains the
same explanatory variables on the right-hand side. As pointed out earlier that SUR is
designed to estimate the system of equations having a different set of regressors and
contemporaneous correlation of error terms across equations.

To explore the mediating and moderating roles of macroeconomic and institutional
variables, we take in to account different mediators (channels) and moderators
(conditions) such as INV, IQ, innovation capacity, ICT, public debt, and OPEN, In the
analysis of channels and conditions, we attempt to determine whether investment
mitigates the expected negative effects of public indebtedness on MFP growth.
Similarly, we attempt to investigate whether public debt mitigates the expected positive
effects of INV on MFP growth of developing economies. In the same line of analysis,
we attempt to investigate the effects of HC on MFP growth through the channel of IQ
and the effects of IQ on MFP growth via OPEN and vice versa. To have a clear
conceptualization, path diagrams and schematic models have been constructed (See
Figure 4.6 through Figure 4.12).

In this respect, it is worth mentioning here that to examine the direct, indirect, and
conditional effects of both macroeconomic and institutional variables on HC adjusted
(MFPG_H), we replace our dependent variable (MFPG) with (MFPG_H). In order
to avoid lengthy and tedious repetition in the text, we have given the schematic and
econometric models for MFPG only. The same procedure could be adopted for our
second dependent variable (that is, MFPG_H). However, the regression results are
reported separately for both dependent variables to draw several interesting conclusions

and policy implications for developing countries.
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4.3.3.1 Direct, Indirect and Conditional Effects of Public Debt on MFPG

From the last few decades, research scholars have devoted much effort to examine the
direct impact of public debt on productivity and economic growth. Theoretical literature
suggests an inverse relationship between the public debt-to-GDP ratio and the steady-
state growth rate of per capita GDP (Saint-Paul, 1992; and Aizenman et al., 2007).
Nevertheless, there are four strands in empirical literature concerning the link between
public debt and growth. The first strand which supports the theoretical literature finds
a negative relationship between debt and growth (See, Cohen, 1993; Rockerbie, 1994;
Dar and Amirkhalkhali, 2002; and Reinhart and Rogoff, 2010). The second school
advocates a positive link between debt and growth. The third strand merges the
overmentioned strands and proclaims that there is a non-linear relationship between
debt and growth (Grossman, 1988; Nguyen et al., 2003; Poirson et al., 2004; Kumar
and Woo, 2010; Checherita-Westphal and Rother, 2012; Eberhardt & Presbitero, 2015;
and Egert, 2015). The fourth strand of literature does not find any significant and robust
connection between debt and growth (Schclarek, 2004; and Panizza & Presbitero,
2014).

Contrarily, in a cross-country analysis, Reinhart and Rogoff (2010) reveal that
countries with higher levels of debt to GDP ratio (90 % and above) experience
significantly lower GDP growth compare to the less indebted countries. Similarly, for
a sample of 19 OECD countries, Dar and Amirkhalkhali (2002) postulate that TFP
growth is lower in countries with a higher debt-to-GDP ratio. Nevertheless, in the
existing empirical literature, the mechanism or channel through which DGDP effect the
MFP growth has not been examined, particularly, for developing countries, using

sophisticated econometric modeling.
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Indeed, in a new paradigm of research, an important view of research scholars is
that the effect of public debt on productivity growth is indirect or conditional. At the
macro level, the effect of debt on MFPG depends upon countries’ economic and
institutional settings. Therefore, it is worthwhile to examine the mediating and
moderating role of one of the important macroeconomic indicators that is, investment

in public debt and MFPG nexus for a sample of emerging economies.

Figure 4.7: The Mediating and Moderating Effects of Investment in the
Relationship between Public Debt and MFPG

Investment (INV)
Mediating variable

Conditional

Effectl

e s _“*‘,M,M,, e MFP growth (MFPG)

Direct Effect Dependent variable

Public Debt (DGDP)
Explanatory variable

RSN

Source: Authors’ own research
The schematic model depicts that investment (INV) measured by the gross fixed capital
formation acts as a mediating as well as moderating variable between public debt
(DGDP) and MFP growth. Moderation effects can be capture through the interactions
of INV and PD which is also termed as conditional effects. When public debt increases
then the government needs to increase either tax rate or borrowing. Government

borrowing leads to discouraging the private investment (capital formation) due to an
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increase in the discount rate (opportunity cost of borrowing the money) and ultimately

result in lower productivity (Afonso & Jalles, 2013).

To examine the direct, conditional, and indirect effects of PD on MFPG by the
channel of INV the econometrics models can be specified as under:

INVlt = a1 + aZDGDPlt + aBlet + ult (4.18)
MFPG;, = 8, + 5,PDDGDP,, + 83INV;; + 8,(DGDP*INV);, + 6's Z,,, + &  (4.19)

Whereas, MFPG is the multifactor productivity growth, public debt is measured by
Central Government Debt (% GDP) or debt to GDP ratio (DGDP), INV is gross fixed
capital formation, private sector (% of GDP), Z is the vector of control variables. a;

and &, are the intercept of the regressions. u and ¢ are stochastic error terms.

Indirect Effect

The indirect effect of DGDP on MFPG by the channel of INV is calculated from the
regressions (4.18), (4.19) as follows: We differentiate partially equation (4.18) with
respect to DGDP and get a;, secondly, we differentiate partially equation (4.19) for INV
and get (83 + 6,DGDP). Then, to get equation 4.21 we multiply both terms, which
az(83 + 8,DGDP) represents the indirect effect of DGDP on MFPG. The signs of the

above cited indirect effects depend upon the signs and magnitudes of a,, 83 and &,.

OMFPG _ GINV _ OMFPG

aDGDP _ ODGDP = OINV (4.20)
IMFPG .

oo = %2(83 + 84DGDP)—  (Indirect Effect) 4.21)
Conditional Effect

Moreover, to calculate the conditional effects we take the derivative of equation (4.19)

with respect to DGDP and we get 6, 4 §,INV.
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IMFPG
dDGDP

=8, + 8,INV 4.22)

Our conditional hypotheses concentrate around the coefficients of 6, and &,. There

exist the following four possibilities:

If 6,>0 and6,>0 then public debt (DGDP) has a positive impact on MFP and
investment conditions intensify the unexpected positive impact of DGDP.

If5,>0 and§,<0, then public debt (DGDP) has a positive impact on MFPG, and
investment conditions mitigate the positive impact of DGDP (private sector investment
lessens the unexpected positive impacts of DGDP).

If6,<0 and8,>0, public debt (DGDP) has a negative impact on MFPG, and investment
conditions mitigate the expected negative effect of DGDP.

If §,<0 andb,4<0, public debt (DGDP) has a negative impact on MFPG, and investment

conditions aggravate the expected negative effect of DGDP.

4.3.3.2 Direct, Indirect and conditional Effects of Human Capital on MFPG

After the advent of endogenous growth theory and establishment of the human
development index by Mahbubul Haq and Amartya Sen, the nexus between HC and per
capita GDP has been much debated theoretically and tested empirically. The significant
positive impact of HC on economic and productivity growth has been recognized by
voluminous literature such as Nelson and Phelps (1966), Benhabib and Spiegel (1994),
Maudos et al. (1999), Mahmood and Talat (2008), and Coe et al. (2009).
Theoretically, HC is positively related to economic growth as individuals having a
higher level of education and cognitive skills are comparatively more productive and
innovative (See, Becker, 1962; Romer, 1990; Benhabib and Spiegel, 1994; Barro, 2001;

Sianesi and Reenen, 2003; Hanushek and Woessmann, 2008 and Hanushek, 2013).
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However, in the existing empirical studies, this relationship does not hold due to several
reasons; for example, following the model specification which is not based on economic
theory. The definite impact of HC on economic and productivity growth is still
controversial empirically; showing a clear paradox that deserves much attention
(Pritchett, 2001). One of the prominent attempts by Islam (1995) refute the direct
impact of HC (average years of schooling) on output growth in two of the three samples
by using panel regressions. In the same line of analysis, several studies illustrate the
either insignificant or significant negative impact of HC on MFP growth (for example,
see Becker et al., 1990; Mankiw, et al., 1992; Tallman and Wang, 1994; Miller and
Upadhyay, 2000; Baier et al., 2006; and Acemoglu, 2012).

The above discussion gives rise to an important question of whether HC matters for
MFP growth or not? Answering this question requires to identify the channels and
conditions through which HC affects aggregate productivity. The recent research on the
subject proclaims that one of the important factors behind these empirical irregularities
is neglecting the channels and conditions through which HC can affect economic
growth. Sunde and Vischer (2015) explore the factors behind the weak and inconclusive
empirical effect of HC on economic growth in cross-country studies. They conclude
that the effect of HC is likely to be underestimated and biased if our empirical
specification does not incorporate the important channels through which HC affects
growth. Further, they also assert that several existing empirical studies have used either
wrong model specification or irrelevant estimation technique(s) in their empirical and
econometric analysis. In the analysis of indirect and conditional effects, interaction
terms of variables have been used to capture these effects. A potent approach to capture

the indirect and conditional effects is the moderated mediation approach which has
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commonly been used in social science, business, health, psychological, and educational
research.

One of the recent attempts by Uddin et al., (2020) explore the moderating effect of
institutions and human development on the economic growth of developing countries
and conclude that institutions and human development have a significant negative
interactive effect on economic growth. Similarly, Zhu and Li (2017) examine the
moderating role of economic complexity on the contribution of HC to economic growth
by including the interaction terms of complexity and different levels of HC in their
econometric model. They conclude a positive interaction effect, suggesting that
economic complexity reinforces the effect of HC on growth.

Thus, getting leads from the evolving domain of research, we examine the
important channels and conditions in our empirical analysis and explore the indirect
and conditional effects of HC on MFPG by applying the most suitable estimation
technique. We analyze the mediating and moderating effects of IQ in the relationship
between HC and MFPG, which has not yet been adequately examined empirically. To
derive a better utility from its stock of human capital, a country must possess a well-
functioning and quality institutions (Benhabib and Spiegel, 1994). The results and
findings of our study are going to supplement and enrich the existing literature by

bridging this research gap.
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Figure 4.8: The Mediating and Moderating Effects of Institutional Quality in the
Relationship between Human Capital and MFPG

Institutional Quality (IQ)
Mediating variable

Conditi?nal
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M

Human Capital (HC) P A RN SR AR MFP growth (MFPG)
Explanatory variable Direct Effect Dependent Variable

Source: Authors’ own research
The schematic model portrays that IQ act as mediating as well as moderating variables
between HC and MFP growth. Moderation effects can be capture through the
interactions of IQ and HC which is also termed conditional effects. The impact of HC
on MFP growth runs through the channel of IQ. In those countries where IQ is good,
an increase in HC may lead to productivity and economic growth. However, HC may
affect productivity and economic growth adversely in case of bad IQ (Hall et al., 2010).

To examine the direct, conditional, and indirect effects of HC on MFP by the
channels of IQ the econometric models can be specified as under:

IQir = oy + a HCy + a3Zyje + e (4.23)
MFPG;, = 8§; + 8,HC;; + 851Q; + 84(HC'IQ);c + &' Zy;, + & (4.24)

Whereas, MFPG is the multifactor productivity growth, HC is measured by the

human capital index based on years of schooling and returns to education, IQ is the index of
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institutional quality, Z is the vector of control variables. a; and d;are the intercept of

the regressions. u and € are stochastic error terms.
Indirect Effect

The indirect effect of HC on MFP growth by the channel of IQ is calculated from the

regressions (4.23), (4.24) as follows:

dMFPG aIQ IMFPG
= —= % 4.
dHC dHC a1Q ( 25)

OMFPG
JdHC

= ay(83 + 8,HC) — (Indirect Effect) (4.26)

The signs of the above cited indirect effects depend upon the signs and magnitudes of

a3, 83 and 84.

Conditional Effect
AMFPG
anc = 021 841Q 4.27)

Equation 4.27 represents conditional effects. Our conditional hypotheses concentrate

around the coefficients of §, and 8.

4.3.3.3 Direct, Indirect and Conditional Effects of Institutional Quality on MFPG

It is well documented in the existing theoretical and empirical literature that
institutional development is crucial to attaining a higher level of productivity and
economic growth (North and Thomas, 1973; Hall and Jones, 1999; Rodrik, 2008; and
Egert, 2016). The high-quality institutions and good governance drive trade flows and
vice versa. The IQ matters for comparative advantage as it influences factor
accumulation and technological innovation. Nunn and Trefler (2014) provide a review
of the theoretical and empirical literature on the nexus between trade and institutions.
Dollar and Kraay (2003) assert that countries with better institutions tend to trade more
and hence grow faster. They argue that both trade and institutions are important to
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understand the cross-country growth differences because both move together and have
a significant joint effect on growth in the very long run. However, OPEN alone has a
larger effect on growth in the short run. In theoretical models of endogenous growth,
Grossman and Helpman (1991) consider imports of capital equipment as one of the
important channels for technology transfer. Similarly, Coe and Helpman (1995)
conclude that the openness of the economy is crucial to achieving a higher level of
domestic TFP.

Following Dollar and Kraay (2003), in a new frontier of research, scholars have
shown more concern regarding the indirect and conditional effects of I1Q on growth.
Acemoglu et al. (2014) assert that the interaction between key macroeconomic
variables and institutions is yet to be settled; since the existing empirical literature is
agnostic and skeptical about the channels through which IQ affect growth and
development. To bridge this gap, we examine the mediating and moderating effects of
OPEN in the relationship between IQ and MFPG, that has not been addressed properly

in the existing empirical literature.
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Figure 4.9: The Mediating and Moderating Effects of Openness in the
Relationship between Institutional Quality and MFPG
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Explanatory variable
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Source: Authors’ own research
The schematic model portrays that OPEN act as mediating as well as moderating
variables between IQ and MFP growth. Moderation effects can be capture through the
interactions of OPEN and IQ which is also termed conditional effects. The openness of
international trade across countries occurs to lead towards technology diffusion through
FDI Countries with good IQ can attract more FDI & international trade, resultantly
could achieve a higher level of productivity and economic growth (Benassy-Quere et
al., 2007, Keller, 2004). So, OPEN act as mediating as well as moderating variables

between IQ and MFP.

To examine the direct, conditional, and indirect effects of IQ on MFP by the channel
of OPEN the econometric models can be specified as under:

OPENit = + aleit + a3zlit + Hit (4.28)

MFPGi; = B; + B1Qic + B3OPEN;; + B4 (IQ"OPEN);c + B's Z5; + &t (4.29)
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Whereas, MFPG is the multifactor productivity growth, IQ is measured by an index of
institutional quality, OPEN is measured by the total trade (% of GDP), Z is the vector
of control variables. @ and ygare the intercept of the regressions. u and ¢ are stochastic

€rTor terms.

Indirect effect

The indirect effect of IQ on MFPG by the openness (Open) is calculated from the

regressions (4.28), (4.29) as follows:

OMFPG _ JOPEN OMFPG
Qg aiq ' oPEN (4.30)
‘”;f; S = ay(Bs + B.IQ)— (Indirect Effect) 4.31)

The signs of the above cited indirect effects depend upon the signs and magnitudes of

a;, B3 and B,.

Conditional Effect

IMFPG
alQ

= B, + B4OPEN (4.32)

Equation (4.32) represents the conditional effects. Our conditional hypotheses

concentrate around the coefficients of 8, and 4.

4.3.3.4 Direct, Indirect and Conditional Effects of Openness on MFPG

There is a widespread consensus on the growth effects of OPEN and IQ. Theoretically,
OPEN improves the efficiency of allocation of resources (towards the most efficient
sectors) besides expanding the trade opportunities. it accelerates R&D activities
through trade liberalization and technological spillovers. The expenditures on R&D and
high-technology imports enhance domestic innovation, hence raising growth and
productivity. The empirical evidence on productivity growth effects of OPEN remains

rather mixed. Nevertheless, most of the empirical attempts find a positive significant
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impact of OPEN on growth. (See for example; Keefer and Knack, 1995; Edwards,
1998; Hall and Jones, 1999; Miller and Upadhyay, 2000; Rodrik, 2001; and Alcala and
Ciccone, 2004).

Edwards (1998) argues that more open countries experienced faster productivity
growth. Similarly, Miller and Upadhyay (2000) find a positive significant impact of
OPEN on productivity growth. Contrarily, Rodriguez and Rodrik (2000) do not find a
significant and robust impact of OPEN on growth. The EGM give a framework for a
positive significant impact of trade openness on growth via institutional development
(Rodrik et al., 2004). In general, countries with high-quality institutions and better
governance can get more benefit from OPEN. Motivated by the literature on indirect
effects of OPEN on growth and mainly by the study of Doyle and Martinez-Zarzoso
(2011), we attempt to explore the mediating and moderating effects of IQ in the nexus

between OPEN and MFPG.
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Figure 4.10: The Mediating and Moderating Effects of Institutional Quality in
the Relationship between Openness and MFPG
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Source: Authors’ own research

The schematic model portrays that OPEN act as mediating as well as moderating
variables between IQ and MFP growth. Moderation effects can be capture through the
interactions of OPEN and IQ which is also termed conditional effects. To examine the
direct, conditional, and indirect effects of OPEN on MFP growth by the channel of IQ,

the econometric models can be specified as under:

1Qit = &y + @ OPEN;; + azZy;e + My (4.33)

MFPGj; = By + B,OPEN;: + B3lQit + B4(OPEN * IQ);c + B's Zy + € (4.34)
Whereas, MFPG is the multifactor productivity growth, IQ is measured by an index

of institutional quality, OPEN is measured by the total trade (% of GDP), Z is the vector

of control variables. ay and ypare the intercept of the regressions. u and ¢ are stochastic

€rror terms.

131



Indirect effect

The indirect effect of OPEN on MFPG by IQ is calculated from the regressions (4.33),

(4.34) as follows:

dMFPG _ 31Q IMFPG

GOPEN  GOPEN a1Q (4.35)
AMFPG .

SOPEN = a(B; + B4OPEN)—  (Indirect Effect) (4.36)

the signs and magnitudes of «,, B3 and B, is used to determine the signs of the above-

mentioned indirect effects.

Conditional Effect
dMFPG
aopen — b2 1 B4IQ (4.37)

Equation (4.37) represents the conditional effects. Our conditional hypotheses

concentrate around the coefficients of B,andf,.

4.3.3.5 Direct, Indirect and Conditional Effects of Investment on MFP Growth

Most of the developing countries are facing the issue of high current account payment
deficits, which lead to the accumulation of debt and debt servicing. In general, the
governments in high indebted countries impose a higher tax rate to finance their
expenditures. Consequently, investors turn down their investment decisions as their
expectations regarding future returns mitigate. This decline in investment due to the
accumulation of debt adversely affects productivity growth (Cohen, 1993; and
Rockerbie, 1994). So, the public debt is one of the important channels through which
the impact of INV on MFP growth can be examined. We could not find any empirical
evidence on the mediating and moderating effects of DGDP on the relationship
between INV and MFP growth. This study aims at filling the literature gap by providing

the indirect and conditional effects of INV on MFP growth.
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Figure 4.11: The Mediating and Moderating Effects of Public Debt in the
Relationship between Investment and MFP growth
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Source: Authors’ own research
The schematic model depicts that public debt (DGDP) acts as mediating a well as
moderating variable between investment (INV) and MFP growth. Moderation effects
can be capture through the interactions of DGDP and INV which is also termed
conditional effects. When DGDP increases then the government needs to increase either
tax rate or borrowing. Government borrowing leads to discouraging private investment
(capital formation) due to an increase in the discount rate (opportunity cost
of borrowing the money), and ultimately result in lower productivity (Afonso & Jalles,

2013).

To examine the direct, conditional, and indirect effects of INV on MFP growth by
the channel of DGDP the econometrics models can be specified as under:

DGDPit = Qg + aleVit + (x3Zm + Hit (438)

MFPGy, = 8, + 8,INVi; + 85DGDPy, + 8,(INV°DGDP); + 8's Z,, + & (4.39)
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Whereas, MFPG is the multifactor productivity growth, public debt is measured by
the Central Government Debt (% GDP) or debt to GDP ratio (DGDP), INV is gross
fixed capital formation, private sector (% of GDP), Z is the vector of control variables.

a, and &, are the intercept of the regressions. u and ¢ are stochastic error terms.
Indirect Effect

The indirect effect of investment on MFPG by the channel of DGDP is calculated from
the regressions (4.38), (4.39) as follows: We differentiate partially equation {(4.38) with
respect to INV and get a;, secondly, we differentiate partially equation (4.39) for DGDP
and get (85 + 8,INV). Then, to get equation 4.41 we multiply both terms, which
o, (83 + 8,DGDP) represents the indirect effect of DGDP on MFPG. The signs of the

above-cited indirect effects depend upon the signs and magnitudes of a;, 63 and §,.

OMFPG _ 9DGDP _ OMFPG (4.40)
9INV JINV aDGDP

Tt = 0y(8; + 84INV)—  (Indirect Effect) (4.41)
Conditional Effect

Moreover, to calculate the conditional effects we take the derivative of equation (4.39)

with respect to INV and we get 8, + 6,DGDP.

OMFP

=8, + §,DGDP 4.42)

Our conditional hypotheses concentrate around the coefficients of §,and8,. There exist

the following four possibilities:

If §,>0 and§,>0 then investment (INV) has a positive impact on MFPG and public debt

conditions intensify the expected positive impact of PD.
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* 1£6,>0 andd, <0, then investment (INV) has a positive impact on MFPG and public debt
conditions mitigate the positive impact of investment (public debt lessens the expected
positive impacts of investment).

o 1f5,<0 andd,>0, public debt (DGDP) has a negative impact on MFPG, and investment
conditions mitigate the expected negative effect of DGDP.

o If §,<0 and§,4<0, investment (INV) has a negative impact on MFPG and public debt

conditions aggravate the unexpected negative effect of investment.

4.3.3.6 Direct, Indirect and Conditional Effects of Openness on MFPG

There is a growing number of studies that explore the relationship between OPEN,
innovation, and economic growth. Modern growth theories (See, among others, Romer,
1986; Lucas, 1988; Grossman and Helpman,1991; Edwards, 1998; Ulku, 2004; and
Sweet and Eterovic, 2019) consider OPEN and innovation as an engine of economic
growth due to their long-lasting effects on MFPG. The EGM contend that more open
economies have more chances and ability to absorb technological advances and
innovation generated by the technologically advanced countries. It is well established
that countries that specialize in knowledge-intensive products achieve higher rates of
MEFP growth and favorable terms of trade.

One of the recent attempts by Belazreg and Mtar (2020) examines the interactions
among OPEN, innovation, financial depth, and economic growth in 27 OECD
countries, using a panel vector autoregressive model. They conclude a bidirectional
relationship between OPEN and growth. Despite having a legion of literature on the
issue, there is a lack of consensus among economists regarding the positive direct

impact of OPEN on growth. Hence, to add more lucidity and insightfulness into the

135



existing literature, it is desirable to explore the indirect and conditional effects of OPEN

on MFPG.

Figure 4.12: The Mediating and Moderating Effects of Innovation Capacity in
the Relationship between Openness and MFP growth
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Source: Authors’ own research
The schematic model portrays that innovation capacity proxied by the economic
complexity index (ECI) act as mediating as well as moderating variables between
OPEN and MFP growth. Moderation effects can be capture through the interactions of
Open and ECI which is also termed as conditional effects.

To examine the direct, conditional, and indirect effects of OPEN on MFP growth
via ECI, the econometric models can be specified as under:

ECIit =0y + azOPENit + a3Zm + Hit (443)
MFPG;; = B; + B,O0PEN;; + B3ECI; + B4(OPEN * ECI);c + B's Z5, + €i¢  (4.44)
Whereas, MFPG is the multifactor productivity growth, ECI is measured by the

economic complexity index, OPEN is measured by the total trade (% of GDP), Z is the
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vector of control variables. @y and ypare the intercept of the regressions. u and ¢ are

stochastic error terms.

Indirect effect

The indirect effect of openness on MFPG via ECI is calculated from the regressions

(4.43), (4.44) as follows:

AMFPG  OECI  3MFPG

JOPEN _ OPEN © 9ECI (4.45)
dMFPG .

J0PEN = ay(B; + B4OPEN)—  (Indirect Effect) (4.46)

The signs of the above-cited indirect effects depend upon the signs and magnitudes of

az, B3 and 4.

Conditional Effect

dMFPG
m = BZ + B4ECI (4.47)

Equation (4.47) indicates the conditional effects that is captured by the coefficients of

B,and B,.
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Chapter 5
RESULTS AND DISCUSSION-I

Macroeconomic and Institutional Drivers of MFP Growth:

Static and Dynamic Analysis

5.1 Introduction

This chapter presents the regression analysis on the institutional and macroeconomic
determinants of both MFP growth and HC adjusted MFP growth for the sample of 49
developing countries. it highlights the empirical results and findings obtained through
static and DPDM. The empirical analysis is based on an unbalanced panel data set
consisting of 49 developing countries for the period 1984-2016.

Tables 5.1 through 5.4 show the estimates of the static panel data models (FE and
RE) for alternative specifications, using MFPG and MFPG_H as dependent variables
respectively. In the same way, Tables 5.5 through 5.8 use lagged values of MFPG and
MFPG_H as regressands and show the estimates of the DPDM (Difference and System
GMM) for different specifications. In a broader context, the estimates of static and
DPDM vyield similar results. The lower panels of Tables 5.5 through 5.8 report the
results of Arellano-Bond test for autocorrelation and the Hansen J test for over-

identifying restrictions.

5.2 Regression Results from Static Analysis

Model 1 of Tables 5.1 through 5.4 portrays the estimates obtained from our baseline
and parsimonious specifications, using FE and RE models. Model 2 onwards of Tables
5.1 to 5.4 shows the estimates obtained from adding additional regressors or control
variables in static panel data models. The control variables are added one by one in the

baseline models to check the robustness of regression results as well as their probable
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effects on MFPG. The robustness of results is also been checked by employing different
specifications, estimation techniques as well as forms of datasets (that is, using annual
and five-year averages of data). Tables D2 and D3, Appendix D report the results of
the FE model, using five-year averages data. The regression results of the RE model
are not reported in the Appendix, as the Hausman test suggests that the FE model is
preferable to the RE model (See Table D1, Appendix D; we reject the null of Hausman
test; chi2 = 24.74, p-value = 0.0002) which implies that FE model is more appropriate).
A closer inspection of our estimates reveals that the results are consistent and robust
across the different specifications, estimators, and datasets that have been applied.

In general, the estimation results show that investment, size of the government,
inflation, debt to GDP ratio, financial depth, and institutional quality matter for MFPG.
As expected, the coefficients on INV and IQ are positive and significant. The
coefficients on GSIZE, INF, DGDP, and PRIV are negative and statistically significant
in all regressions; the results are robust to model specifications and estimation
techniques. Moreover, we find the positive significant impact of OPEN and FDI on
MFPG in some regressions, however, this result is not robust. In sum, we are unable to
draw a firm inference regarding the effects of OPEN and FDI on MFPG. A priori
signs and the outcomes for the explanatory and control variables being used in the
regression analysis are given in the Appendix D (Table D4).

Despite the anticipated significant direct impact of other prominent well-known
macroeconomic variables including HC, ICT, ECI, POPG; we find either insignificant
or inconclusive results. However, these results can be expected given the complexity of
the MFPG process in developing economies. In chapter 6, we move a step forward and

focus on the transmission mechanisms in contrast to the direct impact of these variables
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on productivity growth. It is expected that by identifying the different channels and
conditions, we may able to get further insights and conclusions.

The investment and IQ have much stronger effects in the sense that their coefficients
are larger than the coefficients of other significant variables, particularly inflation.
Technically, it might not be considered as a unit problem, since all variables are
expressed in logs. These results suggest that investment climate and institutions need
to be improved as they may have an even more important role in improving productivity
growth in developing countries. The economic growth literature gives investment and
institutions the due weightage by considering them as competing determinants of the
cross-countries’ growth disparities (North, 1990; Hall and Jones, 1999; Rodrik et al.,
2004; Acemoglu et al., 2003, 2005; and Nawaz, 2015). Our findings are consistent with
the results of several prominent empirical studies including Olson et al. (2000) and Hall
and Jones (1999).

The findings of static analysis indicate that inflation, government expenditures, and
public debt hinder MFPG by creating disincentives and inefficiencies in resource
allocation and management. The negative effect of INF on MFP growth is consistent
with most of the existing empirical literature (see Fischer, 1993; Miller and Upadhyay,
2000; Kiley, 2003; Bitros & Panas, 2006; Narayan and Smyth, 2009; and Li and Tanna,
2019). The large fiscal imbalances could result in lower growth because of crowding-
out effects on private investment and weaker capital accumulation, which would
thereby reduce MFPG. Sometimes, higher government spending is financed by moving
the resources from the productive sector of the economy to government, which
undermines economic growth and productivity.

According to Islam (2008), a reduction in government expenditure is necessary to

achieve higher productivity. Peden and Bradley (1989) conclude a negative link
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between government size and productivity. They argue that an increase in the scale of
government erodes both productivity and its growth. In a cross-country analysis,
Reinhart and Rogoff (2010) reveal that countries with higher levels of debt to GDP ratio
(90 % and above) shall experience lower growth than less-indebted countries. Similarly,
Salotti and Trecroci (2016) conclude that the large fiscal imbalances and high public
debt adversely affect productivity growth and investment.

Our findings are consistent with the results of Cohen (1993), Rockerbie (1994),
Aizenman et al. (2007), Reinhart and Rogoff (2010), and Salotti and Trecroci (2016).
In general, the governments in high indebted countries impose a higher tax rate to
finance their expenditures. Consequently, investors turn down their investment
decisions as their expectations regarding future returns mitigate, This decline in
investment due to the accumulation of debt adversely affects productivity growth.

We use credit to the private sector as a % of GDP and ratio of total liquid
liabilities (M2) to GDP as indicators of financial development and monetary policy.
The conventional wisdom is that the financial sector development contributes positively
to productivity growth. Interestingly, our findings reveal that financial sector
development does not improve MFPG. This is contrary to the existing empirical
literature, as the financial depth is expected to have a positive and significant impact on
TFP growth, as suggested by Beck et al. (2000) and Bonfiglioli (2008). In this vein, a
possible explanation is that most of the people in developing nations are still lagging in
the adoption of financial products and services. Similarly, inflation adversely affects
productivity, since incomplete information and uncertainty about future prices reduce
the volume of investment. During periods of the rising price level, the purchasing power
of money held by economic agents decreases so investors tend to minimize the potential

losses and utilize their savings to accumulate real assets rather than capital stock.
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However, the theory of rational expectations states that agents make their expectations
rationally and the changes in prices are already taken into consideration in their saving
and investment decisions, so inflation has no effect on real economic activity.

The results of the FE model reported in Table 5.1 indicate that INV and IQ play an
important role in determining MFPG in developing countries. We find, as expected,
that the coefficients on INV and IQ are positive and remain significant at 1% and 5%
levels across all estimates. The positive signs of the coefficients of INV illustrate that
if investment increases by one % then the rate of growth of MFP increases on average
by 0.02705 (that is, 2.705*0.01)°! percentage points per year. Similarly, the positive
signs of coefficients of [ demonstrate that an improvement in the quality of institutions
increases the MFPG by approximately 0.01-0.02 percentage points per year, depending
upon the specification and addition of the control variable.

As noted earlier, the INV and IQ have much stronger effects in the sense that its
coefficients are larger than the coefficients of other significant variables, particularly
inflation. Technically, it might not be considered as a unit problem, since all variables
are expressed in logs. These results suggest that investment climate and institutions
need to be improved as they may have an even more important role in improving
productivity growth in developing countries. Our findings are consistent with the results
of several prominent empirical studies including Olson et al. (2000) and Hall and Jones

(1999).

31 The specification of our model is linear-log (that is, mirror image of the log-linear model). So, for the
interpretation of the results, the coefficients are either divided by 100 or multiplied by 0.01. As our
dependent variable is the MFP growth rate (that is, AlogMFP); therefore. we have a percentage point
change interpretation. We follow this pattern throughout of the study. Wooldridge (2006) pointed out
that the linear-log or level-log is preferred over the level-level model, as it captures the relationship
between dependent and independent variables more closely. For further understanding of how to
incorporate commonly used functional forms into regression analysis, see Wooldridge (2006).
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Further, we find that the coefficients of GSIZE, INF, DGDP, and PRIV are negative
and statistically significant. It appears that these factors hurt the developing country's
productivity growth. The negative signs of the coefficients of GSIZE show that if
government size increases by one % then the rate of MFPG declines on average by
0.025 percentage points. Similarly, the negative signs of coefficients of public debt and
financial depth portray that a 1% increase in the DGDP and PRIV reduces the MFPG
by almost 0.006 to 0.009 percentage points, depending on the model specification and
addition of control variable. Theoretically, mild inflation rate is expected to have a
positive impact on MFPG, however, hyperinflation may reduce it. As most of the
developing and emerging economies are experiencing a two-digit inflation rate, hence,

we may expect the negative impact of inflation on MFP growth.

143



144"

)
(L59°0)
43415 Aav
(£89°0)
91°0- 5d0d
(z08°0)
8T1°0 20D
(oLL'®)
$70°0 LI
(68+°0)
SH8°0 DA
(8¥1°0)
L90°1 NAJO
(S€L°0)
LLY'O DH
(s€0°0) (0000 | (6000) (500°0) (100°0) (200'0) (s000) | (c000) (200°0)
*»%00%'1 e *xx[01°C *xx691°C xxx0VCTT *xx [£€°C *xxEP6°1 *xex€L1°T *xx90€°C (o) |
(Lz0'0) (110°0) F10°0) (6£0°0) (110°0) 100 (900°0) (910°0) (c10'0)
*x[SL°0" *x068°0- *»x718°0" *»8C8°0- »xPS8°0- *%9€8°0~ | *%x8T6°0- { xxCI80- *x1€8°0" ATdd
(660°0) (820°0) (rco'0) (190°0) (L¥0°0) (£20°0) (Lzo0) | (950°0) (020°0)
x985°0- wx09L°0 | #ab€L0 | #LIL'0- | ##1SL°0" | #+P6L°0~ | +xT6L°0- | +EIL°0- | «8L°0- dand
(L60°0) 00°0) (500°0) (500°0) (+00°0) (900°0) #0000 | 000 | (+00°0)
*100°0"- xx£000°0" | #+x000°0- | xxx000°0 | #%xx00070- | %x%000°0- | %%x0000- | xxx0000~ | xxx000°0- ANI
(000°0) (100°0) (100°0) (100°0) (100°0) (100°0) (100°0) (100°0) (100°0)
*»xx80C°C- wrklVS T | +x%9CTS T | ##x%SSS° T | ##%ESS° T~ | #x4x0TST™ | #x%€09°T | sxlbS T | #aexSYPSC- qAZISOD
(0000) (000'0) (000'0) (000°0) (000°0) (000'0) (100°0) (000°0) (000°0)
*xx006°C *x%CCL'C *xx[SLT *xx869°C *x%£89°C *x%869°C *xx86€°C *xkC LT *xxS0L°C ANI
6 (8 (2] 9 ) ®» (©) ) )

(PPOIN 139 PoXIA) DI JO SHNSoY UOISSaaTox 1S JIqEL




148

“A[oA1102dSa1 94, PUB ‘4G ‘U4 1B IOURDIJTUTIS JRIIPUT 4 ‘4o ‘g SIOORIQ UI USAIS 31€ son[eA-d Y, "(dQD JO %) SMOJUI JOU JUSUIISIAUL

100mp uSroioy oy st [ “uoneindod afe-Sunpiom oy Jo o ‘ones Aouspuadap d3e ay st YQV “Wmoird uonendod st HJOJ ‘SUOISSIUID IPIXOIP UOqIED
s1 70D “A30[0uYy59) SUONEITUNUIIOD PUER UOTIBULIOJUT ST [ D] “Xdpu] Axasidwio)) dnuouodq oy st [DH (ddD JO %) dpen [8103 oYy Aq pamsesw ssouuado
apen o3 St NHdO "UOIEINPS 0 SWINjal pue Sutjooyods Jo s1edk uo paseq xaput [endes uewny oy st HH "Anjenb [euonmnsul yo xaput ay) st O (ddD JO %)
103098 o1eALId SY) 0} JIPAIO ONSSWOP ) ST AT "ONel JAD-01-1G3p 343 ST JADJ (% [BNUUE) SIOHJ IDWNSUOY) Y} Aq painsesus se uonefyut st NI (ddO Jo
04) 21m1puadxo uonduInsuod [euly JUSUNLIOACS [eIOUS3 ) ST GZISO “(ddD JO %) uoneuwioy endes paxyy ssoid oy st ANT Yimord uone[ndod ‘st jey) sajer
moI3 ur a1e yorym asoy 10y 1daoxa uwioy Sof ut are ssjqeLreA Atoyeurdxa [[V (DdAW) Y03 Ananonpoid 10joey-ninul st d[qewrea Juapuadap 2y, :$3ION

LY Ly LY LY LY LY LY Ly LY saLjuno)
70T°1 8T°1 SYT'I SHTl 8T°1 1LT1 8Tl STl 8T°1 suoneAIasqQ
(000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (000°0) (sanjeA-d)
L9 6801 6£CI 011 €6°01 vOI1 SPol 91'11 89°C1 1818 Pl
780°0 980°0 ¥80°0 €800 G800 $80°0 6800 €80°0 S80°0 pasenbg
ey o) (809°0) (00€'0) (s€z°0) (L91°0) (560°0) (811°0) (991°0) (S91°0)
816'C- vLTE- L19Y- Z€€°9- 11t°s- *6L1°9- 62L'9- 19¢°6- pees- yug)suo))
81Z°0)
SP1°0 1ad

(1I9POIAL 19I5 PIXLA) DJAIAl JO SHNSIY OISSaAToY :['S AqLL




As per our results, the magnitudes of the inflation coefficients are much smaller.
Nevertheless, these coefficients remain negative and significant at a 1% level across all
estimates, indicating the undesirable consequences of macroeconomic price instability.
This finding is in line with the finding of Freeman and Yerger (1998), who advocate
the minor or negligible negative impact of inflation on TFP growth in the case of the
United States. Undoubtfully, Smyth (1995) finds a strong inverse relationship between
inflation and productivity growth in the case of the United States. The control variables
are added one by one in the baseline model to check the robustness of regression results
as well as their probable effects on MFPG. The estimated coefficients of HC, OPEN,
ECI, ICT, CO2, and FDI are positive but not significant in most of the regressions.
Similarly, the estimated coefficients of POPG and ADR are negative but not significant.

Table D2, Appendix D shows the regression results using 5-year non-overlapping
data averages during the 1980-2016 period—that is, seven observations (1981-1985,
1986—-1990, 1991-1995, 1996-2000, 2000-2005, 2006-2010, and 201 1-2016) for each
variable and country. The regression results based on 5-year averages confirm that
human capital, investment, government size, inflation, debt to GDP ratio, CO2
emissions, remittances, and institutional quality matter for MFPG. The coefficients on
HC, INV, REM, and IQ are positive and significant. The coefficients on GSIZE, INF,
DGDP, and CO2 are negative and statistically significant in all regressions; the results
are robust to model specifications. We see that the estimated coefficient of GSIZE is
negative and statistically significant and the value of coefficient around 1.6 indicates
that a one % increase in GSIZE tends to be associate with a 0.016 percentage point
decrease in MFPG. However, the statistically significant positive coefficients of HC
suggest a corresponding increase of 0.034 — 0.047 percentage point in MFPG of

selected developing countries, depending on the model specification and control

146



variables. Similarly, the statistically significant positive coefficients of IQ around 1.8
indicate a corresponding increase of 0.018 percentage point in MFPG over 5 years.
When we use 5-year averages instead of annual observations, we no longer find a
statistically significant association between financial depth and MFPG. However,
human capital, remittances, and CO2 emissions become significant which were
insignificant in the case of annual data. The positive signs and magnitudes of the
coefficients of HC confirm that on average a one % improvement in the HC brings forth
about a three-four percentage points increase in the rate of MFPG. Likewise, the
maximum acceleration in MFPG due to the flow of foreign remittances is 0.001 - 0.003
percentage points per year. The negative signs of the coefficients of CO2 show that if
CO2 emissions increases by one % then the rate of MFPG decreases by an average of
0.013 - 0.016 percentage points. The signs and quantitative effects of other significant
variables such as INV, GSIZE, DGDP, and IQ are approximately identicai and robust.
Taken together, the result of the FE model shows that INV, GSIZE, INF, DGDP,
PRIV, and IQ are the main drivers of MFPG in selected developing countries. The
coefficients on INV and IQ are positive and significant. On the other hamd, the
coefficients of GSIZE, INF, DGDP, and PRIV are negative and statistica!’: significant.
The regression results in Table 5.2 indicate that HC adjusted MFPG depends upon
the INV, GSIZE, INF, OPEN, DGDP, PRIV, and IQ. As expected, the coefficients on
INV, OPEN, and IQ are positive and significant. The coefficients on GSIZE, INF,
DGDP, and PRIV are negative and significant. The positive effects of OPEN on MFPG
is robust to the existing empirical literature. (see among others Edwards, 1998; Alcala
and Ciccone, 2004 and Naz et al., 2015)
The Table D3 given in the Appendix D shows the regression results using 5-year

non-overlapping data averages during the 1980-2016 period—that is, seven
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observations (1981-1985, 1986-1990, 1991-1995, 1996-2000, 2000-2005, 2006—
2010, and 2011-2016) for each variable and country. The regression results in Table
D3 demonstrate that FDI, GSIZE, INF, DGDP, CO2, and IQ matter for HC adjusted
MFPG. it is important to observe that in the case of five averages of the data, the
variables that is, INV, OPEN, and PRIV lose their statistical significance while FDI
and CO2 emissions gain it. However, the sign and significance of other drivers of HC
adjusted MFPG that is, GSIZE, INF, DGDP, and IQ remain robust in all regressions.
By and large, the pattern of regression results obtained using annual observations and

5-year averages of the data are not changed considerably.
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The coefficients on FDI have positive signs in all the regressions. There is
a dearth of empirical studies that find a positive significant impact of FDI on
productivity growth (see among others Woo, 2009; Amann and Virmani, 2014;
Baltabaev, 2014; and Li & Tanna, 2019). Therefore, this evidence is quite in line with
the empirical studies that find a positive significant impact of FDI on productivity
growth. The coefficients on CO2 emissions, used as an indicator of environmental
degradation have negative signs in all specifications of Table D3. The empirical
research on the relationship between MFPG and CO2 emissions is not conclusive. Most
of the studies find a direct relationship between CO2 emissions and productivity
growth. These studies consider it as a by-product of the production of goods. Their
understanding is based on the concept that we cannot produce good output without
producing bad output or polluting emissions (Amri, 2018).

In all regressions, the coefficients on the initial level of MFPG_H (intended to
capture the existence of convergence) are consistently negative and significant at 5%
level. Convergence implies a negative correlation between the initial level of MFP and
its subsequent growth rate. This is exactly what our data reveal. So, based on these
results, we can conclude that there exists evidence of convergence for this set of
countries and periods. This in line with the theory; countries that had lower MFPG in
1980 tend to have higher productivity growth rates relative to countries with higher
rates of MFPG in 1980 (De Long, 1988; Cameron et al., 2005). It suggests that countries
possess their steady-state per capita real GDP to which they are converging. The steady
state in each country is conditional upon the state of its economy. For instance, the
Solow (1956) growth model considers saving and population growth rates as exogenous

and suggest that these two variables are the derivers of steady-state per capita GDP.
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The results from Table 5.3 show that the positive effects of INV, FDI, and IQ on
MFPG remain stable across different control variables and alternative specifications.
Similarly, the negative effects of financial depth, measured by the domestic credit to
the private sector as a percentage of GDP and inflation, measured by the consumer
prices (annual %) remain stable across different control variables and model
specifications.

Model 1 shows the baseline specification. Model 2-9 augments the specification
with different control variables, added one by one to check the robustness of the
baseline specification. The empirical research regarding the effects of FDI on economic
growth is growing rapidly over time. Surprisingly, there are limited cross country
empirical studies on the role of FDI in aggregate productivity. Notably, Woo (2009)
finds a positive significant effect of FDI and institutions on TFP growth in a large
sample of countries. our results are in line with the findings of Woo (2009). Similarly,
in the case of domestic investment, our results are consistent with the results of Afzal
and Ahmad (2018). Further, our findings are consistent with the results of several
prominent empirical studies including Olson et al. (2000), Hall and Jones (1999),
Acemoglu et al. (2005), and Nawaz (2015). Our result that inflation harms aggregate
productivity is in line with the findings of Fischer (1993), Smyth (1995), Miller and
Upadhyay (2000), and Li and Tanna (2019). The result suggests the need to reduce the
rate of inflation to achieve higher MFPG.

The regression results in Table 5.4 show that the coefficients on INV and IQ are
positive and remain significant at 1% across all estimates. The positive signs and
magnitudes of the coefficients of INV illustrate that if investment increases by one %
then the MFPG_H raises almost by an equal percentage point per annum. Similarly, the

coefficients on IQ remain positive and statistically significant at 1% level of significance in all
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models (1) through (9) and range from 1.50 to 1.96. The coefficients of financial depth,
inflation, and debt to DGP ratio are negative and statistically significant in all
regressions; the results are robust to model specifications. We add additional regressors

and control variables one by one to check the robustness of our results.
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5.3 Regression Results from Dynamic Analysis

Tables 5.5 through 5.8 use MFPG and MFPG_H as regressands and show the estimates
of the DPDM (Difference and System GMM) for different specifications. The results
presented in Tables 5.5 through 5.8 exhibit slight variations from the earlier regression
results; obtained from the static panel data model of FE and RE. These results do not
show a considerable variation in terms of the significance of each determinant and its
nature of the relationship with MFPG as well as MFPG_H. Although there are few
dissimilarities, notwithstanding this, the dynamic model offers consistent and robust
results to model specifications and estimation techniques. Mainly, we focus on the
interpretation and explanation of those results that have differences and dissimilarities
from what we obtained under the static panel models.

The signs of the coefficients do not indicate any variation; for instance, in both the
static and DPDM, the INV and IQ have positive signs of the coefficients throughout
the specifications. Similarly, the coefficients of GSIZE, INF, DGDP, and PRIV remain
negative and significant. The supplementary information in difference and system
GMM is the positive and significant relationship of the lag value of productivity growth
to MFPG.

The regression results of MFPG with the difference GMM estimator are displayed
in Table 5.5. The results of the baseline model show that IQ has a positive significant
impact on MFPG in most of the specifications. In quantitative terms, it is estimated that
a one % improvement in the quality of institutions raises the MFPG by around 0.06-

0.08 percentage points.

158



6ST

(01%°0) W
L9L 0" o ndod
(S1v°0) T
6vS'1 | 0D
~ (9%0°0) W
*%620°S ANI
(19v°0) m
osy'1 W NAJO
(960°0) w
695 - _ 104
(s87°0) w
95€'y | OH
(1o€0) (sze0) (LLyvo) (9s7°0) (Leco) | (cLro) (662°0) |
0IL'Y 01€'S vL6'T 0ITY $90°¢ 9vS°'9 ¥89°¢ | uav
(zvz0) (o01°®) (y50°0) asro (€60°0) (€90°0) (zo10) |
1€1°¥ +806'S +£07'8 918’y «IPT'S «117°9 LSO9 | (o) |
(100°0) (000°0) (zoo0o) | (0000) (100°0) (100°0) (1000) !
wkk €89 | wna8P6°9" | walP197 | kSIS L | ann¥lT9™ | #un0LL9" | #x%xE£88'9- i AZISO
(610°0) (¥€0°0) (€s1°0) Gszo0) | (6c00) | (1v0°0) (Lv0'0) |
¥x9LE T [ #x0ST'1- 6€6°0- a6EE T | wa€ST I~ | wxELI'T- | wxl6D'1- ¢ ANI
(1€0°0) (ocvo | (0900) | (8€0°0) (9z00) | (L800) (950°0) |
«*x9L9°T" S9¢'1- «P1T€- *#06€T- | *xEEET- «€78'1- 8TT | 4a5a
(z€0°0) (150°0) (€£0°0) (Lzo0) (s100) | (so0) | (8v0°0) |
*%099°C" +687°C- wxlE1E" | #xS6VT | #+0€8°T- %0561~ #+0€€'T | ANd
(z00'0) (£00°'0) (120°0) (L00°0) (€00°0) (Z00°0) ¥00'0)
wax€ST0 | wxx8P1°0 *860°0 wkakPEL0 | wxxlSTO | wnnxSST'0 | wan6P10 | (1-) 5dAN
() (9) (s) ®) [G) @ (3)

(WIAD 33u135J1Q) DJAIA JO SHNSRY UOISSIABIY S°S IqeL




091

“UONIB[ALI0D [BLIAS JSpIO pUOIIS pue IS11Y JOJ 1591 (Z) YV pue (1) YV Yl pue SIUSIDIII0D Y} JO IdUBdIJIUIIS
jurof ayy 10§ 1591~ Y} AJsnes suoissaiBal [y ‘A[9A123dsal ‘(UOTJR[2LIOd0INE OU ST [|NU J1f}) JOPIO PUOIAS PUR ISJIJ JO S1SI) UOHE[SLIOI0INE PUOq
-oue[[a1y oy a1e (7) YV pue (1) YV "(suonownsas FuiAInuapi-ISA0 10 §159]) JUSLINIISUT 341 JO ANPI[EA Y] SIIBNEAD 1S2) UdSUEH] Y], 'sJossaidal
ay) jo soueoyytudis jurof oy uo 153) Y} Smoys dnfea-d sonsnels preg Syl "OJJA Jo ey 1say ayy st (1-) OJIA 1°S 298l 10] Sy  :SajoN

Ly Ly LYy Ly LY Ly LY saluno)

9L1'1 9L1'1 80T°I 80T°1 021 9L1°1 €11 SUONEAIISqQ
(onjep

LLT'O LET'O S01°0 0Z1°0 vLI'0 191°0 ZE1°0 -d) 189) T UV
(enjep

000°0 0000 000°0 0000 0000 0000 00000 -d) 159) 1 YV
(ongep

vZE0 6v2°0 ¥9t°0 LST0 8v€0 S9€°0 170 -d) 159) wIsuey

43 43 9] 43 43 43 8T S)UIWNI)SUT JO #
000°0 000°0 000°0 0000 0000 0000 0000 (ongep-g)
L8311 12501 9L°01 8601 6v'6 ¥8°01 Tl SOISIIE)S PlEA

(WD 20u1311@) DJAN JO SHNSIY uoIssaIINY :§°S dAqeL

“3u0))




On the other hand, the government size, inflation, debt to GDP ratio, and financial
depth negatively affect the MFPG in developing economies. Model 5 of Table 5.5
shows that the effect of investment is positive and significant, which is as per our prior
expectation. Contrarily, model 3 indicates that the estimated coefficient of ECI, used as
an indicator of innovation is negative and significant which is not in line with most of
the existing empirical literature and theoretical predictions. The effect of other control
variables on MFPG is insignificant, albeit their coefficients have the expected signs.

The negative effects of ECI on MFPG might be due to the inability of developing
nations to have complementarity between innovation activities (knowledge intensity)
and absorption of knowledge. A high domestic capacity for knowledge absorption is
required to get the full benefits of innovation and R&D (see Griffith et al., 2003).
Hofman and Valderrama (2020) suggest that the educational level of the labor force is
one of the important drivers of the competitiveness and absorption capacity of a
country. Therefore, developing nations need to enhance their knowledge absorption
capacity by equipping their labor force with skills that require quality academic
institutions as well as a vocational training institution.

Similarly, the regression results of MFPG_H with the difference GMM estimator
are reported in Table 5.6. In this case, the coefficients of IQ have positive signs, but
they become insignificant in most of the specifications. However, the sign and
significance of other variables such as the government size, inflation, debt to GDP ratio,
investment, financial depth, and ECI remain intact and robust to different specification.
The negative and significant signs of financial development, inflation, government size,
and public debt at least at the 10% level in most of the specifications confirm their

harmful effects on HC adjusted MFPG in developing nations.
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The next step in our analysis is to employ the commonly used System GMM estimator.
Tables 5.7 and 5.8 present one step and two-step system GMM regressions on annual
data for MFPG and MFPG_H respectively. The regression results of system GMM
estimator show that the lag values of MFPG and MFPG_H are positive significant in
all specifications. Similarly, the impact of INV and IQ have a positive significant
i'mpact on MFPG and MFPG_H in most of the specifications.

Further, in case of one step GMM, we have the positive significant impact of OPEN
on MFPG_H and in case of two step GMM, the MTRADE becomes positive and
significant. However, as found in case of difference GMM, the effect of financial depth,
government size, inflation, and public debt on MFPG and MFPG_H is negative
significant in most of the specifications. We add additional regressors or control
variables one by one to check the robustness of our results. In case of two step GMM,
the DGDP being added in the regression is negative significant at 10% level of
significance. We find negative significant relationship between DGDP and MFPG
throughout the specifications. Therefore, our results are robust to model specifications
and estimation techniques.

The lower panel of Tables 5.7 and 5.8 show the results of several conditions and
diagnostic tests being applied such as nature of the autocorrelation in the disturbances
and validity of the instruments. The estimates given in Tables 5.7 and 5.8 satisfy the
requirements of both tests of the Arellano-Bond (that are, AR1 and AR2). The Hansen
tests which is applied to check the validity of the instruments suggests that the lag-

structure and instruments are valid for all models reported in Table 5.7 and 5.8.
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Table 5.8: Regression Results of MFPG_H (System GMM)

System GMM System GMM
One Step Two Steps
MFPG_H (-1) 0.154%*x* 0.145%**
(0.002) (0.008)
PRIV -4.267*** -4.214%**
(0.003) (0.000)
GSIZE -5.123%** -5.048%*
(0.007) (0.022)
INF -1.597** -0.940
(0.015) (0.198)
OPEN 3.884 %%+
(0.009)
MTRADE 3.780%*
(0.031)
ECI -0.083
(0.955)
INV 1.081
(0.441)
ADR 5.196 -0.993
(0.208) (0.734)
DGDP -2.505%* -1.300*
(0.027) (0.066)
CO2 1.431
(0.230)
1Q 5.627%* 4.877*
(0.018) (0.079)
CONSTANT -22.917 4.609
(0.366) (0.852)
Wald statistics 11.71 16.44
(P-Value) 0.000 0.000
# of instruments 45 41
Hansen test (P- 0.349 0.566
Value)
AR 2 test (P-Value) 0.283 0.418
Observations 1,208 1,318
Countries 46 47
Notes: As for Table 5.1 and Table 5.6. MTRADE is the Merchandise Trade (% Of
GDP).
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5.4 Summary and Conclusion

The regression results show that investment, size of the government, inflation, debt
to GDP ratio, financial depth, and institutional quality matter for MFPG. The
coefficients on INV and IQ are positive and significant. The coefficients on GSIZE,
INF, DGDP, and PRIV are negative and statistically significant in all regressions; the
results are robust to model specifications and estimation techniques. Moreover, we find
the positive significant impact of OPEN and FDI on productivity growth in some
regressions, however, this result is not robust. In sum, we are unable to draw a firm

inference regarding the effects of OPEN and FDI on MFPG.
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Chapter 6
RESULTS AND DISCUSSION-II
Macroeconomic and Institutional Determinants of MFP Growth:

Exploring the Channels and Conditions

6.1 Introduction
In this chapter, we explain results for the direct, indirect, and conditional effects of both
the institutions and macroeconomic indicators on MFP growth. The estimation results
reported in Tables 6.1 through 6.11 are obtained by employing the SUR? method for
unbalanced panel data as suggested by Biom (2004). The regression results are based
on unbalanced panel data of 49 developing countries over the period 1980-2017.
However, for the construction of our econometric models, the Moderated Mediation
approach of Muller et al. (2005) and Preacher et al. (2007) and have been used.
The regression results presented in this chapter mainly provide the possible answers to
our two research questions. First, whether there exist indirect and conditional effects of
macroeconomic and institutional indicators towards productivity growth in developing
countries? Second, do these effects remain identical across two different measures of
aggregate productivity growth (that are, MFPG and MFPG_H).

Tables 6.1 through 6.11 show the results of SUR method in a default RE setting.
Tables E1 through E11 given in Appendix E show the regression results of using 5-year
non-overlapping data averages for the period 1980—2016—that is, seven observations

(1981-1985, 1986—1990, 1991-1995, 1996-2000, 20002005, 2006-2010, and 2011—

52 SUR is designed to estimate a system of linear equation (with potentially different set of explanatory
variables). Like 3SLS, SUR provides more efficient estimates in large samples, since it considers the
contemporaneous correlation of the error terms across equations.
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2016) for each variable and country. Tables E12 through E22 given in Appendix E
portray the results of SUR method in a FE setting (that is, on demeaned data).

To explore the mediating and moderating roles of macroeconomic and institutional
variables, we employ the SUR method. we take in to account different mediators
(channels) and moderators (conditions). Further, following the standard growth models
of Barro (1991) and Barro and Sala-i-Martin (1995) the initial value is included to test

53 across countries over the period towards a common level of MFP

the convergence
growth. In all cases, the initial MFP remains negative and significant. This explains
the convergence phenomenon supported by the previous literature (Barro and Sala-i-
Martin 1995).

Generally, the Hausman test is used to assess whether FE or RE is a right choice. It
is well documented that both FE and RE have their weaknesses and strengths.
Moreover, it is not a matter of debate whether we apply the FE or RE model; because
as Mundlak (1978) points out, the selection between FE and RE is “arbitrary and
unnecessary”. He argues that when the model is properly specified, the RE estimator is
identical to the FE estimator. This argument is further supported by him when he says,
“there is only one estimator”.

Thus, keeping into consideration the arguments of Mundlak (1978) and to check
the robustness of our results, we have applied the SUR method in both the FE and RE

settings (that is, on demeaned as well as original data). So, the sensitivity of results is

checked by an array of sensitivity analyses.

33 Lichtenberg (1994) reveals that “putting initial value of dependent variable, as a regressor is a
necessary, but not a sufficient condition for convergence. He shows that it is a test of mean reversion and
under some assumptions, the rate of convergence is independent of the degree of mean-reversion.
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6.2 Results for Direct, Indirect, and Conditional Effects of Public Debt
on MFPG: Role of Investment

The regression analysis is based on SUR method for unbalanced panel data as suggested
by Biorn (2004). We employ this method on an unbalanced panel data set consisting of
49 developing countries throughout 1980-2016. Like 3SLS, SUR method for
unbalanced panel data provides more efficient estimates in large samples, since it
considers the contemporaneous correlation of the error terms across equations. It
mitigates and controls the biasness arising from unobserved heterogeneity. Further, it
is more likely to achieve efficiency in the estimates by applying the SUR method
(Biorn, 2004; Baltagi, 2005).

The models (1) and (2) in Table 6.1 illustrates the results of our baseline model. The
models (3) and (4) in Table 6.1 exhibits the results of the final model, obtained through
estimating equations (4.18) and (4.19) simultaneously, using SUR method as suggested
by Biorn (2004). Nevertheless, we demeaned the data and estimate the equations (4.18)
and (4.19) simultaneously using SUR. The results of SUR (with FE) are presented in
Table E1 given in Appendix E. The results of the baseline model are presented to check
the robustness of our results to alternative specifications (that is, final model). We find
that the results in our final model are robust and consistent with our benchmark
specification. Our results are consistent with the existing empirical literature that has

found a negative correlation between debt and MFPG.
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Table 6:1 Direct, Indirect and Conditional Effects of Public Debt on MFPG

M @
Dependent Baseline Model Final Model
Variables a Q) 3) )
INV, MFPG INV MFPG INV MFPG
DGDP - 0.553%%+ -1.159%** -0.144%%* -9.417%+%*
(0.000) (0.000) (0.000) (0.000)
INV 349344+ 0.728%+*
(0.000) (0.000)
DGDP * INV 3.601***
(0.000)
HC -33.213%**
(0.000)
OPEN 7.785%**
(0.000)
PRIV -0.803
0.277)
GSIZE -18.054***
(0.000)
INF -0.003
(0.815)
M2 -9.563%**
(0.000)
ECI 0.234
(0.887)
ICT 0.777%%*
(0.000)
CO2PC 5.067%**
(0.000)
ADR -8.542%**
(0.000)
1Q 13.288***
(0.000)
-0.008***
RIR (0.000)
0.571%**
RPCGDP (0.000)
-0.014***
REM (0.000)
Indirect Effects of Public Debt on MFPG
Indirect
Effects 95% Confidence Interval
Investment 0.076
(Mediator or Channel Variable) (0.488) -0.139 0.292
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Table 6.1: Direct, Indirect and Conditional Effects of Public Debt on MFPG

Conditional Effects of Public Debt on MFPG

Investment Conditional
{Moderator Variable) Effects 95% Confidence Interval
Low level of investment -6.773%** -8.283 -5.262
(25th percentile) (0.000)
Average level of investment -7.435%** -9.153 -5.716
(50th percentile) (0.000)
High level of investment -8.149%** -10.094 -6.204
(75th percentile) (0.000)
Observations 1,419 1,419 861 861
Countries 49 49 49 49

Notes: In the first model, the dependent variable is the log of gross fixed capital formation (% of
GDP) used as a proxy for investment (INV) while in the second model the dependent variable is
multi-factor productivity growth (MFPG). All explanatory variables are in log form except for those
which are in growth rates that is, population growth (POPG). DGDP is the debt-to-GDP ratio.
DGDP*INYV is the interaction of debt-to-GDP ratio and investment. HC is the human capital index
based on years of schooling and returns to education. OPEN is the trade openness measured by total
trade (% of GDP). PRIV is the domestic credit to private sector (% of GDP). GSIZE is the general
govemment final consumption expenditure (% of GDP). INF is the Inflation as measured by the
GDP deflator. M2 is the Broad money (% of GDP). ECI is the Economic Complexity Index. ICT is
the information and communications technology. CO2PC is the carbon dioxide emissions (metric
tons) per capita. ADR is the age dependency ratio, percentage of working-age population. IQ is the
index of institutional quality. RIR is the real interest rate (%). RPCGDP is the real GDP per capita.
REM is the personal remittances, received (% of GDP). All regressions include a constant or
intercept term, but the results are not reported. The p-values are given in brackets. ***, ** * indicate
significance at 1%, 5%, and 10% respectively.

Table 6.1 shows that the direct effects of DGDP on INV and MFPG are negative
and significant at 1% level in both the baseline as well as in the final model. The
negative sign of the coefficients of DGDP in the final model illustrate that if DGDP
increases by one % then the INV and MFPG decrease on average by 0.00144 (that is,
0.144*0.01) and 0.09417 (that is, 9.417*0.01) percentage points per year respectively.
Moreover, the regression results indicate that direct effects of HC, GSIZE, M2 and
ADR on MFPG are negative and significant, whereas the direct impacts of OPEN, ICT,
CO2PC and IQ on MFPG are positive significant at 1% level of significance.

The econometric models and empirical specifications (4.18 through 4.21) layout in
chapter 4 allow the mediating and moderating variable INV to have indirect and

conditional effects on MFPG. The indirect effects of DGDP on MFPG run via
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mediating variable as shown in Table 6.1 and Table E12, Appendix E. More
specifically, INV acts as mediating as well as moderating® variable between DGDP
and MFPG. The results of the final model in RE and FE setting (that is, with annual
and demeaned annual data respectively) show that the variable of our interest (that is
public debt) has a negative and significant relationship with both investment and MFPG
in the baseline as well as the final model.

The direct effects of DGDP on MFPG are negative and significant for our sample
countries at the 1% significance level (see Table E12). However, the indirect effect is
found to be insignificant. We check the signs and significance of the coefficient of
DGDP and the coefficient of the interaction term (that is, DGDP*INV or
C_DGDP*INV) to interpret the conditional hypothesis. The final model results show
that the coefficient of DGDP is negative while the coefficient of the interaction term is
positive and significant at the 1% level in all cases (see Table 6.1; Tables E1 and E12,
Appendix E). It exhibits that DGDP has a negative significant impact on MFPG and
investment conditions at all levels mitigate the negative effect of DGDP on MFPG. So,
the reduction in DGDP is necessary for developing nations to provide breathing space
to raise INV and hence achieve a higher level of MFPG. The higher DGDP affects the
MFPG of developing countries by worsening the macroeconomic environment and key
policy variables including the INV. Our results support and validate the stance of
“crowding out” and “debt overhang” hypotheses extensively discussed in the literature
(Krugman, 1988; Cohen, 1993; Deshpande, 1997; Presbitero, 2012; Kharusi and Ada,

2018).

5% The conditional effects of moderator at its different levels; low, average and high are measured
through 25™, 50' and 75™ percentile respectively.
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Elbadawi et al. (1997) find that debt burden and obligations of debt service are
important factors behind the low level of investment and growth in the developing
countries. The negative effect of DGDP on MFPG arises either from “crowding out” or
“debt overhangs” effects. The former relates to the diversion of resources from public
investment to debt services. In general, the crowding-out effect intensifies with a rise
in debt to GDP ratio rises. The latter reduces the incentives for governments in low-
income countries to carry out some structural and fiscal reforms, since these reforms
may deepen the pressures on governments to repay foreign creditors. Similarly, the
uncertainty regarding government policies and actions to meet its debt servicing
obligations lowers INV and MFPG (Koeda, 2008; Yared, 2019).

It is evident from the results shown in Table 6.1 that an increase in the real interest
rate and foreign remittances (REM) reduce the INV while an increase in the real per
capita GDP enhances the INV in developing economies. The negative link between
REM and INV might be due to the reason that an increase in remittance income
encourages the recipient households to reduce work effort and supply less labor.
Moreover, remittances are mainly devoted to daily consumption needs and altruistic
motives. Another possible channel through which REM lower INV is that the large
remittances induce the exchange rate appreciation, which could dampen the investment
as a result of a rise in the demand for imports and fall of net exports. An upward
movement in the real interest rate raises the opportunity cost of holding money and the
cost of borrowing which consequently decreases the level of investment. These findings
are in line with a chunk of the empirical literature (see Jorgensen, 1963; Greene and

Villanueva, 1991; Chami et al., 2005; Dzeha et al., 2017).

3%t occurs when debt surpasses the repayment ability of a nation. Krugman (1988) defines it as a situation
in which repayment ability falls below the contractual value of debt.
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The adverse relationship between the interest rate and investment is fundamentally
proposed by the real theory of interest rate - put forward by the well-known classical
economists including Ricardo, Marshall, and Pigou. They consider interest rates as a
real phenomenon and a reward for the use of capital (price for investment). According
to the classical or real theory of interest rate, saving or supply of capital is an increasing
function of the rate of interest; as households save their money to earn the interest rate.
So, the interest rate is determined by the intersection of the supply of saving and
downward sloping investment demand curves in the goods market. On the other hand,
according to Keynes's theory of liquidity preference, the rate of interest is purely a
monetary phenomenon, which is determined by the intersection of demand and supply
of money in the money market. The neoclassical and neo-Keynesian theories of interest
rate incorporate both real and monetary sectors to determine the interest rate with the
help of demand for and supply of loanable funds and Hicks’ IS-LM model respectively.

The empirical evidences on the relationship between the interest rate and investment
are ambiguous. Taylor (1999) finds a weak link between real interest rates and
investment. Greene and Villanueva (1990) find a negative relationship between the
interest rate and investment using the panel data of 23 least developed countries (LDCs)
throughout 1975 to 1985. Hyder and Ahmed (2004) observe that the interest rate hurts
investment in the case of Pakistan. In contrast, Athukorala (1998) concludes that the
interest rate has a positive significant effect on saving and investment in the case of the
Indian economy.

Further, the estimation results of the final model show that most of the control
variables are significant and carry the expected signs. The results confirm that the
negative effects of human capital, government size, money supply, and age dependency

ratio on MFPG are indeed relatively large in magnitude and statistically significant.
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Similarly, the positive effects of IQ and OPEN on MFPG are also relatively large
in magnitude and statistically significant. Further, as expected the impact of ICT on
MFPG is positive and significant. Moreover, the initial value remains negative and
significant in both the baseline as well as in the final model; estimated through the SUR
method using five-year averages data (see Table E1 in Appendix E).

In the final model, all the control variables in the regression of INV are significant
at the 1% level. The empirical results suggest a positive and statistically significant
relationship between investment and real per capita GDP. On the other hand, we find
that an increase in RIR and REM decrease the INV. The RPCGDP has been used
extensively in the growth literature as an indicator of economic growth.

A robust positive association between RPCGDP and INV has been established in
the vast empirical literature (see Kuznets and Murphy, 1966; Levine and Renelt, 1992;
De Long and Summers, 1992; Mankiw et. al., 1992; Madsen, 2002; Bose and Haque,
2005; and Uneze, 2013). For instance, Uneze (2013) suggests that there exists bi-
directional causality between economic growth and INV in Sub-Saharan African
countries, disregarding whether INV is measured with the gross capital formation or by
private fixed capital formation. Nevertheless, Bose and Haque (2005) find

unidirectional causality, from economic growth to INV.

6.3  Results for Direct, Indirect, and Conditional Effects of Public Debt
on MFPG_H: Role of Investment

The models (3) and (4) of Table 6.2 show that the direct effect of DGDP on INV and
MFPG_H are negative and significant at 1% level of significance.This finding is
consistent to the number of theoretical and empirical evidences such as Diamond

(1965), Amirkhalkhali (2002) and Afonso and Jalles (2013). Contrary to the previous
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assertion presented in Table 6.1, now the direct impact of HC on MFPG_H are positive
significant, while the direct impact of CO2PC on MFPG_H are negative significant.
Moreover, we find the positive significant impacts of IQ on MFPG_H. The positive
coefficient of IQ indicates that if IQ increases by one % then the MFPG_H increases
on average by 0.05026 (that is, 5.026*0.01) percentage points.

The indirect effects of DGDP on MFPG_H run via mediating variable as shown in
the Table 6.2 and E13, Appendix E. Unambiguously, INV acts as mediating as well as
moderating variable between DGDP and MFPG. The results show that the variable of
our interest in this case (that is, DGDP) has a negative and significant direct relationship
with both investment and MFPG_H. Nevertheless, in the baseline model, the effect of

DGDP on MFPG _H is insignificant with a positive sign.
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Table 6.2: Direct, Indirect and Conditional Effects of Public Debt on MFPG_H

@ )
Dependent Baseline Model Final Model
Variables @) Q) 3) @
INV, MFPG H INV MFPG H INV MFPG_H
DGDP -0.483%** 0.016 -0.077%** -5.272%**
(0.000) (0.692) (0.000) (0.000)
INV -1.981*** -0.992
(0.000) (0.486)
DGDP*INV 1.293***
(0.000)
HC 3.514**
(0.038)
OPEN 0.154
(0.706)
PRIV -1.982%**
(0.000)
GSIZE -1.228*
(0.088)
INF 0.276
(0.563)
M2 -2.722%%
(0.000)
CO2PC -1.036**
(0.013)
POPG -0.482
(0.446)
IQ 5.026%**
(0.000)
RIR 0.001
(0.156)
RPCGDP 0.050***
(0.000)
REM 0.030***
(0.000)
Indirect Effects of Public Debt on MFPG_H
Investment Indirect
(Mediator or Channel Variable) Effects 95% Confidence Interval
0.076
(0.488) -0.139 0.292
Conditional Effects of Public Debt on MFPG_H
Investment Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of investment -0.954*>**
(25th percentile) (0.000) -1.347 -0.560
Average level of investment -1.080***
(50th percentile) (0.000) -1.541 -0.620
High level of investment -1.218***
(75th percentile) (0.000) -1.752 -0.683
Observations 1,464 1,464 870 870
Countries 49 49 49 49

Notes: As for Table 6.1.
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Moreover, the indirect effect of DGDP on MFPG H is insignificant while the
conditional effects of DGDP on MFPG_H are negative and significant at the 1%
significance level in both RE as well as FE setting (see Table 6.2 and Table A.613).
Interestingly, when we average our data over five-year intervals (see Table E2 in
Appendix E) to mitigate business cycle concerns and endogeneity issues, the initial
level of MFP is strongly significant and has the expected negative sign. Moreover, the
mediating effect of investment in the relationship between public debt and MFPG
which was insignificant in the case of annual data now becomes negative significant.
However, the moderating effect of INV tumns out to be positive and significant at all
level of investment. So, both the direct and indirect effects of public debt on MFPG are
negative which confirms the harmful effects of public debt on the productivity growth
of developing countries. It is worth mentioning that the adverse impact of public debt
on MFPG_H could be lessened by promoting the investment.

In order to interpret the conditional effects, the signs and significance of the
coefficient of DGDP and the coefficient of the interaction term (that is, DGDP*INV or
C_DGDP*INV) need to be checked. The final model results show that the coefficient
of DGDP is negative while the coefficient of the interaction term is positive and
significant at the 1% level. It exhibits that DGDP has a negative significant impact on
MFPG_H and investment conditions that mitigate the negative effect of DGDP on
MFPG_H. So, the reduction in DGDP is necessary for developing nations to provide
breathing space to raise INV and hence achieve a higher level of MFPG_H. Our results
support and validate the stance of “crowding out” and “debt overhang” hypotheses
extensively discussed in the literature (Krugman, 1988; Cohen, 1993; Deshpande,
1997; Presbitero, 2012; Kharusi and Ada, 2018). As said earlier that the negative

effects of DGDP on MFPG arises either from “crowding out” or “debt overhang”
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effects. The former relates to the diversion of resources from public investment to debt
services. In general, the crowding-out effect intensifies with a rise in debt to GDP ratio
rises. The latter reduces the incentives for governments in low-income countries to
carry out some structural and fiscal reforms, since these reforms may deepen the
pressures on governments to repay foreign creditors. Similarly, the uncertainty
regarding government policies and actions to meet its debt servicing obligations lowers

INV and MFPG (Koeda, 2008; Yared, 2019).

6.4  Results for Direct, Indirect, and Conditional Effects of Human
Capital on MFPG: Role of Institutions

Table 6.3 depicts the direct, indirect and conditional effects of HC on MFPG. the direct
effects of HC on MFPG. We find contradictions regarding the direct effects of HC on
MFPG. The model (2) of Table 6.3 shows the positive significant impact of HC on
MFPG while in model (4) , the direct impact of HC on MFPG turns out to be negative
significant as we add interaction of HC and IQ along with control variables. This
finding is consistent to the existing empirical literature as Miller and Upadhyay (2000)
also find mixed results of HC on TFP for different specifications and samples. As for
as the impact of control variables is concerned, we find positive significant impact of
OPEN, PRIV, ICT and CO2PC on MFPG. Moreover, model (4) of Table 6.3 indicates
the negative significant effects of M2 and POPG on MFPG.The indirect effects of HC

on MFPG via IQ in the default RE setting of SUR are shown in Table 6.3.
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Table 6.3: Direct, Indirect and Conditional Effects of Human Capital on MFPG

Dependent @ 2
Variables Baseline Model Final Model
1 (2) 3) (4
1Q, MFPG gé MFPG 1Q MFPG
HC -2.53]1%%* 1.665*** 0.345%** -19.903**
(0.000) (0.000) (0.000) (0.014)
IQ 1.277%** 0.309
(0.000) (0.773)
HC*IQ 4.200**
(0.016)
INV -0.696
(0.408)
OPEN 2.529%**
(0.000)
PRIV 0.797**
~(0.050)
GOV -1.029
(0.267)
M2 -4,243%**
(0.000)
ECI 1.015
(0.329)
ICT 0.828***
(0.000)
co2pC 0.891%**
(0.000)
POPG -0.802%**
(0.000)
TAXR 0.157***
(0.000)
Indirect Effects of Human Capital on MFPG
Indirect
Institutional Quality (IQ) Effects 95% Confidence Interval
(Mediator or Channel Variable) 0.107 -0.617 0.830
(0.773)
Conditional Effects of Human Capital on MFPG
Institutional Quality Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Institutional Quality 2.669**
(25th percentile) (0.014) 0.544 4.794
Average level of Institutional 4.128**
wality (50th percentile) (0.014) 0.841 7416
High level of Institutional Quality 5.413%*
(75th percentile) (0.014) 1.082 9.744
Observations 1,483 1,483 855 855
Countries 49 49 49 49

Notes: As for Table 6.1. HC*IQ is the interaction of HC and institutional quality. TAXR is the tax
revenue as a percentage of GDP.
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The mediating effect of IQ in the relationship between HC and MFPG is found to
be insignificant. However, we find a positive significant effect of IQ as a moderator in
our sample countries irrespective of the level of institutional quality (that is low,
average, and high). The magnitudes of the coefficients of the conditional variable (that
is, Q) rise with the increase in the quality of institutions. Our conditional hypotheses
concentrate around the signs and significance of the coefficient of HC and the
coefficient of the interaction term (that is, HC*IQ or C_HC*IQ). The final model results
show that the coefficient of HC is negative and significant while the coefficient of the
interaction term is positive and significant at the 5% level. It indicates that HC has a
negative significant impact on MFPG, and IQ conditions mitigate the negative effect of
HC on MFPG. Our empirical analysis reveals that investment in HC alone is not
adequate to achieve a higher level of MFPG; to improve the quality of institutions is an
imperative and prerequisite to get benefit from the investment in human capital.

It is important to mention that when we average our data over five-year intervals
(see Table E3 in Appendix E) to mitigate business cycle concerns and endogeneity
issues, the initial level of MFP is strongly significant and has the expected negative
sign. Moreover, the mediating effect of IQ in the relationship between HC and MFPG
which was insignificant in case of annual data, now become positive significant.
Further, the moderating effect of IQ in the relationship between HC and MFPG remains
intact and robust. Interestingly, in all cases, the magnitudes of the coefficients in respect
of conditional effects of HC on MFPG rise with the increase in the quality of institutions
(that is 25™, 50" and 75" percentile is used to represent the low, average, and high
level of institutional quality respectively).

As mentioned in the methodology section that we demeaned the data to apply the

SUR method in FE setting. The indirect and conditional effects of HC on MFPG in FE
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setting with annual demeaned data (see Table E14 in Appendix E) are positive and
significant. The mediating effect of IQ in the relationship between HC and MFPG
which was insignificant in the case of annual data becomes positive significant in the
case of demeaned annual data. Further, the moderating effect of IQ in the relationship
between HC and MFPG remains intact and robust in all cases. In the case of demeaned
data (FE setting of SUR), the coefficient on the moderating variable does decrease
slightly in comparison but remains positive and significant at all levels of IQ.

Moving towards the effects of other explanatory and control variables on MFPG;
we find the significant role of investment, OPEN, government size, inflation, financial
development, innovation, ICT, FDI, population growth, and CO2PC in determining the
MFPG in developing nations. OQur empirical findings are consistent with the theoretical
model of Dias and Tebaldi (2012) which shows that better quality of institutions foster
HC accumulation and change the productivity and development path by decreasing
income inequality. The theoretical model together with empirical findings demonstrates
the complementarity of HC and institutions for explaining the development path.
Further, the empirical findings of Dias and Tebaldi (2012) suggest that the quality of

institutions drives the amount of HC available in the economy.

6.5 Results for Direct, Indirect, and Conditional Effects of Institutional
Quality on MFPG: Role of Openness

The direct impact of IQ on MFPG is positive significant in both the baseline as well as
final model. The model (4) of Table 6.4 depicts the negative significant effects of HC,
PRIV, GSIZE, DGDP and INF while positive significant effects of INV, ECI, POPG
and CO2PC on MFPG. The indirect and conditional effects of IQ on MFPG run via

OPEN which is being used as a mediating and moderating variable (see Table 6.4;
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Tables E4, and E15, Appendix E). Tables 6.4 and E15, Appendix E portray the direct,
indirect, and conditional effects of IQ on MFPG in random and FE setting of SUR.

The direct, indirect, and conditional effects of IQ on MFPG using five-year
averages data are shown in Table E4. It is evident from the regression results that direct,
indirect, and conditional effects of IQ on MFPG in RE and FE setting are positive and
significant. So, the positive significant role of OPEN as a mediator as well as a
moderator in the relationship between IQ and MFPG remain intact and robust in both
cases; whether we apply SUR on equations (4.28) and (4.29) simultaneously in RE or
FE setting.

We inspect the signs and significance of the coefficient of IQ and the coefficient of
the interaction term (that is, IQ*OPEN or C_IQ*OPEN) to interpret the conditional
hypothesis. The results show that the coefficients of IQ as well as interaction terms are
positive and significant at the 1% level. It indicates that IQ has a positive significant
impact on MFPG, and OPEN conditions strengthen the positive effect of IQ on MFPG.
Our results are in concurrence with the empirical studies of Coe and Helpman (1995)

and Dollar and Kraay (2003).
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Table 6.4: Direct, Indirect and Conditional Effects of Institutional Quality
on MFPG

Dependent @ 2)
Variables Baseline Model Final Model
1) 2 3) “)
OPEN, MFPG Og’EN M(Fl)’c OPEN MFPG
1Q -1.562%** 2.372%** 0.505*+* 1.030***
(0.000) (0.000) (0.000) (0.000)
OPEN 0.062%** 1.381%**
(0.000) (0.000)
1Q * OPEN 0.250%**
(0.000)
HC -1.800%**
(0.000)
PRIV -0.781%**
(0.000)
GSIZE -3.153%%*
(0.000)
INV 0.437%**
(0.000)
DGDP -0.257%%*
(0.000)
INF -0.526%**
(0.000)
ECI 0.728*%**
(0.000)
POPG 0.081***
(0.000)
Cco2prC 1.017%**
(0.000)
FDI 0.093%*
(0.050)
Indirect Effects of Institutional Quality on MFPG
Openness
(Mediator or Channel Indirect
Variable) Effects 95% Confidence Interval
0.698%** 0.497 0.899
(0.000)
Conditional Effects of Institutional Quality on MFPG
Openness Conditional
{Moderator Variable) Effects 95% Confidence Interval
Low level of Openness 2.598%**
(25th percentile) (0.000) 1.364 3.833
Average level of Openness 2.792%**
_(50th percentile) (0.000) 1.431 4.134
High level of Openness 3.000%**
(75th percentile) (0.000) 1.547 4.471
Observations 1,467 1,467 1,158 1,158
Countries 49 49 49 49

Notes: As for Table 6.1. IQ* OPEN is the interaction of institutional quality and trade
openness. FDI is the foreign direct investment, net inflows as a percentage of GDP.
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Dollar and Kraay (2003) assert that countries with better institutions tend to trade
more and hence grow faster. They argue that both trade and institutions are important
to understand the cross-country growth differences because both move together and
have a significant joint effect on growth in the very long run. However, OPEN alone
has a larger effect on growth in the short run. Similarly, Coe and Helpman (1995)
conclude that the OPEN is crucial to achieving a higher level of domestic TFP. The
high-quality institutions and good governance drive trade flows and vice versa. The IQ
matters for comparative advantage as it influences factor accumulation and
technological innovation.

The initial level of MFP in the case of five-year averages data (see Table E5) is used
to capture what we called the “catch up” effect or convergence phenomenon supported
by the previous literature (Barro and Sala-i-Martin 1995). The initial value remains

negative and significant at the 1% level in both the baseline as well as in the final model.

6.6  Results for Direct, Indirect, and Conditional Effects of Institutional
Quality on MFPG_H: Role of Openness

Table 6.5 and Table E16 depict the direct, indirect, and conditional effects of IQ on
MFPG_H in RE and FE setting of SUR respectively. The direct, indirect, and
conditional effects of IQ on MFPG_H using five-year averages data are shown in Table
E5. The direct and conditional effects of IQ on MFPG_H are positive and significant in
all cases. However, the role of OPEN as a mediator is negative and significant in the
case of the RE model, being applied on annual as well as five-year averages data.
Whereas, the role of OPEN as moderator is positive and significant in all cases; whether

we apply SUR in RE or FE setting.
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The model (2) of Table 6.5 shows the positive significant relationship between IQ
and MFPG_H. This relationship becomes insignificant when we add interaction of IQ
and OPEN along with control variables in the model (4). Similarly, the relationship
between OPEN and MFPG_H turns out to be negative significant from positive
significant. Model (4) shows that all the control variables are significant with expected
signs. For example, the coefficients of PRIV, GSIZE, DGDP, and INF are negative and
the coefficients of INV, FDI, ECI, POPG and CO2PC are positive. These results are in
line with the existing literature.

The conditional hypotheses concentrate around the signs and significance of the
coefficient of IQ and the coefficient of the interaction term (that is, I[Q*OPEN or
C_IQ*OPEN). The results show that the coefficients of IQ as well as interaction terms
are positive and significant at the 1% level. It indicates that IQ has a positive significant
impact on MFPG, and OPEN conditions strengthen the positive effect of IQ on MFPG.
Our results are in concurrence with the empirical studies of Coe and Helpman (1995)
and Dollar and Kraay (2003). Dollar and Kraay (2003) assert that countries with better
institutions tend to trade more and hence grow faster.

They argue that both trade and institutions are important to understand the cross-
country growth differences because both move together and have a significant joint
effect on growth in the very long run. However, OPEN alone has a larger effect on
growth in the short run. Similarly, Coe and Helpman (1995) conclude that the OPEN

of the economy is crucial to achieving a higher level of domestic TFP.
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Table 6.5: Direct, Indirect and Conditional Effects of Institutional Quality

on MFPG_H
Dependent 1) 2)
Variables Baseline Model Final Model
1 (2) 3) @
OPEN, o{n?:N MFPG_H OPEN MFPG_H
MFPG H -
I1Q -2.316*%* 3.290%** 0.794%** 0.010
(0.000) (0.000) (0.000) (0.884)
OPEN 0.051 %+ -0.366%**
(0.001) (0.000)
IQ*OPEN 0.447%**
(0.000)
PRIV -1.145%*
(0.000)
GSIZE -2.34Q% %+
(0.000)
INV 1.341#**
(0.000)
DGDP -0.566***
(0.000)
INF_CPI -0.326***
(0.000)
FDI 0.086* 0.047%**
(0.075) (0.000)
ECI 2.802%**
(0.000)
POPG 0.547%**
(0.000)
CO2PC 0.277%*+
(0.000)

Indirect Effects of Institutional Quality on MFPG_H

Openness Indirect
(Mediator or Channel Effects 95% Confidence Interval
Variable) -0.291%** 0.497 0.899
(0.000)
Conditional Effects of Institutional Quality on MFPG_H
Openness Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Openness 5.059%**
(25th percentile) (0.000) 4.052 6.067
Average level of Openness 5.605***
(50th percentile) (0.000) 4.480 7.729
High level of Openness 6.215%**
(75th percentile) (0.000) 4.959 7470
Observations 1,523 1,523 1,160 1,160
Countries 49 49 49 49

Notes: As for Table 6.1. IQ* OPEN is the interaction of institutional quality and trade
openness. FDI is the foreign direct investment, net inflows as a percentage of GDP.
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The high-quality institutions and good governance drive trade flows and vice versa.
The 1Q matters for comparative advantage as it influences factor accumulation and
technological innovation. The initial level of MFP in the case of five-year averages data
(see Table E4) is used to capture what we called the “catch up” effect or convergence
phenomenon supported by the previous literature (Barro and Sala-i-Martin 1995). The
initial value remains negative and significant at the 1% level in both the baseline as well

as in the final model.

6.7  Results for Direct, Indirect, and Conditional Effects of Openness on
MFPG: Role of Institutions

Model (2) of Table 6.6 indicates the negative significant direct impacts of OPEN and
IQ on MFPG. These impacts become other way around in case of model (4). As
expected, the direct impacts of PRIV, GSIZE, DGDP, and INF are negative significant
while the direct effects of INV, ECI, CO2, and POPG on MFPG are positive significant.
The regression results presented in Table 6.6 show the indirect effects of OPEN on
MFPG via the quality of institutions in a RE setting of the SUR method. The results of
our baseline model show that the variable of our interest in this case (that is, OPEN)
has a negative and significant relationship with IQ while it has a positive and significant
relationship with MFPG. However, this relationship becomes the other way around in
the case of the final model where we have included the interaction of OPEN and IQ

along with other control variables.
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Table 6.6: Direct, Indirect and Conditional Effects of Openness on MFPG

Dependent 1) 2)
Variables Baseline Model Final Model
1 @ 3 @
1Q, MFPG §(; MFPG I(; MFPG
OPEN -3.233%** 0.122%** 0.170%*#* -1.485*
(0.000) (0.000) {0.000) (0.100)
1Q 3.824%** -1.239%**
(0.000) (0.008)
OPEN *IQ 0.604%**
(0.001)
HC -0.109
(0.916)
PRIV -1.517%%*
(0.000)
GSIZE -1.635%**
(0.000)
INV 2.4]13%*#
(0.000)
DGDP -0.864***
(0.000)
INF -1.152%%*
(0.002)
ECI 2.511***
(0.004)
CcOo2 0.211*
(0.096)
POPG 0.796%**
(0.000)
FDI 0.031***
(0.000)
Indirect Effects of Openness on MFPG
I R Indirect
Instltutlo.n al Quality Effects 95% Confidence Interval
(Mediator or >
Channel Variable) -0.211 -0.371 -0.051
(0.010)
Conditional Effects of Openness on MFPG
Institutional Quality Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Institutional Quality 1.340**
(25th percentile) (0.002) 0.497 2.183
Average level of Institutional Quality 1.499**
(50th percentile) (0.002) 0.562 2.435
High level of Institutional Quality 1.675** 0.634 2.716
(75th percentile) (0.002)
Observations 1,467 1,467 1,159 1,159
Countries 49 49 49 49
Notes: As for Table 6.1. OPEN * IQQ is the interaction of trade openness and institutional
quality. FDI is the foreign direct investment, net inflows as percentage of GDP.
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It is important to note that the relationship between FDI and IQ is positive and
significant in the regression of 1Q, where it is included as a control variable, following
Dang (2013) and Demir (2016). FDI may affect the IQ of host countries via technology,
skills, and management know-how spillovers. All the control variables in the
regression of MFPG are significant except the human capital. The coefficients of PRIV,
GSIZE, DGDP, and INF are negative and significant at the 1% level while the
coefficients of INV, ECI, POPG, and CO?2 are positive and significant. The conditional
hypotheses concentrate on the signs and significance of the coefficient of OPEN and
the coefficient of the interaction term (that is, OPEN * 1Q). The final model results
show that the coefficient of OPEN is negative and significant at the 10% while the
coefficient of the interaction term is positive and significant at the 1% level. It exhibits
that OPEN has a negative significant impact on MFPG and IQ conditions lessen the
negative effect of OPEN on MFPG. So, developing nations need to improve the quality
of their institutions for attenuating the negative effects of OPEN on MFPG.

The mediating and moderating effects of IQ in the relationship between OPEN and
MFPG are presented in the lower panel of Table 6.6. The indirect effects of OPEN on
MFPG are negative and significant for our sample countries at the 5% significance
level. The conditional effects are positive and significant at all levels of 1Q. The
association between OPEN and MFPG is strengthened as we improve the level of IQ

in developing countries.

As mentioned earlier that we demeaned the data to apply the SUR method in a FE
setting. The indirect and conditional effects of OPEN on MFPG via quality of
institutions in FE settings are presented in Table E17. In this case, both the indirect and
conditional effects of OPEN on MFPG via the quality of institutions are positive and
significant. As for as the moderating effects of IQ in the relationship between OPEN
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and MFPG are concerned; once again, the coefficient of openness (that is, C_OPEN) is
negative and significant while the coefficient of the interaction term (C_OPEN*IQ) is
positive and significant at the 1% level. It reveals that OPEN has a negative significant
impact on MFPG and IQ conditions lessen the negative effect of OPEN on MFPG. So,
developing nations need to improve the quality of their institutions to mitigate the
negative effects of OPEN on MFPG. To capture the convergence phenomenon, we add
the initial level of MFP in the case of five-year averages data (see Table E6). The initial
value remains negative and significant at the 1% level in both the baseline as well as in

the final model.

6.8  Results for Direct, Indirect, and Conditional Effects of Openness on
MFPG_H: Role of Institutions

Table 6.7 and Table E18 show the direct, indirect, and conditional effects of OPEN on
MFPG _H in RE and FE setting of SUR respectively. The direct relationship between
OPEN and IQ remains positive significant in both the baseline and final model. Model
(3) shows that all the control variables are significant, and signs of the coefficients are
as per our expectations. Model (4) indicates that the direct impact of OPEN on
MFPG_H is negative significant. We find the positive significant direct impact of INV,
POPG and CO2, while the negative significant effects of DGDP, PRIV, INF, and M2

on MFPG_H.
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Table 6.7: Direct, Indirect and Conditional Effects of Openness on MFPG_H

Dependent ()] )
Variables Baseline Model Final Model
a 2 (&) @
1Q, MFPG_H 1(3 MFPG H 1Q MFPG H
OPEN 0.078%** 0.528%*+* 0.096*** -6.257%**
(0.000) (0.000) 0.000) (0.000)
IQ 1.007*** -1.053%**
(0.000) (0.000)
OPEN*IQ 7 053%**
(0.000)
DGDP -0.664***
{0.000)
PRIV -0.540%**
(0.000)
INF -0.576%**
(0.000)
M2 -3.257%%*
(0.000)
INV 1.912%*+*
(0.000)
POPG 1.286%**
(0.000)
Cco2 1.073%**
(0.000)
GSIZE 0.070***
(0.000)
ICT 0.005***
(0.000)
GDPG 0.039%**
(0.000)
Indirect Effects of Openness on MFPG_H
Institutional Quality Indirect
(Mediator or Channel Variable) Effects 95% Confidence Interval
-0.100%** -0.142 -0.060
(0.000)
Conditional Effects of Openness on MFPG_H
Institutional Quality Conditional
_(Moderator Variable) Effects 95% Confidence Interval
Low level of Institutional Quality 2.860%**
(25th percentile) (0.000) 2:416 3.303
Average level of Institutional Quality 3.162%%*
(50th percentile) (0.000) 2672 3652
High level of Institutional Quality 3.499%*+
(75th percentile) (0.000) 2.957 4.041
Observations 1,526 1,526 1,269 1,269
Countries 49 49 49 49
Notes: As for Table 6.1. OPEN * IQ is the interaction of trade openness and institutional
quality. FDI is the foreign direct investment, net inflows as a percentage of GDP.
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The direct, indirect, and conditional effects of OPEN on MFPG_H using five-year
averages data are shown in Table E7. In the case of the RE setting of SUR, the results
of our baseline model show that the variable of our interest in this case (that is, OPEN)
has a positive and significant direct relationship with both 1Q and MFPG_H. The
relationship between OPEN and MFPG_H becomes negative and significant in the case
of the final model where we have included the interaction of OPEN and IQ along with
other control variables. In the case of FE setting of SUR, the results of our baseline
model indicate that OPEN has a negative and significant direct relationship with both
1Q and positive significance with MFPG_H. Nevertheless, these relationships become
the other way around in the case of the final model.

It is important to state that in the case of FE setting the relationship between FDI
and IQ is positive and significant in the regression of IQ, where it is included as a
control variable, following Dang (2013) and Demir (2016). FDI may affect the IQ of
host countries via technology, skills, and management know-how spillovers. Contrary
to the previous case, now the direct relationship between HC and IQ has become
positive and significant. This finding is consistent with most of the theoretical and
empirical literature. Theoretically, higher quality of institutions fosters HC
accumulation, reduce income inequality, and thereof change the development path of
nations (Dias and Tebaldi, 2012). Further, all the control variables in the regression of
MFPG_H are significant. The coefficients of PRIV, GSIZE, DGDP, and INF are
negative and significant at the 1% level while the coefficients of INV, POPG, and
MTRADE are positive and significant.

We check the signs and significance of the coefficient of OPEN and the coefficient
of the interaction term (that is, OPEN*IQ or C_OPEN*IQ) to finalize the conditional

effects. The final model results show that in all cases the coefficient of OPEN is
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negative and significant at the 1% while the coefficient of the interaction term is
positive and significant at the 1% level. It exhibits that OPEN has a negative significant
impact on MFPG and IQ conditions lessen the negative effect of OPEN on MFPG. So,
developing nations need to improve the quality of their institutions for attenuating the
negative effects of OPEN on MFPG_H.

In the case of FE setting, both the indirect and conditional effects of trade OPEN
on MFPG_H via the quality of institutions are positive and significant. On the other
hand, in the case of RE setting of SUR, the conditional effects of OPEN on MFPG_H
via the quality of institutions are positive and significant, whereas the indirect effect is
insignificant. It is important to note that when we convert the data into five years
averages to capture the business cycle and transitional dynamics effects, the indirect
effect of OPEN on MFPG_H, which was insignificant becomes significant. To capture
the convergence phenomenon, we add the initial level of MFP in the case of five-year
averages data (see Table E7). The initial value remains negative and significant at the

1% level in both the baseline as well as in the final model.

6.9 Results for Direct, Indirect, and Conditional Effects of Investment
on MFPG: Role of Public Debt

The models (1) and (2) in Table 6.8 display the results of our baseline model, whereas
models (3) and (4) in Table 6.8 illustrate the results of final model. Nevertheless, we
demeaned the data and estimate the equations (4.38) and (4.39) simultaneously using
SUR. The results of SUR (with FE) are presented in the Table E19 given in the
Appendix E. The regression results illustrate that INV is positively related to MFPG

while it has a negative significant direct relationship with DGDP.
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The results of baseline model are presented to check the robustness of our results to
alternative specification (that is, final model). We find that the results in our final model
are robust and consistent with our benchmark specification. Our results are in line to
the existing empirical literature that has found a positive significant relationship
between investment and MFPG and negative significant relationship between
investment and public debt. The econometric models and empirical specifications (4.38
through 4.42) lay out in chapter 4 allow mediating and moderating variable (DGDP) to
have indirect and conditional effects on MFPG.

The indirect effects of investment (INV) on MFPG run via mediating variable (that
is, DGDP) as shown in the Table 6.8, Table E8 and Table E19. The results of final
model in RE and FE setting (that is, with annual and demeaned annual data
respectively) show that the variable of our interest (that is, INV) has a positive and
significant relationship with MFPG while negative and significant relationship with

DGDP in both the baseline as well as final model.
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Table 6.8: Direct, Indirect and Conditional Effects of Investment on MFPG

Dependent m )
Variables Baseline Model Final Model
1) ) 3) “
DGDP, MFPG DGDP MFPG DGDP MFPG
INV -0.470%** 2.079*** -0.354%** 2.350%**
(0.000) (0.000) (0.000) (0.000)
DGDP -0.212%** -3.695%**
(0.000) (0.000)
INV * DGDP 0.924***
(0.000)
HC -1.895%**
(0.005)
OPEN _7.395%%*
(0.000)
PRIV 1.883%**
(0.000)
GSIZE -3.954%**
(0.000)
1Q 1.997**x*
(0.000)
M2 -7.870%**
(0.000)
ICT 0.017
(0.715)
ECI 1.279%**
(0.003)
Cco2pC 3.468%%%
(0.000)
POPG 3.250%**
(0.000)
MTRADE 13.684%**
(0.000)
GDPG -0.030***
(0.000)

Indirect Effects of Investment on MFPG

Public Debt

(Mediator or Channel Variable)

Indirect Effects

95% Confidence Interval

1.306***
(0.000)

1.024

1.588

Conditional Effects of Investment on MFPG

Public Debt Conditional 95% Confidence Interval
(Moderator Variable) Effects
Low level of Public Debt -2.073%** -2.775 -1.371
(25th percentile) (0.000)
Average level of Public Debt -2.490*** -3.306 -1.673
(50th percentile) (0.000)
High level of Public Debt -2.939%*x% -3.879 -1.999
(75th percentile) (0.000)
Observations 1,419 1,419 1,254 1,254
Countries 49 49 49 49

Notes: As for Table 6.1. INV* DGDP is the interaction of investment and debt-to-GDP ratio. MTRADE is
the merchandise trade (% of GDP). GDPG is the GDP growth, used to measure economic growth.
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In case of RE setting of SUR, the direct, indirect effects of INV on MFPG are
positive and significant whereas the conditional effects are negative and significant for
our sample countries at the 1% significance level (see Table 6.8). In case of FE setting
of SUR, all the direct, indirect and conditional effects are positive and significant (see
Table E19). The signs and significance of the coefficient of DGDP and the coefficient
of interaction term (that is, INV* DGDP or C_ INV* DGDP) provide us the outcome
of our conditional hypotheses. The final model results show that the coefficient of INV
is positive while the coefficient of interaction term is negative and significant at the 1%
level in all cases (see Table 6.8, Table E8 and Table E19). It exhibits that INV has a
positive significant impact on MFPG and public debt conditions mitigate the positive
effect of INV on MFPG. So, the reduction in DGDP is necessary for developing nations
to provide breathing space to raise INV and hence achieve higher level of MFPG. The
higher DGDP effects the MFPG of developing countries by worsening the
macroeconomic environment and key policy variables including the gross fixed capital
formation. Our results support and validate the stance of “crowding out” and “debt
overhang” hypotheses extensively discussed in the literature (Krugman, 1988; Cohen,
1993; Deshpande, 1997, Presbitero, 2012; Kharusi and Ada, 2018).

Elbadawi et al. (1997) finds that debt burden and obligations of debt service are
important factors behind the low level of investment and growth in the developing
countries. The negative effects of DGDP on MFPG arises either from “crowding out”
or “debt overhang®” effects. The former relates to the diversion of resources from
public investment to debt services. In general, the crowding-out effect intensifies with

a rise in debt to GDP ratio rises. The later reduces the incentives for governments in

% it occurs when debt surpasses the repayment ability of a nation. Krugman (1988) defines it as a
situation in which repayment ability falls below the contractual value of debt.
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low-income countries to carry out some structural and fiscal reforms, since these
reforms may deepen the pressures on governments to repay foreign creditors. Similarly,
the uncertainty regarding government policies and actions to meet its debt servicing
obligations lowers INV and MFPG (Koeda, 2008; Yared, 2019).

It is evident from the results shown in Table 6.8, Table E8 and Table E19 that there
exists an inverse relationship between economic growth and public debt. So, an increase
in the DGDP hampers the economic growth of developing economies. Further, the
estimation results of the final model show that almost all the control variables are
significant and carry the expected signs. In case of the RE setting of SUR, the results
confirm the direct negative impact of HC, OPEN, GSIZE, and M2 whereas the positive
effect of IQ, PRIV, ECI, POPG, and MTRADE on MFPG. Further, the coefficient of
ICT is positive but not significant in this case.

It is pertinent to mention that when we apply the SUR method in FE setting as
suggested by Hausman test the direct impact of HC and OPEN on MFPG turn out to be
positive and significant. However, POPG becomes insignificant and the impact of
PRIV on MFPG changes from positive to negative. Most importantly, the sign and
significance of other control variables such as 1Q, GSIZE, M2, ECI and CO2PC remain
intact and robust in both cases.

In case of five-year averages data, the direct impact of HC on MFPG is
insignificant; however, the FDI turns out to be positive and significant and the
coefficient of ICT which was though positive but not significant in case of annual
observations now becomes significant. There are number of empirical studies that find
similar results. For example, Miller and Upadhyay (2000) find that by improving the
terms of trade and lowering the real value of the domestic currency OPEN benefits TFP,

Moreover, the contribution of HC towards TFP is positive and significant but not in all
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specifications. Similarly, Rath and Parida (2014) find that the impact of HC and OPEN
on TFP of South Asian countries is positive and significant. However, the impact of
HC on TFP is relatively weaker than the impact of OPEN. In the same line of analysis,
Soderbom and Teal (2003) analyze the impact of OPEN and HC on Productivity
Growth of 93 countries using static and dynamic methods of panel data and conclude
that OPEN causes TFPG, but HC does not play any significant role in productivity
growth,

Following the economic growth literature, the initial value is included to test the
convergence across countries over the period towards a common level of MFP growth.
The initial value remains negative and significant in both the baseline as well as in the
final model; estimated through SUR method using five-year averages data (see Table
E8 in the Appendix E). This explains convergence phenomenon supported by the
previous literature (Barro and Sala-i-Martin, 1995). Further, it indicates that there is
tendency for poor developing economies to grow faster on average than their relatively

rich counterparts.

6.10 Results for Direct, Indirect, and Conditional Effects of Investment
on MFPG_H: Role of Public Debt

The Table 6.9 shows the results of SUR method in RE setting. As expected, there is a
negative significant relationship between INV and DGDP. Surprisingly, we also find a
negative significant relationship between INV and MFPG_H. However, it important to
note that when we use five years averages of data to mitigate business cycle concerns
and endogeneity issues (see Table E9), the direct relationship between INV and
MFPG_H turns out to be positive significant. Similarly, in case of FE setting of SUR

method (see Table E20) the direct impact of INV on MFPG_H is positive significant at
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1%. Table E9 shows the indirect and conditional effects of investment (INV) on
MFPG _H obtained through using five-year averages of data.

The results of FE show that INV has a positive and significant relationship with
MFPG_H while negative and significant relationship with DGDP in both the baseline
as well as final model. In case of RE setting of SUR, the indirect effects of INV on
MFPG _H are positive and significant whereas the direct and conditional effects are
negative and significant for our sample countries at the 1% significance level. In case
of five-year averages, we find positive significant direct effect of INV on both DGDP
and MFPG_H. However, the indirect and conditional effects in this case are negative
and significant irrespective of the level of public debt.

It is evident from the results shown in Table 6.9, Table E9 and Table E20 that there
exists an inverse relationship between GDP growth and public debt. So, an increase in
the DGDP hampers the economic growth of developing economies. Further, the
estimation results of the final model show that almost all the control variables are
significant and carry the expected signs. In case of the RE setting of SUR, the results
confirm that the DGDP, OPEN, GSIZE, M2 and INF have negative significant effect
on MFPG_H whereas the IQ, PRIV, ECI, POPG, CO2PC and MTRADE have positive

significant effect on MFPG_H in developing countries.
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Table 6.9: Direct, Indirect and Conditional Effects of Investment on MFPG_H

Dependent 1) 2)
Variables Baseline Model Final Model
1) 2) 3) @)
DGDP,MFPG_H |  pGpp MFPG H DGDP MFPG H
INV -0.640*** -5.268%** -0.563*** -1.053%*+*
(0.000) (0.000) (0.000) (0.000)
DGDP -1.184%%* -3.862%**
(0.000) (0.000)
INV*DGDP 1.618*** 1.109***
(0.000) (0.000)
OPEN -5.822%%*
(0.000)
PRIV 1.467%**
(0.000)
GSIZE 0.616%** -0.543%**
(0.000) (0.000)
M2 -4.999%**
(0.000)
ECI 1.638%**
(0.000)
MTRADE 8.144%**
(0.000)
INF -0.000
(0.713)
CO2pPC 0.563%**
(0.000)
POPG 1.865%**
(0.000)
1Q 3.065%**
(0.000)
GDPG -0.028**
(0.027)
Indirect Effects of Investment on MFPG H
Indirect
Effects 95% Confidence Interval
Public Debt 2.173%** 1.236 3.111
(Mediator or Channel Variable) (0.000)
Conditional Effects of Investment on Human MFPG_H
Public Debt Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Public Debt 428]%%* -6.115 -2.446
(25th percentile) (0.000)
Average level of Public Debt -5.076%** -7.253 -2.900
(50th percentile) (0.000)
High level of Public Debt -5.934x*x
(75th percentile) (0.000) -8.479 -3.390
Observations 1,464 1,464 1,255 1,255
Countries 49 49 49 49

Notes: As for Table 6.1. OPEN * IQ is the interaction of trade openness and institutional
quality. FDI is the foreign direct investment, net inflows as a percentage of GDP.
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It is important to mention that when we apply the SUR method in FE setting as
suggested by Hausman test the direct impact of OPEN on MFPG turn out to be positive
and significant and PRIV becomes negative and significant. Most importantly, the sign
and significance of other control variables such as IQ, GSIZE, M2, ECI, POPG and
CO2PC remain intact and robust in both cases. The coefficient on INF does decrease
from -1.812 to -0.000 though remains negative but becomes insignificant in case of FE.
However, in case of five-year averages, the direct impact of INF on MFPG_H is
negative and significant at 1 % level with coefficient of -0.927. Similarly, the ICT turns
out to be positive and significant. Moreover, we find that in this case both the PRIV
and OPEN are inversely related to MFPG_H.

The empirical relationship between inflation and MFP growth has been extensively
examined by the economists in the last few decades (see Fischer, 1993; Smyth, 1995;
Freeman and Yerger, 1998; Miller and Upadhyay, 2000; Kiley, 2003; Christopoulos
and Tsionas, 2005; Bitros & Panas, 2006; Narayan and Smyth, 2009; and Li and Tanna,
2019). In generally, the empirical results are contradictory. For example, Using SUR
methodology on time series data, Smyth (1995) finds a strong inverse relationship
between inflation and MFP growth in case of the United States. In a response to Smyth
(1995), Freeman and Yerger (1998) advocate the minor or negligible impact of inflation
on MFP growth by employing the Granger causality' tests on the same data. So, our
results regarding the effect of INF on productivity growth are largely consistent with
the existing empirical literature. As mentioned before that we find the positive and
significant impact of ICT on MFPG_H. This finding corroborates the empirical studies
of Jorgenson (2000) and Timmer and Ark (2005) that find the positive significant

impact of ICT on TFP.
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The initial value remains negative and significant at 1% level in both the baseline
as well as in the final model; estimated through SUR method using five-year averages
data (see Table E9 in the Appendix E). This explains convergence phenomenon
supported by the previous literature (Barro and Sala-i-Martin 1995). Further, it
indicates that there is tendency for poor developing economies to grow faster on

average than their relatively rich counterparts.

6.11 Results for Direct, Indirect, and Conditional Effects of Openness on
MFPG: Role of Innovation

Table 6.10 shows that the direct effect of OPEN on MFPG is positive significant in
both the baseline as well as final model. However, the direct relationship between
OPEN and ECI is negative significant in both cases. It may be because more open
economies do not concentrate much on innovations. By getting the advantages of
OPEN, the open economies easily get new technologies developed elsewhere through
imitation. Table 6.10 shows the indirect effects of OPEN on MFPG via ECI in RE
setting of SUR method. Similarly, Table E21 portrays the indirect effects of OPEN on
MFPG via ECI in FE setting of SUR method. The results of our baseline model and
final model in case of RE show that the variable of our interest (that is, OPEN) has a
negative and significant relationship with innovation, measured by ECI. On the other
hand, it has a positive and significant relationship with MFPG in baseline as well as in

final model.
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Table 6.10: Direct, Indirect and Conditional Effects of Openness on MFPG:

Role of Innovation

Dependent 1) )
Variables Baseline Model Final Model
1 04 3 C))
ECI, MFPG ECI MFPG ECI MFPG
OPEN -0.274%** 1.059%** -0.203%** 0.637***
(0.000) (0.000) {0.000) (0.000)
ECI 2.010%** -0.73]1 %%+
(0.000) (0.000)
OPEN * ECI 0.221%**
(0.000)
HC 1.311*** -1.612%**
(0.000) (0.000)
GSIZE -1.438***
(0.000)
INV 1.893***
(0.000)
DGDP -0.814%**
(0.000)
M2 -1.014%**
(0.000)
INF -0.887***
(0.000)
I1Q 1.598***
(0.000)
ICT 0.025* 0.049***
(0.065) (0.000)
POPG 0.111%**
(0.000)
Indirect Effects of Openness on MFPG
Indirect
Effects 95% Confidence Interval
ECI 0.148***
(Mediator or Channel (0.000) 0.072 0.225
Variable)
Conditional Effects of Openness on MFPG
ECI Conditional
{Moderator Variable) Effects 95% Confidence Interval
Low level of Innovation 0.027***

(25th percentile) (0.004) 0.009 0.045
Average level of Innovation -0.013**

(50th percentile) (0.024) -0.023 -0.002
High level of Innovation -0.046***

(75th percentile) (0.000) -0.070 -0.023
Observations 1,540 1,540 1,267 1,267
Countries 49 49 49 49
Notes: As for Table 6.1. OPEN*ECI is the interaction of trade openness and innovation
capacity.
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It is important to note that ECI is positively and significantly related to HC and ICT
in the regression of ECI, where these variables are included as a control variable. Most
importantly, all the control variables in regression of MFPG are significant. The
coefficients of HC, GSIZE, DGDP, M2 and INF are negative and significant at the 1%
level while the coefficients of INV, IQ, ICT and POPG are positive and significant at
the 1% level.

The conditional hypothesis is based on the signs and significance of the coefficient
of OPEN and the coefficient of interaction term (that is, OPEN * ECI). The final model
results show that the coefficients of both the OPEN and the interaction term are positive
and significant at the 1%. It exhibits that OPEN has a positive significant impact on
MFPG and innovation conditions strengthen the positive effect of OPEN on MFPG.
The mediating and moderating effects of ECI in the relationship between OPEN and
MFPG are presented in the lower panel of the Table 6.10. The indirect effects of OPEN
on MFPG are positive and significant for our sample countries at the 1% significance
level.

It is important to note that the conditional effects are positive and significant at low
level of ECI while negative and significant at average and high level of ECI. So, the
moderating role of innovation in the relationship between OPEN and MFPG is positive
and significant up to a certain minimum threshold level. This is primarily due to
the fact that in general, the countries with low level of innovation capacity and
latecomers may have more potential for MFPG; they have lower effective costs in
devising new products as their growth is driven by imitation (Gerschenkron, 1962;
Howitt, 2000; and Madsen et al., 2010). Further, imports of capital-intensive products,
machinery and allied equipments may help the developing countries to enhance their

innovative capacity and, hence, to accelerate MFPG. Nevertheless, technologically
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backwardness not necessarily implies higher growth potentials and capacities because
the imitators are required to spend more time and energies to master the new
technologies that are developed elsewhere. By solely relying on tacit knowledge, the
imitators need to improve the absorptive capacity of their domestic labor force. The
developing nations need to provide the adequate training to their factory workers,
technicians, engineers, and managers so that they can easily adapt new technologies
devised by the developed countries (Hobday, 2003; and Howitt, 2005). By adapting the
new technologies, the countries lacking in new technologies and innovation may be
able to obtain economies of scale via leapfrogging over the early stages of growth and
development (Gerschenkron, 1962).

As indicated before that the indirect effects of OPEN on MFPG via innovation in
FE setting are presented in the Table E21. In this case, indirect and effects of OPEN on
MFPG via ECI are positive and significant. As for as the moderating effects of ECI in
the relationship between OPEN and MFPG are concerned; the coefficient of openness
in final model (that is, C_OPEN) is negative and significant while the coefficient of
interaction term (C_OPEN¥*ECI) is positive and significant at the 1% level. It reveals
that OPEN has a negative significant impact on MFPG and innovation conditions at
low and average levels lessen the negative effect of OPEN on MFPG.

It is important to note that, at higher level of innovation capacity (that is 75th
percentile) the negative effect of OPEN on MFPG tends to increase. It may be due to
the fact that countries with higher innovation capacity do not need further OPEN to
enhance their level of innovation, as they have achieved the required threshold level of
OPEN. So, it is important for developing nations with low and average innovation
capacity to move towards free trade. However, it is crucial for them to improve their

absorptive capacity in order to harvest the full benefit of OPEN. To capture the
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convergence phenomenon, we add the initial level of MFP in case of five-year averages
data (see Table E10). The initial value remains negative and significant at the 1% level

in both the baseline as well as in the final model.

6.12 Results for Direct, Indirect, and Conditional Effects of Openness on
MFPG_H: Role of Innovation

The indirect effects of OPEN on MFPG_H run via mediating variable as shown in the
Table 6.11. Unambiguously, innovation measured by the economic complexity index
acts as mediating variable between OPEN and MFPG. The results of RE and FE setting
of SUR method are presented in Table 6.11 and Table E22 respectively. Table E11
shows the indirect effects of OPEN on MFPG_H obtained through using five-year
averages of data.

The results of final model in all cases show that the variable of our interest in this
case (that is, OPEN) has a negative and significant direct relationship with MFPG_H.
However, the indirect effects of OPEN on MFPG_H are positive and significant at the
1% significance level in both cases whether we use SUR method in RE or FE setting
(see Table 6.11 and Table A.622). However, the mediating effect of OPEN turn out to

be negative significant in case of five-year averages data.
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Table 6.11: Direct, Indirect and Conditional Effects of Openness on MFPG_H:

Role of Innovation

Dependent )] 2)
Variables Baseline Model Final Model
1) (2) 3) )
ECI, ECI MFPG_H ECI MFPG_H
MFPG H
OPEN -0.073%** 0.739%** -0.341%** 4.019*%*+*
(0.000) (0.000) (0.000) (0.000)
ECI -3.102%** -6.085**+*
(0.000) (0.000)
OPEN*ECI 1.514***
(0.000)
GSIZE -2.398%**
(0.000)
INV 0.547%**
(0.000)
MTRADE 5.635%**
(0.000)
PRIV -0.600***
(0.000)
INF -0.001**+
(0.000)
POPG 0.751%**
(0.000)
1Q 0.951%%*
(0.000)
HC 0.936%**
(0.000)
Indirect Effects of Openness on MFPG H
ECI Indirect
[1)
(Mediator or Channel 2E0t;f§iis* 95% Confidence Interval
Variable) (0.000) 1.570 2.586
Conditional Effects of Openness on MFPG
95% ECI
ECI Conditional Confidence (Moderator
(Moderator Variable) Effects Interval Variable)
Low level of Innovation 0.680***
(25th percentile) (0.000) 0514 0.846
Average level of Innovation 0.224%**
(50th percentile) (0.020) 0.170 0.279
High level of Innovation  (75th | -0.163***
percentile) (0.000) -0.206 0.121
Observations 1,622 1,622 1,279 1,279
Countries 49 49 49 49
Notes: As for Table 5.9. OPEN*ECI is the interaction of trade openness and innovation.
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Interestingly, when we average our data over five-year intervals (see Table E11 in the
Appendix E) to mitigate business cycle concerns and endogeneity issues, the initial
level of MFP is strongly significant and has the expected negative sign. Moreover, the
moderating effect of ECI in the relationship between OPEN and MFPG_H are negative
significant at low and average level of innovation whereas positive significant at higher
level of innovation. It is worthwhile to mention here that when we use MFPG_H as
dependent, the conditional effects of innovation become positive and significant at
higher level of innovation capacity while negative and significant at lower innovation
capacity. It is contrary to our previous case, where unadjusted MFPG has been used as
dependent variable.

These findings further strengthen our assertion that improvement in the absorptive
capacity of the developing countries is very crucial to get benefit from the new
technologies devised by the developed nations. As absorption capacity (that is human
capital) has been incorporated in the MFPG_H, therefore in this case we find the
positive significant conditional effects of innovation at its higher level. In the case of
unadjusted MFPG; the absorption capacity is not incorporated, so the negative
significant conditional effects of innovation have been found at its higher level. So, we
can say that there exists a threshold level in the relationship between OPEN and MFPG.

The conditional hypotheses concentrate around the signs and significance of the
coefficient of OPEN and the coefficient of interaction term (that is, OPEN*ECI). The
final model results of RE and FE setting of SUR method show that the coefficient of
OPEN is negative while the coefficient of interaction term is positive and significant at
the 1% level. It implies that OPEN has a negative significant impact on MFPG_H and

innovation conditions mitigate the negative effect of OPEN on MFPG_H. Our results
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are consistent to the Grossman and Helpman (1991), Foster (2006) and Kim and Lin
(2009).

Grossman and Helpman (1991) present a model where OPEN affects growth
negatively. According to their model, free trade may sometimes shift labor from
research into production. This “allocation effect” will slow down technical change and
hence MFPG. Foster (2006) indicates that there exists a threshold level in the
relationship between OPEN and growth. The relationship between two variables
depends upon country’s initial levels of per capita income and absorption capacity.
Similarly, Kim and Lin (2009) argue that there exists an income threshold below which

the growth effects of OPEN become either negative or insignificant.

6.13 Summary

We employ the Seemingly Unrelated Regression (SUR) method in both RE and FE
setting, for our system of two equations to explore the mediating and moderating roles
of macroeconomic and institutional variables towards MFPG and MFPG_H. The data
over five years is used to check the robustness of results and to capture the business
cycle movements. We include the initial value to test the convergence across countries
over the period towards a common level of MFP growth. The results are robust to model

specifications and estimation techniques.
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Chapter 7

CONCLUSION AND RECOMMENDATIONS

This chapter has been divided into three sections. Section 7.1 presents the major
findings of our empirical analysis for measurement and determinants of MFP growth
in the selected developing countries. Section 7.2 is dedicated to the policy implications
based on the findings of this study. Section 7.3 highlights the future area of research to
motivate the researchers to dig out and analyze some other determinants and channels

of MFP growth by exploiting different datasets and econometric methods.

7.1 Conclusion

Productivity growth is a driving force of economic development. The prolonged
episode of lower productivity growth in mature and emerging economies instigates a
debate among researchers on the causes and consequences of the productivity
slowdown. Although the existing empirical literature spotlights the certain drivers of
aggregate productivity growth but does not reveal an overall picture regarding its
measurement and determinants. We provide new empirical evidence on the
measurement and determinants of MFPG as well as MFPG_H.

Broadly, there are three strands of literature concerning measurement of MFP. The
conventional method to measure MFP is the GAA which decomposes the observed
economic growth into the contribution of factor inputs and contribution of TC known
as the Solow residual. The second array of literature uses the index number methods
accompanted by the frontier techniques to measure MFP. The third research stream
employs growth regressions and econometric methods to estimate productivity across
countries and regions. The econometric approach tackles the endogeneity bias caused

by feedback effects and produces more precise and consistent estimates.
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Hence, we employ the econometric approach to measure MFPG, and MFPG_H. At
the country level, we have incorporated the assumption of heterogeneity into MFP
measurement along with controlling the possible endogeneity of the factor inputs.
Further, the HC adjusted measure of productivity growth has seldom been used in the
growth literature. To handle the issue of endogeneity, we use one-period lag of inputs
growth in the calculation of both the MFPG and MFPG_H.

To examine the determinants of both types of MFPG, we employ standard panel
data methodology on the sample of 49 developing countries. The endogeneity problem
made the FE and RE estimators biased and inconsistent. To avoid the problem of
endogeneity, we use the GMM. The findings indicate that a high level of inflation, the
huge size of government expenditures, credit expansion to the private sector, and public
debt hinder productivity growth while a higher level of investment and better
institutional quality tend to promote it. On average, developing countries with a higher
level of public debt and inflation rate tend to experience lower MFPG over the period
1980-2016. The results are robust to model specifications and estimation techniques.

The regression results based on five-year averages confirm that human capital,
investment, government size, inflation, debt to GDP ratio, CO2, remittances, and
institutional quality do matter for MFPG. The coefficients on human capital,
investment, remittances, and institutional quality are positive and significant. The
coefficients on government size, inflation, debt to DGP ratio, and CO2 are negative and
statistically significant in all regressions; the results are robust to model specifications.

In all regressions, the coefficients on the initial level of MFPG are consistently
negative and significant. Convergence implies a negative correlation between the initial
level of MFP and its subsequent growth rate. This is exactly what our data reveal. Thus,

based on these results, we can conclude that there exists evidence of convergence. This
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in line with the theory; countries that had lower MFPG in 1980 tend to have higher
productivity growth rates relative to countries with higher rates of MFPG in 1980. The
concept of convergence is based on the notion that “each country converges to its long-
run equilibrium path and record a high growth rate when it's far from the path”. 1t
suggests that countries possess their steady-state per capita real GDP to which they are
converging. The steady-state in each country is conditional upon the state of its
economy

In the new paradigm of research, the researchers and policymakers have shown their
attention towards the conditional indirect effects, commonly known as moderated
mediation effects. Most of the existing empirical literature overlooks the channels and
conditions through which macroeconomic and institutional factors may affect MFP
growth. We could not find any empirical study on aggregate productivity growth in
which macroeconomic and institutional indicators are used as both the mediator and
moderator. To explore the mediating and moderating roles of macroeconomic and
institutional variables, we employ the Seemingly Unrelated Regression (SUR) method,
for our system of two equations in each analysis of channel and condition. We take in
to account different mediators (channels) and moderators (conditions) such as INV, IQ,
ECI, ICT, DGDP, and OPEN.

In the analysis of channels and conditions, we determine whether investment
mitigates the expected negative effects of public indebtedness on MFPG. Similarly, we
investigate whether public debt mitigates the expected positive effects of INV on
MFPG and MFPG_H of developing economies. In the same line of analysis, we
examine the effects of HC on aggregate productivity growth through the channel of IQ
and the effects of IQ on productivity growth via OPEN and vice versa. Further, we

examine the indirect effects of OPEN on MFPG as well as on MFPG_H via innovation.
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Moreover, we explore the conditional effects of OPEN on MFPG given the low,
medium and high level of OPEN. From the regression analysis of channels and
conditions, some interesting conclusions can be drawn.

The INV has a positive significant impact on MFPG, and public debt conditions
mitigate the positive effect of investment on MFPG. The reduction in public debt is
necessary for developing nations to provide breathing space to raise investment and
hence achieve a higher level of MFPG. The higher DGDP affects the MFPG of
developing countries by worsening the macroeconomic environment and key policy
variables including the gross fixed capital formation. The negative link between REM
and INV might be due to the reason that an increase in remittance income encourages
the recipient households to reduce work effort and supply less labor. Moreover,
remittances are mainly devoted to daily consumption needs and altruistic motives.
Another possible channel through which REM lower INV is that the large remittances
induce the exchange rate appreciation, which could dampen the investment as a result
of a rise in the demand for imports and fall of net exports. A rise in the real interest
rate raises the opportunity cost of holding money and the cost of borrowing which
consequently decreases the level of investment.

Our empirical analysis reveals that investment in HC alone is not adequate to
achieve a higher level of MFPG; to improve the quality of institutions is an imperative
and prerequisite to get benefit from the investment in human capital. The results
indicate that HC has a negative significant impact on MFPG, and IQ conditions mitigate
the negative effect of HC on MFPG. The mediating effect of IQ in the relationship
between HC and MFPG which was insignificant in the case of annual data becomes
positive significant in the case of demeaned annual data. Further, the moderating effect

of IQ in the relationship between HC and MFPG remains intact and robust in all cases.
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In the case of demeaned data (FE setting of SUR), the coefficient on the moderating
variable does decrease slightly in comparison but remains positive and significant at all
levels of IQ. Moving towards the effects of other explanatory and control variables on
MFPG; we find the significant role of investment, OPEN, government size, inflation,
financial development, innovation, ICT, FDI, population growth, and CO2PC in
determining the MFPG in developing nations.

Trade openness has a negative significant impact on MFPG, and IQ conditions
lessen the negative effect of OPEN on MFPG. The conditional effects are positive and
significant at all levels of IQ. The association between OPEN and MFPG is
strengthened as we improve the level of IQ in developing countries. There exists a
threshold level in the relationship between OPEN and MFPG. The mediating effects
of ECI in the relationship between OPEN and MFPG are positive and significant in the
case of FE setting of the SUR method. The conditional or moderating effects are
positive and significant at a low level of ECI while negative and significant at an
average and high level of ECI. So, we can say that the moderating role of innovation in
the relationship between OPEN and MFPG is positive and significant up to a certain
minimum threshold level. The countries with a low level of innovation capacity may
have more potential for MFPG since they have lower effective costs in devising new
products as their growth is driven by imitation. Nevertheless, technologically
backwardness not necessarily implies higher growth potentials and capacities because
the imitators are required to spend more time and energies to master the new
technologies that are developed elsewhere. By solely relying on tacit knowledge, the
imitators need to improve their absorptive capacity by providing adequate training to
their factory workers, technicians, engineers, and managers so that they can easily adapt

to new technologies devised by the developed countries.
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When we use MFPG _H as a dependent, the conditional effects of innovation
become positive and significant at a higher level of innovation capacity while negative
and significant at lower innovation capacity. It is contrary to our previous case, where
unadjusted MFPG has been used as a dependent variable. These findings further
strengthen our assertion that improvement in the absorptive capacity of the developing
countries is very crucial to get benefit from the new technologies devised by the
developed nations. As absorption capacity (that is human capital) has been incorporated
in the MFPG_H, therefore in this case we find the positive significant conditional
effects of innovation at its higher level. In the case of unadjusted MFPG; the absorption
capacity is not incorporated, so the negative significant conditional effects of
innovation have been found at its higher level. Hence, we can say that there exists a

threshold level in the relationship between OPEN and MFPG.

7.2 Policy Recommendations
Achieving sustained economic growth with a higher level of productivity has now
become one of the challenging tasks for governments and policymakers. In general, in
the last few decades, MFPG in developing economies has remained low or even
negative in most of the countries. Since the beginning of the 21% century, the lower
MFPG in mature and emerging economies instigates a debate among economists and
policymakers on the causes and consequences of the productivity slowdown. The
fluctuations and trends in MFPG across developing countries suggest that it should be
computed periodically and reported at least annually on aggregate as well as sectoral
level along with other important macroeconomic indicators.

Based on the findings of our study, we recommend that investment climate and

institutions need to be improved as they may have an even more important role in
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improving productivity growth in developing countries. The policy implications call
for reinvigorating and strengthening the undermined economic growth prospects
and institutional framework for achieving sustainable economic growth and
development. Developing nations need to improve the quality of their institutions for
attenuating the negative effects of OPEN and HC on MFPG. An improvement in the
quality of labor and HC is vital to achieving a higher level of MFPG as it improves the
absorption capacity. A higher-level domestic capacity for knowledge absorption is
required to get the full benefits of innovation and new technologies devised by the
developed countries. The high skilled workers have much more innovative capacity as
compare to low-skilled workers. The developing countries, on average, do not have
complementarity between innovation activities (knowledge intensity) and absorption of
knowledge. The developing nations need to enhance their knowledge absorption
capacity by equipping their labor force with skills that require quality academic
institutions as well as a vocational training institution. Instead of competing in the race
of producing graduates in humanities and arts, the government of developing regions
must devise a more scientific education. Further, these countries must promote
domestic saving and investment to achieve a higher level of MFPG and hence sustained
economic growth. Furthermore, an important policy advice is to control the public debt,
government size, and inflation rate as we find a negative impact of these variables on

MFPG of selected developing countries.

7.3 Limitations and Directions for Future Research

Whilst we have attempted to made research contributions on the measurement and
determinants of MFPG, fairly the availability of data on developing countries for a
longer period is one of the main limitations to the analysis. The data on physical capital
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stock may contain measurement errors due to differences in depreciation
rates and initial levels of capital stocks. Therefore, obtaining reliable, consecutive and
better-quality data on the capital stock, employment, R&D spending, and some other
macroeconomic variables has amplified the limitations of the study.

The existing literature can be extended in several directions. Firstly, future studies
may apply more rigorous and authentic techniques to dig out the other important direct, indirect,
and conditional factors affecting MFPG. By exploring these factors, the investigators could
provide interesting policy implications for improving overall productivity in developing
countries. Secondly, the unobserved global shocks and common factors, such as oil and
financial crisis, may affect different regions and countries differently. Ignoring these
factors may lead to inconsistent and biased estimates. These factors affect MFP both
directly and indirectly, by affecting the demand for inputs in the production process
through investment-related decisions. Further research in this direction may incorporate
the heterogeneous and interactive effects of common shocks to further explore the
drivers of aggregate productivity. Thirdly, MFP measurement bias arises from business
cycles, capacity utilization, and scale effects that could be captured to refine the MFP
estimates and understanding the mystery of productivity slowdown across the globe.
Similarly, neglecting the nonfinancial assets including land inventories leads toward
biased MFP estimates, hence future research may be carried out in this direction.

Another fruitful direction of research would be to examine the threshold effects of
institutional and macroeconomic indicators that are not adequately scrutinized by using
sophisticated econometric techniques. In the case of developing economies, we do not
find any empirical evidence whatsoever on the threshold effects of fiscal imbalances on
the productivity—economic growth relationship. Similarly, the threshold level of R&D

spending and IQ for MFP growth is not yet fully explored. Therefore, future research
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may be carried out in this direction. These analyses could provide additional insights to

policymakers and open new avenues of research.
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Appendices
Appendix A.

Table Al:  Country List

Albania Ethiopia Peru

Algeria Ghana Philippines
Angola Guatemala Romania
Argentina India Senegal
Bangladesh Indonesia South Africa
Bolivia Iran Sri Lanka
Brazil Jamaica Sudan
Bulgaria Jordan Tanzania
Cameroon Kenya Thailand
China Madagascar Tunisia
Colombia Malaysia Turkey
Congo, Dem. Rep. Mexico Venezuela, RB
Costa Rica Morocco Vietnam
Céte d'Ivoire Mozambique Zambia
Dominican Republic Myanmar Zimbabwe
Ecuador Nigeria

Egypt Pakistan
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Appendix B.

Table B1: Variables Description and Sources

Variable name

Acronym

Variable Description and Construction

Source

Multifactor
productivity growth

MFPG

Multifactor productivity growth is a measure
of long-term technological change. It measures
output per unit of a set of combined factors of
production. We employ the growth regressions
and econometric methods to estimate MFPG

Authors' own
calculation

Human capital
adjusted multifactor
productivity growth

MFPG_H

Human  capital  adjusted  multifactor
productivity growth take into consideration
both the contribution of “brains” (education)
and “brawn” (the size of the labor force). we
have used the growth of labor quality and
quantity as labor input respectively and growth
regressions and econometric methods is used
to estimate MFPG H.

Authors’ own
calculation

Labor Input - Quantity

LQNT

Growth of Labor Quantity,
(multiplied by 100)

log change

The
Conference
Board, Total
Economy
Database

Labor Input - Quality

LQLT

Growth of Labor
(multiplied by 100)

Quality, log change

The
Conference
Board, Total
Economy
Database

Employment

DLL

Number of persons engaged (in millions).
Employment include all persons aged 15 years
and over, who during the reference week
performed work, even just for one hour a week,
or were not at work but had a job or business
from which they were temporarily absent. The
employment growth Aln (L,) has been used as
a proxy for labor input.

Penn World
Tables

(PWT9)

Growth of Real
Capital Stock

DLK

Capital stock at constant 2011 national prices
(in mil. 201 1USS$). Reports capital stock levels
in terms of the constant (2011) prices. The
Aln (K,) is used to calculate the growth rate of
real capital stock (DLK).

PWT9

Human Capital

HC

Human capital index based on years of
schooling and returns to education.

PWT9

Population

POPG

Population growth (annual percentage)

World
Development
Indicators
(WDI)

Economic Growth or
GDP growth (annual
percentage)

GDPG

Annual percentage growth rate of GDP at
market prices based on constant local currency.
Aggregates are based on constant 2010 U.S.
dollars.

WDI (2018)

246




Inflation, consumer
prices (annual %)

Inflation as measured by the consumer price
index reflects the annual percentage change in
the cost to the average consumer of acquiring a
basket of goods and services that may be fixed
or changed at specified intervals, such as
yearly.

WDI (2018)

Broad money (% of
GDP)

M2

Broad money is the sum of currency outside
banks; demand deposits other than those of the
central government; the time, savings, and
foreign currency deposits of resident sectors
other than the central government; bank and
traveler’s checks; and other securities such as
certificates of deposit and commercial paper.

WDI (2018)

Gross fixed capital
formation (% of GDP)

Gross fixed capital formation (formerly gross
domestic fixed investment) includes land
improvements (fences, ditches, drains, and so
on); plant, machinery, and equipment
purchase; and the construction of roads,
railways, and the like, including schools,
offices, hospitals, private residential dwellings,
and commercial and industrial buildings.

WDI (2018)

Debt to GDP ratio

DGDP

The debt-to-GDP ratio is the ratio of a
country's public debt to its gross domestic
product (GDP). The debt-to-GDP ratio
indicates its ability to pay back its debts

The Historical
Public Debt
Database
(HPDD) By
International
Monetary Fund
(IMF)

Openness measured
by total trade (% of
GDP)

OPEN

Trade is the sum of exports and imports of
goods and services measured as a share of
gross domestic product.

WDI (2018)

Foreign direct
investment, net
inflows (% of GDP)

Foreign direct investment are the net inflows of
investment to acquire a lasting management
interest (10 % or more of voting stock) in an
enterprise operating in an economy other than
that of the investor. It is the sum of equity
capital, reinvestment of earnings, other long-
term capital, and short-term capital as shown in
the balance of payments.

WDI (2018)

General government
final consumption
expenditure (% of
GDP). Itisusedasa
proxy to measure the
government size.

GSIZE

General government final consumption
expenditure (formerly general government
consumption) includes all government current
expenditures for purchases of goods and
services  (including  compensation  of
employees). It also includes most expenditures
on national defense and security but excludes
government military expenditures that are part
of government capital formation.

WDI (2018)

Domestic credit to
private sector (% of
GDP)

PRIV

Domestic credit to private sector refers to
financial resources provided to the private
sector by financial corporations, such as
through loans, purchases of nonequity

WDI (2018)
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securities, and trade credits and other accounts
receivable, that establish a claim for repayment

Personal remittances,
received (%
of GDP)

Personal remittances comprise personal
transfers and compensation of employees.
Personal transfers consist of all current
transfers in cash or in kind made or received by
resident households to or from nonresident
households. Compensation of employees
refers to the income of border, seasonal, and
other short-term workers who are employed in
an economy where they are not resident and of
residents employed by nonresident entities.

WDI (2018)

Merchandise trade (%
of GDP

MTRADE

Merchandise trade as a share of GDP is the sum
of merchandise exports and imports divided by
the value of GDP, all in current U.S. dollars.

WDI (2018)

Age dependency ratio.

ADR

Age dependency ratio, young, is the ratio of
younger dependents--people younger than 15-
-to the working-age population--
those ages 15-64.

WDI (2018)

Tax revenue (% of

GDP)

TAXR

Tax revenue refers to compulsory transfers to
the central government for public purposes.
Certain compulsory transfers such as fines,
penalties, and nmost social security
contributions are excluded. Refunds and
corrections of erroneously collected tax
revenue are treated as negative revenue.

WDI (2018)

Real interest rate (%)

Real interest rate is the lending interest rate
adjusted for inflation as measured by the GDP
deflator. The terms and conditions attached to
lending rates differ by country, however,
limiting their comparability.

WDI (2018)

CO2 emissions (kt)

CcOo2

Carbon dioxide emissions are those stemming
from the burning of fossil fuels and the
manufacture of cement. They include carbon
dioxide produced during consumption of solid,
liquid, and gas fuels and gas flaring.

WDI (2018)

emissions
tons  per

CO2
(metric
capita)

CO2PC

Carbon dioxide emissions are those stemming
from the buming of fossil fuels and the
manufacture of cement. They include carbon
dioxide produced during consumption of solid,

WDI (2018)

Mobile cellular
subscriptions (per 100
people)

MOB _
Per 100

liquid, and gas fuels and gas flaring.

Mobile cellular telephone subscriptions are
subscriptions to a public mobile telephone
service that provide access to the PSTN using
cellular technology.

WDI (2018)

Fixed telephone
subscriptions (per 100

people)

TELS _
Per 100

Fixed telephone subscriptions refer to the sum
of active number of analogue fixed telephone
lines, voice-over-IP (VoIP) subscriptions,
fixed wireless local loop (WLL) subscriptions,
ISDN voice-channel equivalents and fixed
public payphones.

WDI (2018)
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Fixed broadband BBS_ Per | Fixed broadband subscriptions refer to fixed | WDI (2018)

subscriptions (per 100 100 subscriptions to high-speed access to the public

people) Internet.

Economic Complexity ECI The ECI is a measure of the relative knowledge | MIT

Index intensity of an economy. it ranks the countries | Observatory of
according to the knowledge intensity | Economic
(complexity and diversification) of their export | Complexity
baskets. For detailed information (OEC) (2016)
see and the
https://ourworldindata.org/how-and-why- Harvard Atlas
econ-complexity of Economic
and Complexity
http://atlas.cid.harvard.edu/rankings (2016)

Government stability GOVS | This captures risk linked with the government's | International
ability to stay in office and carry out its | Country Risk
declared programs through government unity, | Guide (ICRG),
legislative strength and public support. Ranges | the PRS, USA.
between 0 (very high risk) and 12 (very low
risk).

Investment profile INVP This is an assessment of factors affecting the | ICRG the PRS,
risk to investment including contract viability | USA.
and expropriation, profit repatriation and
payment delays. Ranges between 0 (very high
risk) and 12 (very low risk)

Corruption COR This is an assessment of corruption within the | ICRG the PRS,
political system that causes distortion in the | USA.
economic and financial system, reduces the
efficiency of public as well as private sector by
enabling the people to hold positions of power
through patronage rather than ability and
creates instability in political system. Ranges
between 0 (very highrisk) and 6 (very low risk

Military in politics MP This is an assessment of military participation | ICRG the PRS,
in government that may be a symptom rather { USA.
than a cause of underlying difficulties. Overall,
lower risk ratings indicate more military
participation in politics and a higher level of
political risk.

Law and order LO This is an assessment of the strength and | ICRG the PRS,
impartiality of the legal system and the public | USA.
observance of law. Ranges between0 (very
high risk) and 6 (very low risk).

Bureaucracy quality BQ This is an assessment of strengths and expertise | ICRG the PRS,
of bureaucracy to govern independently and | USA.
tend to be autonomous from political pressure.

Ranges between 0 (very high risk) and 4 (very
low risk)

Democratic DA This is an assessment of how responsive | ICRG the PRS,

accountability government is to its people, by if the less | USA.

responsive it is, the more likely it is that the
government will fall, peacefully in a society,
Ranges between but possibly violently in a
non-democratic one. Democratic 0 (very high
risk) and 6 (very low risk
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Ethnic tension

ET

This is an assessment of the degree of tension
within a country attributable to racial,
nationality, or language divisions.

ICRG the PRS,
USA.

Socioeconomic
Conditions

SEC

A measure of the socioeconomic pressures at
work in society that could constrain
government action or fuel  social
dissatisfaction. The risk rating assigned is the
sum of three subcomponents: Unemployment,
Consumer Confidence, and Poverty.

ICRG the PRS,
USA.

Internal Conflict

IC

A measure of political violence in the country
and its actual or potential impact on
governance. The risk rating assigned is the sum
of three subcomponents: Civil War/Coup
Threat, Terrorism/Political Violence, and Civil
Disorder.

ICRG the PRS,
USA.

External Conflict

EC

A measure of both the risk to the incumbent
government from foreign action, ranging from
non-violent external pressure (diplomatic
pressures, withholding of aid, trade
restrictions, territorial disputes, sanctions, etc.)
to violent external pressure (cross-border
conflicts to all-out war). The risk rating
assigned is the sum of three subcomponents:
War, Cross-Border Conflict, and Foreign
Pressures.

ICRG the PRS,
USA.

Religious Tensions

RT

A measure of religious tensions arising from
the domination of society and/or governance
by a single religious group -- or a desire to
dominate -- in a way that replaces civil law by
religious law, excludes other religions from the
political/social processes, suppresses religious
freedom or expressions of religious identity.
The risks involved range from inexperienced
people imposing inappropriate policies to civil
dissent or civil war.

ICRG the PRS,
USA.
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Table B2: Estimates* of MFPG and MFPG_H for the Sample Countries

Albania

Year

MFPG

MFPG_H

1980

1981

1.2103

0.084247

1982

0.737649

0.241638

1983

-0.95597

0.387055

1984

-3.58525

0.089138

1985

-0.66364

-0.08047

1986

3.170321

-0.08201

1987

-2.87703

0.251012

1988

-3.52871

0.193523

1989

7.494608

-0.03146

1990

-12.0073

0.018265

1991

-32.3888

-35.8562

1992

-9.67293

-9.83107

1993

3.229365

2.433186

1994

4.755039

5.808388

1995

12.056

7.91924

1996

5.678546

5.678822

1997

-14.1643

-14.5241

1998

6.181207

5.893949

1999

10.65802

9.173395

2000

3.872025

3.606237

2001

5.416927

4.973386

2002

1.559581

1.126337

2003

3.089742

2.089236

2004

3.060504

2.034864

2005

3.014355

1.86053

2006

2.580435

2.201896

2007

2.982158

2.324618

2008

4.556197

3.857491

2009

0.691831

0.706216

2010

-0.42328

0.419947

2011

-0.46952

-0.78314

2012

-1.11086

-1.59519

2013

-1.09718

-1.33182

2014

-1.79541

-0.54424

2015

-0.04432

-0.28953

2016

1.57666

*

The estimates of MFPG and MFPG_H could be used or reprinted with the

Algeria Angola
Year | MFPG | MFPG H Year | MFPG | MFPG_H
1980 . 1980 .
1981 . -0.30312 1981 -5.25182
1982 | 2.805412 | 3.53161 1982 -8.26687
1983 | 1.482677 | 2.416468 1983 -6.87124
1984 | 1.994582 | 2.621575 1984 -2.82091
1985 ] 0.319617 | 2.44864 1985 . -2.88597
1986 | -2.90327 | -3.50016 1986 | -2.24853 | -12.6044
1987 | -3.80305 | -2.68715 1987 | 1.464724 | 7.859671
1988 | -3.77875 | -3.5777 1988 | -0.33668 | 10.37775
1989 | 1.694286 | 1.718901 1989 | -6.05413 | -1.52258
1990 | -1.96336 | -3.37127 1990 { -5.83948 | 0.268712
1991 | -3.82341 | -2.95926 1991 | -6.58016 | -2.37102
1992 | -0.66336 | -0.24548 1992 | -11.8061 | -10.2291
1993 | -4.36904 | -3.94823 1993 | -29.3148 | -32.1916
1994 | -2.94401 | -2.4928 1994 | 1.248752 | -3.51114
1995 | 1.613845 | 1.857937 1995 | 6.560705 | 9.520467
1996 | 1.333706 | 1.1212 1996 | 5.572288 | 7.906445
1997 | -1.34186 | -1.24354 1997 | 0.668654 1.8364
1998 | 2.697207 | 2.795203 1998 | -0.06417 | 0.050106
1999 | 0.827487 | 0.891591 1999 | -3.983 -2.81446
2000 | 1.72205 | 1.621402 2000 | -2.64565 | -1.66665
2001 ] 0.631608 | 0.594276 2001 | 0.067001 | 0.161696
2002 | 2.679222 | 2.839518 2002 | -10.499 | 8.927769
2003 | 4.386305 | 4.231393 2003 | 1.121041 | -0.00967
2004 | 2.820788 | 2.573626 2004 [ 7.15682 [ 6.063457
20051 1.022349 ; 1.10319 2005 | 14.02714 | 12.31023
2006 | -1.10494 | -1.29844 2006 | 15.10463 | 14.55085
2007 | -0.64435 | -0.92558 2007 | 16.72757 | 16.07966
2008 | 0.576141 | -0.17566 2008 | 7.415455 | 8.347957
2009 | -1.96678 | -2.60664 2009 [ -3.61648 | -2.79157
2010 | 0.449277 | -0.64908 2010 | -0.45249 | -2.19673
2011 § -0.17813 | -1.35028 2011 | 0.869426 { -1.19148
2012 | 0.904809 | -0.05057 2012 ] 1.163963 | 0.111518
2013 ] -0.97189 | -1.25055 2013 | 2.971296 | 1.834835
2014 | -0.07457 | -0.45161 2014 | 1.301178 | -0.2874
2015 [ 0.569409 | 1.388417 2015 -2.14506
2016 -0.66783 2016 -4.5778

permission of the author (taugir.ahmed@iiu.edu.pk)
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Argentina

Year | MFPG MFPG H
1980 .
1981 . -0.98516
1982 | -5.59395 | -1.4186
1983 | 1.067338 | 0.561095
1984 | -1.67458 | -1.70932
1985 ] -11.215 | -10.4245
1986 | 4.69912 | 3.165368
1987 | -1.30589 | -2.72119
1988 | -5.67129 | -3.78421
1989 | -10.7818 | -10.777
1990 | -5.85641 | -4.36198
1991 | 7.440394 | 4.52491
1992 | 7.385538 | 5.926414
1993 [ 3.532099 | 6.786972
1994 | 5.991179 | 7.553241
1995 | -2.97842 | -2.97578
1996 | 7.77309 | 3.110027
1997 | 5.628864 | 7.714204
1998 | 0.469606 [ 3.113689
1999 | -6.37324 | -1.40709
2000 [ -2.06732 | -0.66896
2001 | -6.61797 | -3.63171
2002 | -12.8695 | -10.4231
2003 { 5.326946 | 5.292551
2004 | 2.642761 | 0.607871
2005 | 2.820545 | 0.662751
2006 | 4.40332 | -1.34509
2007 | 6.818147 | 4.167628
2008 [ 2.05112 | 1.411222
2009 | -7.08425 | -6.66608
2010 | 8.826691 | 7.18416
2011 | 4.179687 | 4.672467
2012 | -1.73497 | -0.20343
2013 | 1.620715 | 1.688337
2014 | -3.41445 [ -1.91618
2015 | 2.561817 | 1.116863
2016 -3.8405

Bangladesh Bolivia
Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 .
1981 . -1.18238 1981 . -2.04644
1982 | -3.49417 [ -3.66106 1982 | -5.81399 | -7.60993
1983 [ -0.48893 | -0.23342 1983 | 4.1804 | -6.61306
1984 | 0.770621 | 0.371266 1984 | -0.54328 | -2.06236
1985 | -0.57135 | -1.88456 1985 | -2.86464 | -4.32531
1986 | -0.0156 | -0.66594 1986 | -4.23735 | -0.95793
1987 | -1.46313 | 0.492451 1987 | 1.149836 | 1.694536
1988 | -1.85275 | -2.45817 1988 | 1.173209 | 1.037406
1989 | -1.33151 [ -2.46635 1989 | 3.171021 | 2.168527
1990 | 1.477669 | 0.56323 1990 | 2.392736 | 0.927275
1991 | -0.4342 | -0.88188 1991 | 2.238643 | 0.424525
1992 [ 1.547625 | -0.8567 1992 | -1.64486 | -2.28765
1993 | 0.887883 -1.157 1993 [ 0.900783 | 0.823086
1994 | -0.2022 | 0.130437 1994 | 1.562328 | 1.278714
1995 | 0.775108 | 0.446485 1995 | 1.328895 | 0.047951
1996 | 0.164048 | 0.591165 1996 | 1.243328 | 1.288785
1997 [ -0.08364 | 0.672914 1997 | 1.310645 { 1.681331
1998 | 0.534666 | 0.217883 1998 | 0.310815 | 2.012752
1999 [ -0.26146 | 0.55174 1999 | -5.19023 | -2.07315
2000 | 0.152788 | 0.684462 2000 | -1.51323 | -0.4431
2001 | 0.017217 | -0.12311 2001 | -1.81073 | -1.80471
2002 | -1.05955 [ -0.11994 2002 | 0.710982 | -0.23082
2003 | -0.37237 | 0.829431 2003 | -0.12469 | -0.06831
2004 | 0.149531 | 1.10203 2004 | 1.993085 | 0.889047
2005 | 0.981388 | 0.797838 2005 | 1.327757 | -0.74665
2006 | 0.823115 | 1.332955 2006 | 2.713894 | 2.125889
2007 { 1.223032 | 0.917722 2007 | 1.628147 | 1.410933
2008 | 0.37647 | 0.419593 2008 | 2.61825 1.78318
2009 | -0.70197 [ 0.35759 2009 | -1.28454 | -0.17203
2010 | -0.1904 | 0.966671 2010 | 0.359497 | 1.23285
2011 | 0.736807 { 1.326776 2011 | 0.476902 | 0.926836
2012 1 0.764532 [ -0.1132 2012 | -0.54303 | 0.515647
2013 ] 0.134215 | -0.21214 2013 | 1.775895 [ 3.086691
2014 | 0.28798 -0.1186 2014 | 0.055166 | 2.139932
2015 | 0.718533 | 1.479965 2015 | -0.69086 | 2.661985
2016 1.881861 2016 1.283582
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Cameroon

Year

MFPG

MFPG_H

1980

1981

12.37102

1982

3.420666

3.898048

1983

2.225907

3.281071

1984

1.865673

3.907307

1985

1.850339

4.670428

1986

1.201556

2.870131

1987

-6.00745

-8.94194

1988

-10.4619

-8.14062

1989

-4.23692

-12.7693

1990

-8.24791

-4.86074

1991

-5.35994

-6.83923

1992

-3.93502

-5.92918

1993

-7.40239

-5.83837

1994

1.770424

-5.10952

1995

4.229803

0.618731

1996

5.021366

2.361065

1997

5.26154

2.023032

1998

4.289662

2.352483

1999

2.967174

1.279267

2000

2.692244

1.217493

2001

2.855707

1.478277

2002

0.390613

1.214193

2003

0.971937

1.612537

2004

1.64007

1.069516

2005

-0.51958

-0.06629

2006

0.731279

0.76425

2007

1L.111177

0.971951

2008

-0.09376

-1.11779

2009

-1.09183

0.058697

2010

0.383902

0.73122

2011

0.45296

1.295751

2012

-0.39137

1.495797

2013

1.042521

2.117638

2014

1.248921

2.491329

2015

0.122586

2.289951

Brazil Bulgaria
Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 .
1981 . -2.98299 1981 . 0.868109
1982 | 0.10019 | -0.98024 1982 | -1.04338 | 1.339438
1983 | 4.89889 | -5.9696 1983 | 0.444427 | -3.37969
1984 | 3.271457 | 1.21223 1984 | 0.78951 | 2.283096
1985 | 5.043733 | 3.277337 1985 ] 0.512333 | -3.76584
1986 | 4.321869 | 4.534462 1986 | 1.960002 | 1.9394
1987 | 2.549856 | 1.996525 1987 | 3.637452 | -0.88456
1988 | -1.87434 | -2.12607 1988 | 8.576896 | -1.63467
1989 | 1.118352 | -0.45525 1989 | -5.22647 | -3.07306
1990 { 4.93496 | -5.80434 1990 | -9.61086 | -11.9407
1991 | -3.55886 | -0.8827 1991 | -6.33752 | -5.59198
1992 | -3.17723 | 0.162986 1992 | 0.049178 | -1.08758
1993 | 1.421868 | 4.096802 1993 | 2.403877 | 2.760452
1994 { 2.196857 | 2.965874 1994 | 0.429782 | 3.637302
1995 | 2.026861 | 2.880308 1995 | 0.937437 | 3.703752
1996 | 0.103782 | 0.584938 1996 | -1.01223 | -9.28731
1997 | 1.680414 [ -0.04778 1997 | -4.61825 | 0.949555
1998 | -2.10558 | -2.10766 1998 | 3.214236 | 6.886755
1999 | -1.80353 | -2.55951 1999 | -8.11011 | -3.85284
2000 | -0.50769 | 2.066254 2000 | 5.060521 | 3.818471
2001 | -2.41725 | -3.15072 2001 | 2.92566 | 4.033717
2002 | -0.25592 | -0.65689 2002 | 3.430444 | 0.547603
2003 | -3.35209 [ -1.97865 2003 | 1.968772 | 2.904778
2004 | 1.492849 | 1.535658 2004 | 1.646842 | 3.081488
2005 | -1.47608 | -0.86941 2005 | 2.539969 | 3.796881
2006 | -0.14703 | 0.377473 2006 | 1.698822 | 2.049543
2007 | 2.34138 | 1.110374 2007 | 2.205456 | 1.982191
2008 | 2.213089 | 1.711356 2008 | 0.272295 | 1.090509
2009 | -2.4088 | -2.58772 2009 | -9.21171 | -8.44732
2010 | 5.05137 | 3.936708 2010 | -1.58848 | 0.789429
2011 | 1.38031 | 4.901561 2011 | 2.157575 | 1.32197
2012 | 0.118741 | 2.728414 2012 | -0.7836 | -0.69469
2013 | 1.29734 | 2.507755 2013 | 0.256062 | 0.434913
2014 | 0.101096 | -1.25394 2014 | -0.66 -0.46444
2015 | 4.91318 | -3.38901 2015 | 1.085055 | 2.057168
2016 4.78453 2016 1.828139

2016

1.171785
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China Colombia

Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 .
1981 . -3.44076 1981 . -1.34875
1982 | 0.363174 | -2.67486 1982 | -3.44341 | -2.72095
1983 | 1.598247 | 0.140962 1983 | -1.77458 | -1.75295
1984 | 5.131799 | 7.948488 1984 | 0.600674 | 0.402377
1985 | 3.571839 | 10.97601 1985 | 0.071061 | 0.039772
1986 | -0.47099 | 1.670325 1986 | 2.313651 | 2.617245
1987 | 1.868716 | 4.615507 1987 | 1.450086 | 1.733009
1988 | 1.014095 [ 10.70742 1988 | -0.37493 | 0.331476
1989 | -4.97155 | 0.879706 1989 | -0.60198 | -0.36742
1990 | -6.01078 [ -1.59668 1990 | 1.787656 | 0.481569
1991 | -1.73233 | -4.75251 1991 | -1.20008 | -0.95723
1992 | 2.959534 | 2.459229 1992 | 0.247604 | 0.566144
1993 [ 2.641348 | 2.034076 1993 [ -0.6771 2.49395
1994 | 3.046767 | 1.066979 1994 | 1.106008 | 0.929169
1995 ( 1.010867 { -0.72012 1995 | 1.188355 | 1.107623
1996 | -0.22118 | -1.56282 1996 | -2.26341 | -1.81626
1997 | -0.84367 | -1.17159 1997 | 0.44589 | 0.061591
1998 | -2.32286 | -3.01543 1998 | -2.84786 | -2.81318
1999 | -2.24795 | -3.47108 1999 | -6.84511 | -7.3311
2000 | -1.87158 | -2.43742 2000 | 2.598838 | 0.282353
2001 [ -2.32337 | -2.1955 2001 | -2.95874 | -1.93356
2002 | -1.22509 | -1.57663 2002 | -0.38337 | -0.53809
2003 [ -0.1182 | -0.26973 2003 | 0.614943 | 0.292817
2004 | 0.330038 | -0.65644 2004 | 1.615856 | 1.767744
2005 § 1.776047 | 0.445888 2005 | 0.834454 | 1.368722
2006 | 3.073529 | 3.172548 2006 | 2.620971 | 2.761304
2007 [ 4.512338 | 4.580827 2007 | 2.952377 | 3.486896
2008 | -0.14296 | -2.33761 2008 | -0.65465 | -0.4576
2009 [ -0.49489 | -0.69402 2009 | -1.83649 | -2.2561
2010 | 1.655927 | -0.4677 2010 | 1.144334 | 0.720331
2011 | 0.377575 | -1.53815 2011 | 2.89337 | 2.920769
2012 | -1.81603 | -2.85176 2012 { -0.18133 | -0.30818
2013 | -2.06174 | -2.82987 2013 1 0.965944 | 1.341442
2014 | -2.76035 | -3.23795 2014 [ 1.075524 | 0.598167
2015 | -3.29631 | -3.5455 2015 | -0.48454 | -0.28735
2016 -3.65385 2016 -1.41577
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Congo, Dem. Rep.

Year

MFPG

MFPG_H

1980

1981

0.99406

1982

-4.42606

-1.84544

1983

-1.81252

0.095771

1984

1.293688

4.092549

1985

-2.38789

-0.81931

1986

3.074883

3.391646

1987

1.314301

1.459723

1988

-0.30252

-0.58051

1989

-2.7892

-1.837

1990

-8.10629

-3.55063

1991

-8.45912

-9.79792

1992

-12.5393

-12.0537

1993

-15.2926

-15.4649

1994

-5.33001

-7.30914

1995

0.604521

1.815904

1996

0.388438

-2.81295

1997

-2.88028

-8.91237

1998

1.853975

-4.70187

1999

-0.23789

-4.602

2000

-3.39399

-9.24176

2001

0.63212

-2.90191

2002

4.83788

2.217549

2003

6.228783

4.688792

2004

6.869693

5.752049

2005

6.123784

5.17972

2006

4.732531

4.378521

2007

4.828433

5.269759

2008

4.266909

5.211382

2009

0.675665

1.960783

2010

2.71959

5.922446

2011

1.710598

5.680816

2012

1.28559

5.848927

2013

5.556566

7.234408

2014

5.380341

8.094553

2015

3.579425

5.727247

2016

1.414768




Dominican R.

Costa Rica Cote d'lvoire
Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 .
1981 . -6.20516 1981 . -0.29389
1982 | -10.1701 | -10.7416 1982 | -1.97214 | -3.87374
1983 | -1.09544 | -0.86326 1983 | -6.061 -7.22794
1984 | 1.257336 | 3.650542 1984 | -4.84212 | -5.05283
1985 | -3.99232 | -3.15084 1985 | 2.38398 | 3.97689
1986 | 1.599527 | 1.431829 1986 | 1.144489 | 1.319978
1987 | 2.815435 | 0.611997 1987 | -2.463 -3.31457
1988 | -0.6385 -(.82585 1988 | -0.97127 -3.2723
1989 | 1.072601 | 2.072147 1989 | 0.844609 | -1.8836
1990 | -1.41797 | -0.34428 1990 | -3.21791 | -8.00827
1991 | -0.95862 | -1.84055 1991 | -2.06978 | -0.46816
1992 | 4.93416 | 5.207265 1992 | -2.36589 | -0.64545
1993 | 1.931549 | 2.673784 1993 | -2.28954 | -0.96267
1994 | 0.145747 | 0.409624 1994 | -1.3127 | -0.84842
1995 | 0.087463 | -0.66452 1995 | 5.013925 | 4.451958
1996 | -2.51311 | -2.40073 1996 | 5.599243 | 6.200458
1997 | 1.872803 | 1.555777 1997 | 1.60379 | 3.705313
1998 | 2.561085 | 2.207743 1998 | 2.784494 | 2.584306
1999 | -0.26067 | -0.25216 1999 | -0.53523 | 0.430359
2000 | 0.057758 | -0.4706 2000 | 4.1796 | -4.23602
2001 | -1.12378 | -0.88208 2001 | -1.96693 -1.554
2002 | -0.56449 | 0.392129 2002 | -3.74251 | -3.10982
2003 | 0.600039 | 0.623872 2003 | -3.43543 | -3.05653
2004 | 0.209606 | 0.720012 2004 | -0.83494 | -0.29996
2005 | -0.21712 | -0.08883 2005 | -0.34985 | 0.020582
2006 | 3.11994 | 2.728427 2006 | -0.55843 | -0.0392
2007 | 3.874454 | 4.153025 2007 | -0.31832 | 0.091587
2008 | 0.299552 | 0.131573 2008 | 0.448462 | 0.539217
2009 | -4.7371 -4.41304 2009 { 1.151294 | 1.066849
2010 | 2.778068 | 1.875081 2010 | -0.08593 | -0.13178
2011 ] -0.27554 | 0.415959 2011 | -6.50168 | -6.66291
2012 | 1.252148 | 1.377571 2012 | 8.614289 | 8.144336
2013 | -3.73247 | -1.43952 2013 | 6.779371 | 6.612991
2014 1 0.466945 | 0.364539 2014 | 6.671084 | 5.792648
20151 0.760974 | 1.641172 2015 | 7.035152 | 5.618535
2016 0.338941 2016 4.386053

255

Year | MFPG | MFPG_H
1980 .
1981 . -0.28512
1982 | -2.85158 | -2.63004
1983 | -0.06408 | -0.09636
1984 | -3.37468 | -4.15953
1985 | -6.80855 | -6.95988
1986 | -1.18602 | -1.46122
1987 | 5.550875 | 2.690809
1988 | -2.27181 | -3.84577
1989 | -0.14764 | 7.451454
1990 | -9.93371 | -9.42079
1991 | -3.679 -3.61632
1992 | 5.731669 | 6.044145
1993 | 2.303949 | 2.596071
1994 | -2.26156 | -2.02922
1995 | 1.492681 | 0.920448
1996 | 2.544361 | 1.215507
1997 | 3.230366 | 3.985484
1998 | 2.838983 | 1.991386
1999 | 3.219593 | 1.399567
2000 | 1.252672 | 0.122374
2001 | -2.72094 | -1.96689
2002 | 0.689494 | -2.33672
2003 | -4.70052 | -3.52187
2004 | -3.90525 | -0.34786
2005 | 4.551216 | 3.182111
2006 | 5.900464 | 2.696881
2007 | 4.391562 | 3.225769
2008 | -1.28192 | -0.6277
2009 | -3.58452 | -0.86286
2010 { 3.001099 | 2.294666
2011 | -1.29725 | -1.85597
2012 | -1.69668 | -3.95967
2013 | -0.08045 | 2.122158
2014 | 2.587518 | 3.835404
2015 | 2.559643 | 2.218361
2016 1.991196




Ecuador
Year | MFPG MFPG H
1980 .
1981 . 0.958138
1982 | -2.78632 | -1.5339
1983 | -3.65698 | -4.86474
1984 | -0.27755 | 1.376074
1985 | 1.176368 | 1.405146
1986 | 0.131467 | 0.031281
1987 | -3.09713 | -9.06127
1988 | 2.845955 | 7.516736
1989 | -1.85316 | -0.08973
1990 | 1.116282 | 0.533033
1991 | 1.775101 | 2.682836
1992 | -0.64496 | 1.30828
1993 | -0.85909 | -0.55029
1994 | 1.41844 | 1.276264
1995 | -0.77404 | -0.50929
1996 | -1.21819 | -2.33514
1997 | 1.604553 | 1.43309
1998 | 0.342243 | 0.536614
1999 | -7.5463 | -7.77788
2000 | -1.07538 | -1.11312
2001 | 1.298781 | 0.869647
2002 | 0.9449 | 0.695204
2003 | -0.61786 | -1.6374
2004 | 5.095928 | 3.648861
2005 | 1.846545 | 3.085035
2006 | 1.16938 | 0.797231
2007 [ -1.15655 | 0.119938
2008 | 3.166898 | 2.15611
2009 | -2.8945 | -3.02551
2010 | 0.305099 | 0.239841
2011 | 4.554266 | 2.865844
2012 | 1.992707 | 2.2484
2013 | 1.229396 | 1.127247
2014 | 0.082611 | 1.93754
2015 | -3.63891 | -1.03223
2016 -5.31788

Egypt Ethiopia
Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 .
1981 . -2.70923 1981 . -2.84652
1982 | 2.183297 | 1.537109 1982 | -3.07609 | -2.81611
1983 | -0.79399 | 0.848624 1983 | 4.054855 | 0.707145
1984 | -0.48791 | 1.121732 1984 | -8.36634 | -6.41564
1985 ] 1.231668 | 1.71071 1985 | -16.7831 | -10.8406
1986 | -2.14645 | -1.61427 1986 | 5.291392 | 4.0879
1987 | -1.84251 | -1.37577 1987 | 8.937479 6.007
1988 | 1.237137 | 0.867767 1988 | -3.76404 | -0.9909
1989 | 1.092531 | -1.00634 1989 | 4.1975 | -1.12418
1990 [ 1.50725 | -1.42138 1990 | -1.48688 | -4.63365
1991 | -3.00045 | -0.76311 1991 | -10.938 -9.872
1992 | 0.445117 | -0.82055 1992 | -11.0106 | -10.8622
1993 | -0.63468 | -0.18156 1993 | 10.44794 | 0.475956
1994 | 0.953831 | 0.025325 1994 | 1.224271 | 7.514881
1995 | 1.035807 | 0.505705 1995 | 1.678306 | 2.685356
1996 | 1.389536 | 1.047524 1996 | 8.720123 | 6.277401
1997 | 1.669727 | 1.494503 1997 | -1.51815 | 4.11905
1998 | -0.21528 | 0.930886 1998 | -7.05691 | -2.5307
1999 | 1.367516 | 0.214794 1999 | 1.771311 | -2.13774
2000 | 0.838375 | 1.028985 2000 | 2.183456 | 1.587194
2001 | -0.96992 | -0.43728 2001 | 3.439916 | 1.056504
2002 | -1.85843 | -1.22917 2002 | -3.1088 | 0.918304
2003 | -1.07527 | -1.69429 2003 | -6.50064 | -3.57266
2004 | 0.279494 | -0.86587 2004 | 9.343452 | 1.313977
2005 | 0.366274 | 0.690208 2005 | 6.001655 | 6.128567
2006 | 2.322859 | 1.398915 2006 | 4.599754 | 4.728285
2007 | 2.155671 | 2.325849 2007 | 5.198857 | 4.666555
2008 | 1.155226 | 2.361823 2008 | 3.938237 | 3.687442
2009 | -14242 | -0.58195 2009 | 0.704943 | 2.514297
2010 | 0.269875 | 1.726989 2010 | 4.405013 | 2.971181
2011 | -3.14338 | -3.79379 2011} 2.257292 | 3.858736
2012 | -2.08509 | -1.20075 2012 | -2.42827 | 0.415591
2013 | -1.97264 | -0.76698 2013 | -1.70508 | -0.9315
2014 [ -0.68193 | -0.14191 2014 | -2.25788 | -1.59884
20151 0.830948 | 0.184111 2015 -1.45474
2016 0.582638 2016 -3.09341

256




Ghana Guatemala India

Year | MFPG MFPG H Year | MFPG MFPG H Year | MFPG MFPG H
1980 . 1980 . 1980 .
1981 . -3.92313 1981 . -1.97731 1981 | . 1.46369
1982 | -10.6383 | -10.1972 1982 | -6.92077 | -6.50768 1982 | -1.75034 | -1.88347
1983 | -7.61675 | -6.33514 1983 | -5.53285 | -4.05075 1983 | 1.583398 | 2.110839
1984 | 5.781067 | 4.980855 1984 | -2.10449 | -0.72402 1984 | -1.6573 | -0.16532
1985 | 0.874746 | -0.87305 1985 [ -3.10479 | -2.54641 1985 | -0.21093 | -2.35793
1986 | 1.026179 | 0.726811 1986 | -2.11179 | -1.48501 1986 | -0.69035 | -1.83163
1987 | 1.349179 | 1.586239 1987 | 1.317144 | 1953492 1987 | -1.5708 | -1.79718
1988 | 1.727125 | 1.917381 1988 | 1.017466 | 1.075036 1988 | 4.086658 | 4.092091
1989 | 1.279416 | 1.848071 1989 | 1.075967 | 1.152302 1989 | 0.337399 | 0.321221
1990 | -0.63984 | 0.149857 1990 | -0.11222 | 0.003036 1990 | -0.18168 | 0.298592
1991 | 1.526976 | 2.6227 1991 | 1.055392 | 0.900855 1991 -4.8112( -3.69178
1992 | 0.525857 | 2.629851 1992 | 1.992606 | 2.096082 1992 | 0.089645 | -0.06264
1993 | 1.147792 | 0.864856 1993 [ 0.737482 | 0.518523 1993 | -1.11368 | -0.05693
1994 | -0.3038 | 0.841768 1994 | 0.594612 | 0.262575 1994 | 0.897996 | 0.940125
1995 | 0.117061 | 1.060747 1995 | 1.808224 | 1.496438 1995 | 1.621291 | 1.172838
1996 | 0.621557 | 1.505367 1996 | -0.31236 | 0.056236 1996 | 1.257343 [ 1.540031
1997 | -0.09782 | 0.270053 1997 | 1.486982 | 1.332914 1997 | -2.02718 | -1.96418
1998 | 0.232698 | -0.37817 1998 | 1.435166 | 0.813377 1998 | 0.228999 | -0.53077
1999 | 0.259695 | -0.10667 1999 | 0.183031 | 0.094589 1999 | 2.836447 | -0.03702
2000 | 0.147291 | -0.37613 2000 | -0.2207 | -1.41124 2000 | -2.30988 | -0.77961
2001 | -1.12385 | -0.89073 2001 | -0.92118 | -0.75601 2001 | -1.16306 | -1.7307
2002 | -0.6824 -0.3097 2002 [ 0.724542 | 1.275685 2002 | -1.83679 [ -1.1526
2003 | 1.250451 | 1.173816 2003 [ -0.7402 | 0.174712 2003 | 2.035191 | 1.269176
2004 | 0.897318 | 0.951914 2004 | 0.038241 | -0.15955 2004 | 1.842653 | 0.880527
2005 | 0.533763 | 0.583653 2005 | 0.484616 | 1.194108 2005 | 2.692894 | 1.747379
2006 | 0.983378 | 0.403135 2006 | 2.142474 | 0.197282 2006 | 1.62187 | 1.721073
2007 | -1.50284 | -1.66552 2007 | 2.905453 | 0.558685 2007 | 1.861149 | 2.119076
2008 | 2.975594 | 2.719529 2008 | 0.266249 | 0.411249 2008 | -4.17303 | -0.00967
2009 | -2.82480 | -2.8778 2009 | -2.33505 | -2.1178 2009 | 0.555568 | -1.46875
2010 | 2.454244 | 2.41402 2010 | 0.22498 | 0.487169 2010 | 2.470875 | 1.974961
2011 | 6.580098 | 5.242924 2011 | 1.730776 | 1.745167 2011 | -1.16045 | -0.24368
2012 | -0.16651 | -0.99759 2012 | 0.096006 | 0.148956 2012 | -2.42377 | -2.79204
2013 | -1.38136 | -0.23687 2013 | 0.114633 | -0.51835 2013 | -0.99688 | -0.82597
2014 | -3.36951 | -2.55392 2014 | 1.756711 | 2.792267 2014 | 0.748268 | -0.35995
2015 | -1.94362 | -1.33533 2015 | 1.22765 | 1.217796 2015 | 1.30967 | 0.81177
2016 -1.43656 2016 0.29559 2016 1.278431

257




Indonesia Iran Jamaica
Year | MFPG MFPG H Year | MFPG MFPG H Year | MFPG MFPG H
1980 . 1980 . 1980 .
1981 . 1.734111 1981 ) -5.30728 1981 . 1.241395
1982 | -1.58329 | -8.64702 1982 | 19.75617 | 12.62447 1982 | 0.262719 | -0.79966
1983 | -0.30986 | -0.96538 1983 | 7.987684 | 9.511791 1983 | 1.291408 | 1.639371
1984 | 3.926542 | 1.777497 1984 | -8.02242 | -1.68894 1984 | -3.04021 | -2.00529
1985 | -2.30185 | -2.45996 1985 | 0.581013 | 2.045636 1985 [ -5.2699 | -7.09386
1986 | 0.512964 | 0.853181 1986 | -12.6535 | -12.7248 1986 | 1.081071 | 0.948641
1987 | -0.50196 | 0.008718 1987 | -4.39759 | -2.07144 1987 | 5.805501 | 5.150433
1988 | 0.552213 | 0.750101 1988 | -10.8242 [ -9.14135 1988 | 2.139392 | 0.64055
1989 | 2.589805 | 3.786206 1989 | 0.660203 | 0.628325 1989 | 4.99018 | 4.356049
1990 | 3.284105 | 3.773303 1990 | 8.4597 | 6.225361 1990 | 2.327267 | 3.072959
1991 | 2.709483 | 3.810581 1991 | 8.23773 | 5.025851 1991 | 2.74614 | -0.07285
1992 | 3.309545 { 1.470696 1992 | -0.03247 { 3.104347 1992 | 0.396821 | 1.716114
1993 | 2.409185 | 2.743448 1993 | -4.24554 | -4.8129 1993 | 7.38375 | 0.989494
1994 | 3.812765 | 2.350798 1994 | -5.55824 | -3.55574 1994 | -0.3189 | 1.460693
1995 | 4.233568 | 3.055021 1995 | -2.09092 | -1.43563 1995 | 0.323501 | 1.212655
1996 | 5439222 | 2.675129 1996 | 1.661425 | 3.620274 1996 | -2.63159 | -1.32154
1997 | 1.474584 | 0.753502 1997 | -2.42443 | -1.6313 1997 | -2.19774 | -1.96177
1998 | -10.9271 | -18.5306 1998 | -2.02834 | -0.49187 1998 | -3.38224 | -1.56973
1999 | -3.28423 | 4.08861 1999 | -2.47893 | -1.84039 1999 | 0.313568 | -0.20531
2000 | -2.95666 | 0.078228 2000 [ 1.21436 | -2.50676 2000 | 0.773588 | 1.090672
2001 | -3.68961 | -1.34042 2001 | -1.46612 | -1.88407 2001 | 0.386423 | 1.127416
2002 | -2.59983 | -0.96097 2002 | 4.147709 | 3.711895 2002 | 0.40808 | -0.30273
2003 | -2.23257 | -1.07032 2003 | 5.209685 | 1.882017 2003 | -0.60131 | -0.28822
2004 ] -2.07611 | -0.61228 2004 | 0.542901 | 2.206128 2004 ) -1.0682 | -0.58869
2005 | -0.73047 | 0.566497 2005 | 0.250469 | -0.92308 2005 | -0.62867 | 0.019914
2006 { -0.37083 | 0.193833 2006 | 3.365312 [ -0.05966 2006 | 0.399313 | 0.928103
2007 ] 0.071107 | 2.389672 2007 | 6.82383 | 3.579409 2007 | -1.38471 | -0.70455
2008 | -0.90708 | 1.973643 2008 | -1.06025 | -6.49403 2008 | -3.41272 | -2.94649
2009 | -1.37644 | -0.73386 2009 | 2.123322 | 4.81956 2009 | -5.42631 | -4.18914
2010 | 0.253369 | 0.868263 2010 | 4931541 | -0.96126 2010 | -0.92266 | -0.78134
2011 | 0.076252 | 1.799345 2011 | 2.135586 | 6.10828 2011 ] 2.001043 | 1.777727
2012 | 0.550402 | 1.211512 2012 | -8.94165 | -6.75668 2012 | -1.5768 | -1.35967
2013 | 0.401808 | 0.795993 2013 | -6.15569 | -3.2868 2013 | -0.34622 | -0.61282
2014 | -0.66235 | 0.284651 2014 | -0.06414 | -1.82671 2014 | -0.31855 | -0.38854
20151 0.903309 | -0.21134 2015 | -5.64424 | -2.35343 2015 ] -0.50304 | -0.43335
2016 -0.08316 2016 6.660806 2016 0.253381

258




Jordan

Year | MFPG MFPG H
1980 .

1981 . 3.039351
1982 | 5.104433 | 5.210902
1983 | -1.48278 -0.96414
1984 1 4.253179 [ 3.954725
1985 | -0.95767 | -0.76202
1986 | 1.950519 | 3.679478
1987 | -1.9952 -1.99623
1988 | -6.43497 -5.17717
1989 | -17.9272 -14.9448
1990 | -3.62773 | -4.10603
1991 | -1.93535 -2.6242
1992 | 12.41494 | 5.729853
1993 | 0.00727 0.411893
1994 | 0.432836 0.78377
1995 | 0.79043 0.552769
1996 | -3.5987 -3.97305
1997 | -1.06575 -0.75671
1998 | -1.12489 -0.8116
1999 | -0.22521 -0.605
2000 | 0.379933 | 0.512928
2001 | 1.692955 1.43496
2002 | 2.515879 | 2.230217
2003 | 0.517324 | 0.308087
2004 | 4.650698 | 4.201432
2005 | 3.477997 | 3.195993
2006 | 4.825991 | 4.761255
2007 | 3.676756 | 3.603815
2008 | 1.613796 | 1.563833
2009 | 1.315729 { 1.476285
2010 | -2.54979 | -2.36972
2011 ] -1.65252 | -1.45658
2012 | -1.3115 -1.05896
2013 | -1.12704 -1.11587
2014 | -0.97093 -0.22395
2015 | -1.63347 -1.90642
2016 -1.79909

Kenya Madagascar

Year | MFPG | MFPG H Year | MFPG | MFPG_H
1980 . 1980 .
1981 . -1.41041 1981 . -10.4985
1982 | -2.76278 | 1.841047 1982 | -3.41005 | -3.89859
1983 | -2.20524 | -2.86322 1983 | -0.83405 | -1.53807
1984 | -1.18676 | -1.09929 1984 | 0.117118 | -6.03224
1985 | 1.053639 | 0.91362 1985 | -0.34494 | -0.10731
1986 | 4.203824 | 4.046249 1986 | 0.329712 | -1.63289
1987 [ 2.610605 | 2.477797 1987 | -0.52814 | -0.06286
1988 | 2.82458 | 2.395115 1988 | 1.833969 { -0.45735
1989 | 1.106293 | 0.681065 1989 | 3.045147 | 2.278936
1990 | 1.193429 | 1.369435 1990 | 2.022731 | 2.206064
1991 | -1.95797 | -2.10078 1991 | -6.82276 | -7.71225
1992 | -4.00251 | -4.22137 1992 | -3.33707 [ -1.44196
1993 | -2.86552 | -2.97477 1993 [ -0.8869 | -0.13841
1994 | -0.06501 | -0.09806 1994 | -4.11507 | -2.16404
1995 | 2.127388 | 1.939887 1995 | -0.50108 | -0.58778
1996 | 1.937056 | 2.354375 1996 | -2.7299 | -0.24588
1997 | -2.10434 | -1.98724 1997 | 0.241598 | 1.420196
1998 [ 0.189162 | 0.052583 1998 | 0.331844 | 1.741568
1999 | -1.35345 | -1.26049 1999 | 2.159358 | 2.768365
2000 | -2.83616 | -3.04595 2000 | 2.102159 | 2.503596
2001 | -0.10532 | 0.349333 2001 | 3.814536 | 4.274554
2002 | -3.56035 | -3.66502 2002 | -10.9448 | -14.5242
2003 | -1.0271 -1.1485 2003 | 7.15324 | 7.058234
2004 | 1.119998 | 0.458618 2004 | 4.273497 | 3.560706
2005 | 2.473189 | 2.455358 2005 | -0.19502 [ 3.684871
2006 | 1.93479 | 1.055472 2006 | -0.04987 | 3.851302
2007 | 2.065185 | 1.496324 2007 | 6.15584 | 5.104242
2008 | -4.34917 [ -4.4269 2008 { 5.422975 | 6.242541
2009 | -1.16528 | -1.11741 2009 | -3.49579 | -4.49335
2010 | 3.2691 [ 2.756483 2010 | -1.10519 [ -0.77192
2011 | 1.052478 | 0.861997 2011 | -4.7085 | 0.354757
2012 | -0.43409 | -0.58898 2012 [ 1.523424 | 1.795014
2013 | 1.140569 | 1.241761 2013 | 0.800742 | 1.088049
2014 | 0.748938 | 0.869089 2014 | 1.416893 | 1.949971
2015 | 0.930828 | 0.762434 2015 1.264376 | 1.74858
2016 1.630344 2016 2.676061

259




Malaysia Mexico Morocco

Year | MFPG | MFPG H Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 . . 1980 .
1981 . 1.043628 1981 | 1.441985 | 7.417268 1981 . -5.38082
1982 [ -1.3068 | -0.92367 1982 | -4.42317 | -1.96332 1982 | -12.0731 | 2.202336
1983 | 1.2637 0.15245 1983 | -2.08105 | -6.26911 1983 | -16.2464 | -0.44303
1984 | 1.660353 [ 1.561432 1984 | 1.986885 | 1.171608 1984 | -13.8773 | -1.13127
1985 [ -6.65129 | -6.27626 1985 [ -0.48096 | 0.254541 1985 | -7.16974 | 2.479429
1986 | -4.28567 | -3.56476 1986 | -4.12212 | -6.14192 1986 | -7.7282 | 5.696344
1987 | -0.24646 | 0.163128 1987 | 0.853979 | -0.87426 1987 | 9.356004 | -2.72231
1988 | 3.608435 | 2.536375 1988 | -0.90266 | -1.42245 1988 | -2.32368 [ 2.455077
1989 [ 3.051388 | 3.396944 1989 | 1.729838 | 1.666192 1989 [ 1.71726 | 1.631964
1990 | 2.753917 | 3.071959 1990 | 2.971131 [ 2.491515 1990 | -4.16433 | -0.34205
1991 | 3.088585 | 2.915243 1991 | 1.834868 | 1.633627 1991 | -1.08529 | 2.209088
1992 | 3.323315 | 3.795054 1992 | 0.701897 [ 0.797847 1992 | -10.0141 | -4.51262
1993 |1 4.180174 | 2.929134 1993 | -0.48012 | -0.20519 1993 | -1.7736 | -9.86137
1994 | 2.919859 | 2.206333 1994 | 2.150646 [ 2.59967 1994 [ -3.0631 | 5.036046
1995 | 4.062012 | 4.4109 1995 | -2.741 -8.46993 1995 [ -4.47827 | -5.23664
1996 | 5.154957 | 4.393208 1996 | -6.18367 | 4.221213 1996 | 14.8493 | 2.513288
1997 | -0.47891 | -1.24664 1997 | 0.489842 | 3.124076 1997 | 5.489671 | -0.18005
1998 | -12.7451 | -12.9273 1998 | -9.27378 | 2.971184 1998 | 1.902318 | 0.241073
1999 | 1.123651 [ 1.608115 1999 | -7.10378 | 0.27458 1999 { 2.178716 [ -0.58091
2000 | 3.081457 | 2.895487 2000 ) -2.11321 | 2.647011 2000 | -4.53711 | -3.56866
2001 | -5.81603 | -5.9631 2001 | 1.249578 | -3.17779 2001 | 6.098741 | 2.123529
2002 | 0.291508 | 0.421529 2002 | 4.064151 [ -1.11514 2002 | 3.159173 | 0.966989
2003 | 0.320525 | -0.08082 2003 | 3.562981 | -0.45504 2003 | 0.424441 | 1.99897
2004 | 0.947075 | 0.944876 2004 | 4.469699 | 2.609988 2004 | 3.45916 | 2.474399
2005 | 0.227794 | 0.167512 2005 [ 4.242617 | 0.588234 2005 | 4.19337 | -0.25837
2006 | 0.499975 | 0.08294 2006 | 0.925682 | 1.67171 2006 | 4.630035 | 2.237442
2007 | 3.787162 | 1.135706 2007 | -1.07242 | 0.926102 2007 | 5.069157 | 1.399755
2008 | -2.39378 | -0.23275 2008 | 3.392145 | -0.69734 2008 | 3.828382 | -0.12883
2009 | -7.79875 | -5.8378 2009 | -10.3333 | -7.15783 2009 | 7.35289 1.07948
2010 | 1.351699 { 1.631834 2010 { 4.009343 | 2.167291 2010 | 5.45395 | 1.806327
2011 | -2.44942 | -2.46466 2011 | 4.886275 | 0.844261 2011 | 2.312194 | 0.764492
2012 | -0.44647 | -0.23526 2012 ) -3.88917 | 1.472084 2012 | 3.709424 | -0.37714
2013 | -1.30134 | -0.72927 2013 | 6.538325 | -1.85215 2013 [ 2.353522 | -0.33815
2014 | -0.05389 | 0.641108 2014 | 2.138713 | -0.3867 2014 | 1.42944 | -1.54089
2015 | -0.72366 | -0.73363 2015 -0.32632 2015 | -0.43282 | 0.336013
2016 -0.88899 2016 -1.03552 2016 -3.04894
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Mozambique

Year

MFPG

MFPG H

1980

1981

-3.06414

1982

2.614126

-3.34689

1983

1.153495

-8.02352

1984

2.561458

-2.67926

1985

0472324

-9.55221

1986

-2.55093

1.565894

1987

-5.70498

3.304612

1988

-16.268

4.941978

1989

-3.41097

2.538974

1990

-1.2685

0.079421

1991

-3.65288

4.085467

1992

2.125765

-10.3995

1993

-2.90503

-2.27895

1994

-3.40586

-2.24521

1995

-3.49354

-6.97933

1996

-2.97541

14.99163

1997

-2.85208

6.349714

1998

-1.74686

4.61693

1999

2.715764

0.705673

2000

5.807591

-5.51162

2001

2.41497

3.499327

2002

4.25917

2918813

2003

5.787807

-1.29688

2004

6.27615

0.682694

2005

6.972176

3.075154

2006

6.441344

4.100511

2007

5.364093

2.524807

2008

3.699402

3.933898

2009

2.692164

-0.22393

2010

1.850768

0.460544

2011

-2.52495

0.895173

2012

-1.10337

1.149369

2013

-2.41447

-2.06836

2014

-4.39942

-2.76317

2015

-2.53129

-0.32011

2016

-5.66756

Myanmar Nigeria
Year | MFPG MFPG H Year | MFPG MFPG H
1980 . 1980 .
1981 . 0.040392 1981 . -11.1004
1982 | -2.77754 | -0.57004 1982 | -8.93564 | -3.03287
1983 | -4.6036 | -1.53591 1983 | -2.76782 | -10.1698
1984 | -1.95122 | -0.58314 1984 | -8.07999 | -8.2686
1985 [ -1.80077 | -1.58845 1985 | 11.19515 | 4.117822
1986 | 2.364668 | -5.2799 1986 | -3.5036 | -3.45063
1987 | 1.49832 | -8.17418 1987 | -6.42032 | -5.73256
1988 | -0.9217 [ -15.9323 1988 | 2.687838 | 5.052266
19891 0.0095 [ 0.957986 1989 | 0.40651 | 1.661402
1990 | -0.50842 | 0.096755 1990 | -7.26925 | 0.467151
1991 | -1.52845 | 0.512101 1991 | 7.782491 | -4.17415
1992 [ 3.97213 [ 5.442707 1992 | -7.17072 | -1.32289
1993 | -3.68702 | 1.503359 1993 | -0.36574 | -1.4393
1994 | -0.61414 | 2.574451 1994 | 0.480291 | -2.13741
1995 | 1.147139 | 1.449202 1995 | -3.36687 | -1.30198
1996 | 0.247068 | 0.167239 1996 | 2.413079 | -0.18566
1997 | 1.330849 | -1.20686 1997 | 1.058569 | -1.39412
1998 | 0.580875 | -0.95295 1998 | 4.126395 | -1.78239
1999 | 0.424211 | 3.829289 1999 | 2.04567 | -4.07079
2000 | 1.177288 | 5.983328 2000 | -3.50335 | 0.264636
2001 [ -1.80633 | 4.283447 2001 | 9.44989 | 2.758774
2002 | 1.354346 | 5.248998 2002 | -2.42846 | 9.953931
2003 | 0.741847 | 7.340548 2003 | 5.238814 | 5.592893
2004 | 8.27925 | 6.059921 2004 | -2.72641 | 8.648732
2005 | -1.79108 | 5.808325 2005 | 4.730672 | 2.470443
2006 | 2.424709 | 4.578445 2006 | -0.21742 | 1.206543
2007 | 1.777764 | 3.245336 2007 | -0.42467 | 2.501375
2008 [ -2.47506 [ -5.07015 2008 | 1.354597 | 2.955939
2009 [ -4.86272 [ -2.85946 2009 | 0.979463 | 3.932482
2010 | 0.685061 | -3.55009 2010 | 1.988962 | 7.57426
2011 | -0.45056 | -3.89852 2011 | -0.00453 | 1.520089
2012 | -0.60558 | -3.21821 2012 ] -5.77953 | 1.125628
2013 | 0.534057 | -1.03061 2013 ] -1.46109 | 2.026504
2014 { 1.411705 | -0.91805 2014 | 4.813919 | 1.461835
2015 | 0.423408 [ -0.97694 2015 | 3.673091 | -1.45372
2016 -1.77611 2016 -4.27538
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Pakistan Peru Philippines

Year | MFPG | MFPG H Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 ; 1980 .
1981 . 2.931839 1981 . 1.665521 1981 . 2.323567
1982 | 1.860376 | 2.660226 1982 | -3.85001 | -3.1946 1982 { 3.952856 | 4.100811
1983 | 2.105008 [ 1.87714 1983 | -13.6997 | -17.6879 1983 | 1.834769 [ 1.415231
1984 | 0.405913 | -0.76617 1984 | -0.02295 | 2.508611 1984 { -7.26014 | -7.28883
1985 | 2.956942 | 3.697889 1985 | -1.04124 | -0.12353 1985 ] -10.8112 | -10.1084
1986 | 0.817599 | 1.500144 1986 | 6.798333 | 7.535347 1986 | -2.14003 | -0.63469
1987 | 1.578485 | 1.111468 1987 | 4.778059 | 5.087744 1987 | -1.29394 | 1.047128
1988 | 3.246502 | 1.48789 1988 | -12.841 -11.6439 1988 | 1.33383 | 2.932774
1989 | 0.190025 | 0.183236 1989 | -14.4345 [ -15.031 1989 | 1.753602 | 2.115555
1990 | -0.15236 | -0.25766 1990 | -7.64763 | -7.42471 1990 | -0.53443 | 1.095462
1991 [ 0.394381 | 1.474512 1991 | -0.65119 | 0.477118 1991 | -3.49034 | -2.88076
1992 | 2.504977 | 0.079583 1992 | -4.78394 | -3.86296 1992 | -3.95759 | -3.2306
1993 | -2.82477 | -1.9578 1993 | 3.369149 | 2.399743 1993 | -1.89829 | -1.19868
1994 | -0.8977 | -0.46512 1994 | 9.191298 8.3467 1994 | 0.733038 | 0.341064
1995 { 0.295747 | 0.185576 1995 | 3.492142 | 3.392417 1995 | 1.28677 1.23441
1996 | -0.01509 | -1.81028 1996 | -1.16602 | -1.27288 1996 | 2.398206 | 2.032976
1997 | -3.69272 | -2.72534 1997 | 3.046059 | 2.715807 1997 | 2.419466 | 2.713771
1998 | -1.78034 | -1.76326 1998 | -3.31262 | -3.89604 1998 | -3.09322 | -4.07444
1999 [ -0.71044 | -0.90216 1999 | -2.16388 | -1.64939 1999 | -1.49287 | -1.65299
2000 | -0.31205 | -1.68096 2000 [ -0.31648 | -0.14846 2000 ] 0.189272 | 0.597559
2001 | -2.9442 | -1.94956 2001 [ -3.04751 | -3.21512 2001 | -1.08436 [ -1.51291
2002 | -1.4372 | -0.52397 2002 [ 3.039713 [ 3.20608 2002 | -0.20843 | -1.04877
2003 | 0.392808 | 1.467508 2003 | 1.467287 | 1.61102 2003 { 0.733285 | 0.395254
2004 } 2.78101 | 2.737373 2004 | 2.196029 | 2.214073 2004 | 2.829957 | 2.091237
2005 | 3.312209 | 1.770065 2005 | 3.492805 | 3.553584 2005 | 0.596061 | 0.311447
2006 | 1.592605 | 0.451989 2006 | 4.728117 | 4.588628 2006 | 1.074489 | 0.460536
2007 | 0.535426 | -1.79067 2007 | 5.163744 { 5.000409 2007 | 2.429778 | 0.463351
2008 | -3.03384 | -2.00417 2008 | 6.098481 | 5.397791 2008 | 0.155202 | 2.758141
2009 { -1.77203 | -1.97387 2009 [ -1.97227 | -2.60538 2009 | -2.91871 -1.6894
2010 | -2.89873 | -2.62552 2010 [ 5.321706 | 4.996633 2010 | 3.282945 | 1.350445
2011 | -1.80349 | -1.80449 2011 | 3.172187 | 2.867969 2011} 0.167425 | -1.29199
2012 | -0.90284 -0.694 2012 | 2.934929 | 2.173842 2012 | 2.811611 | 0.494684
2013 | -0.16691 [ -0.0341 2013 | 2.901649 | 2.038642 2013} 3.270201 | 0.90859
2014 1 0.115502 | 0.167477 2014 | -0.86512 | -0.89965 2014 | 3.516195 | 0.578721
20151 0.259202 | 0.798067 2015 | 0.624363 | -0.03555 2015} 3.414589 | -0.3523
2016 1.147095 2016 0.913394 2016 5.20203
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Romania

Year

MFPG

MFPG H

1980

1981

-4.27771

-4.06343

1982

-2.18195

-1.94151

1983

-2.35126

-1.68207

1984

2.255782

3.617659

1985

-1.76622

-0.53059

1986

0.034282

1.590301

1987

-3.09331

-2.06271

1988

-0.98651

0.117521

1989

-4.38997

-2.15446

1990

-8.15945

-8.3463

1991

-14.0599

-15.4232

1992

-8.57491

-8.50592

1993

0.760358

-0.85875

1994

2.781917

4.576478

1995

6.474994

7.665436

1996

1.714142

4.100095

1997

-6.64718

-3.93336

1998

-2.74222

-0.7827

1999

-2.0362

-0.90666

2000

1.311638

2939121

2001

4.513217

6.155938

2002

3.813533

4.929567

2003

1.254763

0.118427

2004

6.929345

5.707107

2005

2.263021

2.420298

2006

5.944152

4.811485

2007

4.842048

4.513412

2008

4811237

2.545395

2009

-11.1666

-13.6263

2010

-3.05585

-2.67874

2011

-0.50149

0.829871

2012

-1.12042

0.624291

2013

0.734101

-0.85792

2014

1.756349

2.777905

2015

3.76742

2016

4.546856

Senegal South Africa
Year | MFPG | MFPG H Year | MFPG | MFPG H
1980 . 1980 .
1981 . -4.08539 1981 . 2.588119
1982 [ 5.776345 | 10.94178 1982 [ -2.0284 | -2.69937
1983 | -7.16266 | -0.94659 1983 | -3.69633 | -4.01849
1984 { 1.261319 | -7.78883 1984 | 3.056682 | 2.871259
1985 | 1.049676 | 0.539317 1985 [ -3.34561 | -3.27613
1986 { 0.914328 | 1.514215 1986 | -2.32549 | -1.90446
1987 | 3.826555 | 0.530978 1987 | -0.64959 | -0.08592
1988 | -2.7538 | 1.322199 1988 | 1.863311 | 2.662121
1989 | 1.512897 [ -5.22398 1989 | 0.247824 | 0.542027
1990 | -3.22187 | 0.913353 1990 | -2.407 -2.49835
1991 | -0.09563 | -0.9144 1991 ]| -3.179 -2.60015
1992 | -1.22945 | -2.29717 1992 | -4.40151 | -3.77437
1993 [ -2.20766 | -1.56697 1993 | -1.42325 [ -0.84821
1994 | -3.61827 | -2.71109 1994 | 0.569645 | 1.069362
1995 | 1.749396 | 2.386982 1995 | 0.592742 | 0.892736
1996 | -1.2723 | -1.15573 1996 | 1.940366 | 1.965026
1997 | -0.63893 | 0.311538 1997 | 0.329898 | 0.256971
1998 | 2.430434 | 2.799287 1998 | -1.79526 | -1.86234
1999 | 2.843295 | 2.800809 1999 | 0.028686 | 0.094522
2000 | -0.67688 | 0.058244 2000 | 1.647464 | 0.967834
2001 [ 0.743421 | 1.247168 2001 | 0.230835 [ -0.16294
2002 | -3.40694 | -3.18605 2002 | 0.521515 | -0.2141
2003 | 2.88746 | 2.66943 2003 | 0.985028 | 2.105726
2004 | 2.112462 | 1.886838 2004 | 1.715509 | 0.779236
2005 | 1.838843 | 1.305167 2005 | 3.033574 | 3.009497
2006 | -1.69758 | -1.83006 2006 | 3.971378 | 4.080047
2007 | 0.884609 | 0.745021 2007 | 4.051119 | 3.140128
2008 | -0.10283 | -0.49059 2008 | 1.058707 | 1.223558
2009 | -2.13992 | -1.72389 2009 | -2.94196 | -2.43737
2010 | 0.085824 | 0.027475 2010 | 0.634343 | 0.513645
2011 { -1.97209 | -2.3314 2011 | 0.845892 [ 0.264099
2012 { 0.350327 | 0.394244 2012 | 0.647978 | 1.089589
2013 { -0.40231 | -0.55849 2013 | 0.733859 | -0.43106
2014 | 0.092256 | -0.05565 2014 [ 0.069885 | -0.19785
2015 | 2.239678 | 2.192843 2015 | -0.58285 { -1.22133
2016 2.279398 2016 -1.88308
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Sri Lanka Sudan Tanzania

Year | MFPG MFPG H Year | MFPG MFPG H Year | MFPG MFPG H
1980 . 1980 . 1980 | -3.53266 .
1981 . 0.286755 1981 . -0.54986 1981 | -4.44206 | -5.36456
1982 | -1.71638 | -0.91714 1982 | 6.060234 | 7.972264 1982 | -1.5514 | -2.18167
1983 | -0.55924 | -0.48604 1983 | -3.24534 | -1.76173 1983 | -2.98305 | -3.58446
1984 | -0.0095 | -0.47899 1984 | -7.79303 | -8.55855 1984 | 0.694972 | -0.36838
1985 | 0.505413 | -1.2436 1985 | -7.35223 | -8.45266 1985 | -1.70348 | -2.6319
1986 | -0.0579 | -1.14883 1986 | 2.764984 | 1.671809 1986 | 0.461981 | 1.04246
1987 | -2.46227 | -2.83675 1987 | 0.790193 | -0.28325 1987 | 1.715173 | 2.076026
1988 | -2.21901 | -2.23448 1988 | 0.29655 | -0.84045 1988 | 0.810171 | 0.76332
1989 | -1.99526 | -2.03646 1989 | 6.188884 | 5.231471 1989 | 0.223482 | -0.1314
1990 | 2.259306 | 1.674501 1990 | -9.18529 | -10.3574 1990 | -0.3456 | 0.332298
1991 | -0.29253 | 4.622253 1991 | 5945429 | 4.752951 1991 | -1.62694 | -1.74587
1992 | -0.47194 | -8.15977 1992 | 4.559294 | 3.523946 1992 | -4.98779 | -3.48792
1993 | 1.947128 | 1.297804 1993 | 1.945713 | 1.031662 1993 | -4.20646 | -2.54485
1994 | 0.935098 | 3.256751 1994 | -1.25864 | -2.33342 1994 | -3.1225 -1.9325
1995 | 0.496378 | 0.38796 1995 | 0.964787 | 1.704351 1995 | -0.82582 | 0.106437
1996 | -0.96274 | 5.953083 1996 | 1.47755 | 1.943612 1996 | 0.096887 | 1.691241
1997 } 1.738708 | 5.465929 1997 | 3.874327 | 4.93424 1997 | -1.46151 | 1.766879
1998 | -0.26903 | -7.31644 1998 | -1.27487 | -0.7556 1998 | -1.46815 | 1.558054
1999 | -0.36276 | -1.18493 1999 | -5.82127 [ -3.82407 1999 { 0.853395 | 1.118098
2000 | 0.930913 | 3.016671 2000 | 1.087114 | 1.925469 2000 | 0.546199 | 0.422162
2001 | -6.25451 | -6.11116 2001 | 2.028844 | 2.519021 2001 | 1.817174 | 2.156842
2002 | -0.80953 | -1.56852 2002 | 1.330229 | 2.141232 2002 | 2.687664 | 2.609144
2003 | 1.714313 | 0.677478 2003 | 1.043783 | 2.232432 2003 | 2.133847 | 2.077477
2004 | 0.624781 | -0.73767 2004 | -3.02532 | -1.69429 2004 | 2.406631 | 2.464684
2005 | 1.132689 | 2.067715 2005 | 0.224743 | 1.644087 2005 { 2.456504 | 1.339331
2006 | 2.500795 | 1.990182 2006 | 2.64415 | 4.112176 2006 | -1.33201 | -0.89262
2007 | 1.242089 | 1.305512 2007 | 5.422735 | 6.385895 2007 | 2.28942 | 2.185907
2008 | 0.156526 | -0.28212 2008 | 2.420567 | 3.123304 2008 | -0.3589 | -0.48372
2009 | -1.78759 | -0.99845 2009 | 0.484929 | -0.98737 2009 | -0.67086 | -1.01595
2010 | 2.607437 | 1.657516 2010 | -1.12572 | -0.83948 2010 | 0.286245 | 0.15003
2011 | 3.039025 | 4.007734 2011 | -5.81562 | -5.41074 2011 | 1.733519 | 1.730589
2012 | 3.427865 | 3.926573 2012 | -14.4381 | -16.2355 2012 | -1.02843 | -1.62563
2013 | -2.86457 | -1.56081 2013 | 5.705091 | 5.39861 2013 | 1.73947 | -0.01642
2014 ) -0.9636 | -0.81002 2014 | 1.568854 | 0.603718 2014 | 1.551352 | 0.194868
2015 | -1.2001 -0.56336 2015 | 1.506419 | 0.999094 2015 1.245918
2016 -0.91889 2016 -0.96694 2016 0.97609
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Thailand Tunisia Turkey

Year | MFPG | MFPG H | | Year | MFPG | MFPG H| | Year | MFPG | MFPG H
1980 _ 1980 . 1980 .

1981 . -0.96772 1981 . 2.014555 1981 . -1.96037
1982 | -8.76356 | -0.1381 1982 | -3.18602 | -3.64889 1982 | -0.77825 | 0.656479
1983 | -3.56251 | 2.392975 1983 | 1.951582 | 1.460947 1983 | 0.335679 | -0.43646
1984 | 0.231277 | -2.9307 1984 | 2.62229 | 2.414952 1984 | 1.369189 | 1.031628
1985 | 3.981226 | -1.66959 1985 | 2.493027 | 1.61473 1985 | -1.06386 | 2.89536
1986 | -1.29202 | 0.712576 1986 | -5.02811 | -5.1566 1986 | 3.310249 | 1.731671
1987 | -1.40785 | 3.462313 1987 | 2.576731 | 2.681829 1987 | 5.80962 | 5.055479
1988 | 5.093645 | 6.786728 1988 | -4.42393 | -3.86875 1988 | -1.52815 | 1.055389
1989 | 2.28884 | 4.307561 1989 | -2.84737 | -0.29885 1989 | -3.6421 | -2.97426
1990 | -2.80134 | 3.036954 1990 | 3.554862 | 3.810252 1990 | 4.246758 | 2.066189
1991 | -1.95825 | 2.933592 1991 | -0.31613 | 0.381845 1991 | -2.57888 | -2.79256
1992 | -9.01185 | 2.463295 1992 | 3.549692 | 3.926467 1992 | -0.71729 | 0.036458
1993 | -17.1432 | 1.307421 1993 | -1.74893 | -1.23982 1993 | 4.41623 | 2.279778
1994 | 11.36148 | 2.432607 1994 | -0.7411 | -0.12566 1994 | -1.40788 | -4.15362
1995 | 3.86477 | 1.431447 1995 | -1.61263 | -0.99524 1995 | -1.81816 | -1.83871
1996 | 5.945383 | -0.86467 1996 | 3.072672 | 1.86408 1996 | 1.916804 | 1.116708
1997 | 11.29928 | -8.1955 1997 | 1.389877 | 2.112379 1997 { 2.962461 | 1.103
1998 | -4.82655 | -12.8331 1998 | 0.903094 | 1.558501 1998 | 0.684515 | 1.274871
1999 | -1.56459 | 1.343753 1999 | 2.069618 | 0.970186 1999 | -8.40565 | -9.10745
2000 | -2.79656 | 1.201637 2000 | 0.864377 | -0.59084 2000 | 0.618325 | -0.97676
2001 | -3.5908 | -1.02431 2001 | 0.085745 | 0.751903 2001 | -8.05961 | -8.75903
2002 | -2.81255 | 2.645047 2002 | -2.2919 | -2.38811 2002 | -0.63565 | 0.448129
2003 | 3.18693 | 2.351699 2003 | 0.969881 | 1.351484 2003 | -0.10363 | 0.546493
2004 | 0.114186 | 2.009128 2004 | 2.368262 | 1.426939 2004 | 5395874 | 5.672714
2005 | -0.85139 | -0.79021 2005 | -0.19638 | 1.210764 2005 | 4.576758 | 5.905988
2006 | 1.599738 | 0.749094 2006 | 1.364136 | 1.291672 2006 | 3.42785 | 2.442934
2007 | -0.28271 | 0.531265 2007 | 2.99077 | 1.907196 2007 | 2.155032 | 1.383661
2008 | -0.27151 | -3.47089 2008 | 0.580682 | 0.319826 2008 | -2.39952 | -1.30635
2009 | 1.144175 | -5.64985 2009 | -0.55644 | -0.87699 2009 -9913 | -9.22171
2010 | 1.669431 | 2.873485 2010 | -0.07419 | -1.30514 2010 | 2.531965 | 3.991559
2011 | 2.256215 | -3.78699 2011 | -5.52028 | -5.74674 2011 | 2.31156 | 2.346029
2012 | 2.283591 | 2.312873 2012 | 0.205606 | 1.186776 2012 | -3.56205 | -2.61145
2013 | 1.445448 | -1.71055 2013 | -1.08599 | -1.55098 2013 | 1.894196 | 2.826312
2014 | 3.180229 | -3.18689 2014 | -1.1538 | -1.63498 2014 | -1.34938 | 0.867476
2015 | 1.991431 | 0.74165 2015 | -2.8297 | -2.03765 2015 1.570831
2016 -0.80806 2016 -2.79204 2016 -2.16642
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Venezuela, RB Vietnam Zambia

Year | MFPG MFPG H Year | MFPG MFPG H Year | MFPG MFPG H
1980 . 1980 . 1980 .

1981 . -1.48046 1981 -1.89104 1981 . 3.596707
1982 | 0.86317 | -1.87159 1982 2.389395 1982 | -4.64192 | -5.83934
1983 | -1.95457 | -3.96469 1983 0.135157 1983 | -4.28988 | 4.50671
1984 | 0.293949 | -0.09506 1984 . 3.245957 1984 | -2.67339 | -2.08567
1985 | -3.37545 | -0.02872 1985 | -1.11335 | 0.525453 1985 | -0.06621 | -0.03274
1986 | 1.539925 | 3.674154 1986 | -0.43434 | -1.45057 1986 | -0.51961 | -1.49638
1987 | -1.63165 | 2.364422 1987 | -1.19505 | -1.67347 1987 | 1.274557 | 0.440145
1988 | 0.893371 | 4.230636 1988 | -0.50956 | 0.043549 1988 | 5.190551 | 4.143671
1989 | -12.6438 -9.9324 1989 | 1.750846 | -1.26019 1989 | -2.21806 | -0.49157
1990 | 1.296781 | 3.529913 1990 | -0.51585 | -1.09785 1990 | -1.63489 | 7.907189
1991 | 3.260882 | 7.363398 1991 | 0.530591 | -0.32954 1991 | -1.29424 | -2.75782
1992 | 2.519755 | 5.12605 1992 | 2.957407 | 2.189666 1992 | -3.27117 | 1.072931
1993 | -0.48648 | 0.820893 1993 | 1.810434 | 1.138135 1993 | 4984801 | -0.93311
1994 | 4.27038 -3.344 1994 | 2.046039 | 1.48478 1994 | -10.5236 | -16.245
1995 | 1.168509 | 1.500078 1995 | 2.371186 | 1.926615 1995 | 0.647888 | 1.220702
1996 | -3.01926 | -2.32885 1996 | 2.138574 | 1.715253 1996 | 3.60082 [ 3.931421
1997 | 2.654486 | -0.30571 1997 | 0.681983 | 0.490833 1997 | 2.133635 | 1.277245
1998 | -1.63465 | -5.79486 1998 | -1.97691 -1.9288 1998 | -2.6234 | -3.1162
1999 | -7.48325 | 0.520152 1999 | -2.20015 | -2.0737 1999 | 1.448433 | 1.109612
2000 | 2.307084 | 1.896968 2000 | -0.04161 | -0.35053 2000 | 0.942552 | -0.07389
2001 | -1.14855 | 3.985925 2001 | -1.18045 | -0.17034 2001 | 1.440592 | 0.778751
2002 [ -12.0896 | -11.676 2002 | -0.79921 { -0.95596 2002 | -0.20996 | -0.48147
2003 | -11.1339 | -7.32313 2003 | 0.055224 | 0.354699 2003 | 1.938817 | 1.487311
2004 | 11.18131 | 15.43558 2004 | 0.577354 | 0.982608 2004 | 1.766283 | 0.841333
2005 | 2.926058 | 6.848602 2005 | 0.679647 | 0.326868 2005 | 2.550213 | 1.863691
2006 | 5.468162 | 4.332279 2006 | -0.0612 | 0.067525 2006 | 3.679714 | 2.70289
2007 | 7.815475 | 5.333352 2007 | 0.464594 | 0.537882 2007 | 4.030756 | 3.205708
2008 | 7.506404 | 7.725854 2008 | -1.32819 | -1.16545 2008 | 2.737127 | 2.305863
2009 | -1.52599 | -1.3133 2009 | -1.25472 | -0.56477 2009 | 3.644122 | 3.331879
2010 | -0.77089 | -0.51348 2010 | -0.78791 | 0.330519 2010 | 4.385492 | 4.641478
2011 | 3.507487 | 1.367205 2011 | -0.3998 | -1.21657 2011 | -0.27058 | 0.434481
2012 | 4.603275 | 3.889464 2012 | -1.17787 | -0.70526 20121 0.430119 | 1.758902
2013 | 3.362333 | -0.00012 2013 | -0.77394 | -1.07533 2013 { -3.21311 | -0.21092
2014 -3.73254 2014 | -0.31378 | -0.08032 2014 | -4.06249 | -1.19235
2015 -6.76274 2015 -0.52055 2015 ] -5.314 | -2.95569
2016 -19.4773 2016 0.625353 2016 -5.63309
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Zimbabwe

Year | MFPG | MFPG H
1980 .
1981 | . 3.596707
1982 | 1.482543 | -5.83934
1983 | 0.372236 | -4.50671
1984 | -3.15457 | -2.08567
1985 | 5.284407 | -0.03274
1986 | 0.472538 [ -1.49638
1987 | -0.52042 | 0.440145
1988 | 5.940708 | 4.143671
1989 | 4.116135 | -0.49157
1990 ) 5.77483 | 7.907189
1991 | 4.827868 | -2.75782
1992 | -9.34979 | 1.072931
1993 | -0.14072 | -0.93311
1994 | 7.915292 | -16.245
1995 | -0.13949 | 1.220702
1996 | 8.992852 | 3.931421
1997 | 0.228794 | 1.277245
1998 | 0.238136 | -3.1162
1999 | -2.86429 | 1.109612
2000 | -5.44606 | -0.07389
2001 | 1.715427 | 0.778751
2002 | -9.00031 { -0.48147
2003 | -17.2822 | 1.487311
2004 | -4.59835 | 0.841333
2005 | -6.52931 | 1.863691
2006  -9.25555 | 2.70289
2007 { -5.68069 | 3.205708
2008 | -20.7326 | 2.305863
2009 | 5.23764 | 3.331879
2010 | 1243637 | 4.641478
2011 | 14.51678 | 0.434481
2012 1 12.59843 | 1.758902
2013 | 1.25977 -0.21092
2014 | 0.748668 | -1.19235
2015 | 0.534879 | -2.95569
2016 -5.63309
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Appendix C.

Construction of the Index of Institutional Quality (1Q)

We proxy institutional quality (IQ) with twelve different measures computed using
PCA. These components are government stability (GOVS), investment profile (INVP),
corruption (COR), military in politics (MP), law and order (LO), bureaucracy quality
(BQ), democratic accountability (DA), ethnic tension (ET), socioeconomic conditions
(SEC), intemal conflict (IC), external conflict (EC) and religious tensions (RT). In
order to construct a composite index of IQ, we have applied the PCA. It has been
widely used in various disciplines, particularly in the social science research as a
dimension- reducing tool.

The main objective of applying PCA is to reduce the dimensionality of the dataset
that contains many correlated regressors together with retaining much of the possible
variation and variability. PCA is a useful statistical technique that detects patterns in
the data and then keeping into consideration these patterns reduce the dimensionality
of the dataset. As the main motive is to reduce our set of variables, so it is desirable to
have a criterion for selecting the optimal number of components to be used. The widely
used criterion (that is, Kaiser criterion, known as Latent Root Criterion) is to choose
those components whose eigenvalues are greater than one (Kaiser, 1960; Slesman et

al., 2015).
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Table C1: PCA Results for the Construction of Index of the IQ

Obsljl?\.':tgons No. of Comp. Traces
1610 12 12

oNt}l mber Eigenvalue | Difference | Proportion S’:ll:: :lative I()I:::ulative

Comp.
1 4.23096 2.78719 0.3526 4.23096 0.3526
2 1.44377 .199906 0.1203 5.67473 0.4729
3 1.24387 177557 0.1037 6.9186 0.5765
4 1.06631 .282478 0.0889 7.98491 0.6654
5 .783831 0933074 | 0.0653 8.76741 0.7307
6 .690523 0588198 | 0.0575 9.459264 0.7883
7 .631703 .0788291 0.0526 10.09097 0.8409
8 .552874 127535 0.0461 10.64384 0.8870
9 42534 .0608078 | 0.0354 11.06918 0.9224
10 364532 0771322 | 0.0304 11.43371 0.9528
11 2874 .00850682 | 0.0239 11.72111 0.9768
12 .278893 0.0232 12.00001 1.0000
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Figure C1: Scree Plot of Eigenvalues

This figure shows the eigenvalues on the vertical axis and the number of factors on the
horizontal axis. It shows the scree plots for the sample of selected developing countries
for 1984-2016 period. The elbow in the scree plot shows the points at which the
inclusion of additional factors does not support in explaining the variance of the data
set significantly. It can be seen in Figure C1 that four factors have a large then one or
equal to one eigenvalue and explain a relatively large part of the variance contained in
all indicators. The other factors have a lower eigenvalue and explain a relatively lesser
part of the variance contained in all indicators. However, the scree plot technique
involves somehow subjectivity if clear elbow does not appear in the curve.

Scree plot of eigenvalues after pca

3
1

Eigenvalues
2
1

[,

Number

Source: Author’s Own Construction

When we apply PCA it is required to determine the number of components or factors
to retain. The scree test, a graphical strategy suggested by Cattell (1966) is widely used
for this purpose. It plots the eigenvalues against the number of components or factors
and check the shape of the resultant curve to detect the point at which the curve changes
drastically or having an elbow in it. This point on the curve indicates the maximum

number of components to retain.
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Construction of the Index of Information and communications technology (ICT)
or ICT infrastructure (INFRA)

The PCA, which is a form of factor analysis has been used to estimates linear
combinations of the three underlying variables of ICT or ICT infrastructure namely
Mobile cellular subscriptions (per 100 people), Fixed telephone subscriptions (per 100

people) and Fixed broadband subscriptions (per 100 people).

Table C3: PCA Results for the Construction of Index of ICT

No. of
Observations No. of Comp. Traces
634 3 3
Number . . . Cumulative | Cumulative
of Eigenvalue | Difference | Proportion
C Value Prop
omp.
1 2.00151 1.28906 0.6672 2.00151 0.6672
2 712454 426417 0.2375 2.713964 0.9047
3 286037 : 0.0953 3 1.0000

Table C4: PCA Results for the Construction of Index of ICT Principal
Components (Eigenvectors/Loadings)

Variable PC1 PC2 PC3
MOB 0.5599 -0.6427 0.5229
TELS 0.5207 0.7638 0.3813
BBS 0.6445 -0.0588 -0.7624

Notes: MOB is Mobile cellular subscriptions (per 100 people), TELS is Fixed
telephone subscriptions (per 100 people) and BBS is Fixed broadband subscriptions
(per 100 people).
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Figure C2: Scree Plot of Eigenvalues

This figure shows the eigenvalues on the vertical axis and the number of factors on the
horizontal axis. It shows the scree plots for the sample of developing countries over the
period of 1980-2016. The elbow in the scree plot shows the points at which the
inclusion of additional factors does not support in explaining the variance of the data
set significantly. Figure C2 shows that two factors have a large eigenvalue and explain
a relatively large part of the variance contained in all three indicators. These two
components explain 90 % of the variation in the data. Thus, according to the scree test
suggested by Cattell, (1966) two factors are appropriate.

Scree plot of eigenvalues after pca

Eigenvalues
1
] 1

Number

Source: Author’s Own Construction
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Figure C3: Top three Innovation Economies by Region and Income Group
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Appendix D.

Table D1: Results of Hausman Test

—coefficients -
() (B) (b-B) | sqrt(diag(V_b -V_B))
FE RE Difference S.E.
INV 0.970 0.020 -0.950 0.303
GSIZE | -1.937 -0.406 -1.531 0.389
INF -0.000 -0.000 -0.000 .0.000
DGDP | -0.0189 | -0.035 -0.155 0.130
PRIV -0.967 -0.613 -.354 0.182
IQ 1.790 1.866 -0.097 0.282

b = consistent under Ho and Ha; obtained from xtreg

B = inconsistent under Ha, efficient under Ho; obtained from xtreg

Test: Ho: difference in coefficients not systematic

chi2(5) = (b-B)'[(V_b-V_B)*(-1)](b-B)

24.74

Prob>chi2=  0.000

(V_b-V_B is not positive definite)
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Table D2: Regression Results of MFPG (F ixed Effect Model): 5-YEARS AVERAGES

Dep. Var.
MFPG (1) 2) 3) ) ) () 0)
HC 4.683%%% [ 4587**% | 4.681** | 4.688%** | 4237** 3.700* 3.365*
(0.009) (0.013) (0.013) [ (0.006) (0.034) (0.083) (0.096)
INV 1.398** 1.292 1.396* 1.357%* 1.460** 1.306* 1.727**
(0.041) (0.123) (0.057) (0.047) (0.034) (0.057) (0.017)
GSIZE -1.588%* | -1.631** | -1.589** | -1.666** | -1.607** | -1.606** -1.559**
(0.046) (0.044) (0.048) (0.033) (0.045) (0.040) (0.037)
DGDP -0.430* | -0.448* | -0.430* -0.373 -0.457* -0.366 -0.402*
(0.089) | (0.083) (0.090) (0.142) (0.069) (0.158) (0.093)
INF 0.001*** | 0.001*** | 0.001*** | 0.001*** | -0.001*** | -0.001*** | -0.002***
(0.000) | (0.000) (0.000) (0.000) (0.000) (0.000) (0.008)
IQ 1.854** | 1.803** | 1.852** | 1.700** 1.784** 1.911** 1.630*
(0.022) (0.029) (0.022) (0.041) (0.033) (0.022) (0.055)
REM 0.277** | 0.268** | 0.277** | 0.301** | 0.270** 0.250* 0.158
(0.029) (0.038) (0.031) (0.017) (0.039) (0.069) (0.314)
CO2 1.389%** | 1.406%%* | 1.389%** | 1.302%** | _-1.306*** | .].573%** -0.853
(0.007) (0.005) (0.006) (0.008) (0.006) (0.007) (0.186)
OPEN 0.244
(0.714)
MTRADE 0.005
(0.992)
ECI -1.054
(0.221)
POPG -0.183
(0.606)
ICT 0.114
(0.437)
PRIV -0.278
(0.382)
CONSTANT | 5.349 5.321 5.344 6.105 6.327 6.092 1.298
(0.263) (0.268) 0.277) (0.224) 0.197) (0.205) (0.838)
Observations 284 284 284 283 284 284 280
Countries 48 48 48 48 48 48 47
R-squared 0.213 0.214 0.213 0.222 0.214 0.215 0.179
Wald
Statistics 12.77 11.51 11.32 12.43 12.25 12.04 4.30
P Value 0.000 0.000 0.000 0.000 0.000 0.000 0.000
(24.74)
Hausman Test
P Value 0.0002) e

Notes: As for Table 5.1
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Table D3: Regression Results of MFPG_H (Fixed Effect Model):

S-YEARS AVERAGES

Dep. Var.

MFPG H (0] @) 3) @) (6] 6 U]
Initial level -0.194** | -0.192%* | -0.198** | -0.193** | -0.193** | -0.198** | -0.202**
of MFPG_H (0.019) (0.019) (0.016) (0.022) (0.020) (0.014) (0.012)
FDI 0.356** 0.352** 0.273* 0.362** 0.379%* | 0.400%** | 0.399***

(0.011) (0.014) (0.074) (0.018) (0.015) (0.006) (0.008)
GSIZE -1.717* -1.765* -1.711* -1.700* -1.697* | -1.753*%* | -1.766**

(0.056) (0.051) (0.055) (0.064) (0.064) (0.047) (0.046)
INF -1.249%* | -1.247%*% | -1.188%* | -1.254** | .1250%% | _124]1%* | -]1.288**

(0.022) (0.021) (0.025) (0.021) (0.021) (0.020) (0.021)
CO2 -1.569%** [ -1.524%%* | 2 326%%* | 1.539%%* | ] 483%** | ] 343%** [ _] 205*

(0.000) (0.002) (0.004) (0.003) (0.002) (0.005) (0.068)
DGDP -1.282%% | -1.264%* | -1.185%* | -1.274%* | -1.274%* | -1.217*%* | -1.261**

(0.016) (0.017) (0.027) (0.022) (0.017) (0.022) (0.016)
IQ 2.171** 2.173*+ 2.501** 2.176** 2.162** 2.240%* 2.022%

(0.029) (0.033) (0.024) (0.029) (0.026) (0.025) (0.053)
ECI 0.018

(0.986)
ICT 0.207
(0.168)
OPEN -0.135
(0.858)
MTRADE -0.375
(0.576)
POPG 0.458
0.214)
ADR 1.473
(0.385)

Constant 21.642%** | 21.104%** | 24.523%** | 21 807*** | 22.164*** | 17.967** | 12.422

(0.005) (0.006) (0.002) (0.003) (0.003) (0.030) (0.347)
Observations 262 261 262 262 262 262 262
R-squared 0.278 0.277 0.286 0.278 0.279 0.284 0.282
Wald
Statistics 5.53 4.83 5.04 4.95 4.91 4.88 5.36
P Value 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Countries 48 48 48 48 48 48 48

Notes: As for Table 5.1
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Table D4: A Priori Expectations for the Explanatory and Control Variables used
in the Regression Analysis

Variable Priori | Yearly Rationale 5 Years Rationale
Sign data sign / averages sign /
outcome outcome
INV +ve +ve Consistent with +ve Consistent with
a priori expectations a priori expectations
GSIZE -ve -ve Consistent with -ve Consistent with
a priori expectations a priori expectations
INF -ve -ve Consistent with -ve Consistent with
a priori expectations a priori expectations
GDPG -ve -ve Consistent with -ve Consistent with
a priori expectations a priori expectations
PRIV +ve -ve Most of the people in -ve Most of the people in
developing nations developing nations are
are still lagging in the still lagging in the
adoption of financial adoption of financial
products and services. products and services.
The inadequate The inadequate
financial services financial services
coupled with coupled with
underdeveloped underdeveloped
financial sector lead financial sector lead
towards a lower towards a lower
industrial value-added industrial value-added
and hence and hence productivity
productivity growth. growth. This finding
This finding is in line is in line with one of
with one of the recent the recent empirical
empirical attempts by attempts by Akinlo et.
Akinlo et. al. (2021) al. (2021)
HC +ve -ve There are some cross- +ve Consistent with
section and panel data a priori expectations
evidence which show
either insignificant or
significant and negative
impact of HC on output
growth and TFP growth
(among others see
Knight et al., 1993;
Benhabib and Spiegel,
1994; Hamilton and
Monteagudo, 1998;
Pritchett, 2001; and
Freire-Seren, 2001). So,
this finding is also
consistent with existing
empirical literature.
1Q +ve +ve Consistent with +ve Consistent with
a priori expectations a priori expectations
MTRADE +ve +ve Consistent with +ve Consistent with
a priori expectations a priori expectations
Cont.....
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Table D4: A Priori Expectations for the Explanatory and Control Variables used in

the Regression Analysis

Variable Priori Yearly data | Rationale 5 Years Rationale
Sign sign / averages sign /
outcome outcome

OPEN +ve +ve /-ve The empirical evidence +ve /-ve The empirical evidence
on productivity growth on productivity growth
effects of OPEN remains effects of OPEN remains
rather mixed. rather mixed.
Nevertheless, most of Nevertheless, most of the
the empirical attempts empirical attempts find a
find a positive positive significant
significant impact of impact of OPEN on
OPEN on growth. (See growth, (See for
for example, Keefer and example, Keefer and
Knack, 1995; Edwards, Knack, 1995; Edwards,
1998; Hall and Jones, 1998; Hall and Jones,
1999; Miller  and 1999; Miller and
Upadhyay, 2000; Upadhyay, 2000; Rodrik,
Rodrik, 2001; and 2001; and Alcala and
Alcala and Ciccone, Ciccone, 2004).
2004). Edwards (1998) argues
Edwards (1998) argues that more open countries
that more open countries experienced faster
experienced faster productivity growth.
productivity growth. Similarly, Miller and
Similarly, Miller and Upadhyay (2000) find a
Upadhyay (2000) find a positive significant
positive significant impact of OPEN on
impact of OPEN on productivity growth.
productivity growth, Contrarily,  Rodriguez
Contrarily, Rodriguez and Rodrik (2000) do not
and Rodrik (2000) do find a significant and
not find a significant and robust impact of OPEN
robust impact of OPEN on growth.
on growth,

FDI +ve +ve Consistent with +ve Consistent with
a priori expectations a priori expectations

REM +ve -ve The possible reason +ve Consistent with
might be that a priori expectations
remittances are mainly
devoted to daily
consumption needs and
altruistic motives.

ICT +ve +ve Consistent with +ve Consistent with
a priori expectations a priori expectations

Cco2 -ve -ve Consistent with -ve Consistent with
a priori expectations a priori expectations

ADR -ve -ve Consistent with N/A N/A
a priori expectations

ECI +ve -ve Negative but +ve Consistent with
insignificant a priori expectations

POPG -ve +ve /-ve In most of the cases, -ve Consistent with
consistent with a priori expectations
a prioni expectations
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Appendix E.

Table E1: Direct, Indirect and Conditional Effects of Public Debt on MFPG

(5-YEAR AVERAGES)
Dependent ) )
Variables Baseline Model Final Model
INV, MFPG (4)) ) A3) “@)
INV MFPG INV MFPG
Initial level of -0.075%** -0.132%**
MFP
(0.000) (0.000)
DGDP 0.414%*= -0.343%%% 0.037%** -2.496***
(0.000) (0.000) (0.003) (0.000)
INV 0.934%** 5.773%**
(0.000) (0.000)
DGDP*INV 0.709%**
(0.000)
HC -6.198***
(0.000)
1Q 3.040%**
(0.000)
OPEN 1.070%**
(0.000)
PRIV -0.871%**
(0.000)
GSIZE -1.700%**
(0.000)
INF -0.936***
(0.000)
ICT 0.217%%*
(0.000)
POPG -0.387***
(0.001)
RPCGDP 0.180%**
(0.000)
Indirect Effects of Public Debt on MFPG (5-YEAR AVERAGES)
Investment (INV) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) 0.215%** 0.068 0.362
(0.004)
Conditional Effects of Public Debt on MFPG (5-YEAR AVERAGES)
Investment (INV) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 0.493%**
(25th percentile) (0.005) 0.148 0.837
Average level of IQ 0.525%*

(50th percentile) (0.005) 0.155 0.895

High level of IQ 0.555%*

(75th percentile) (0.006) 0.161 0.949
Observations 267 267 260 260
Countries 49 49 49 49
Notes: As for Table 6.1. DGDP*INV is the interaction of public debt and investment. RPCGDP is the Real
GDP per capita.

280




Table E2: Direct, Indirect and Conditional Effects of Public Debt on MFPG_H

(5-YEAR AVERAGES)
Dependent (4)) )
Variables Baseline Model Final Model
INV, MFPG H 0 @ 6] @)
B INV MFPG _H INV MFPG H
Initial level of -0.063*%** -0.184%**
MFP _H (0.000) (0.000)
DGDP 0.736%*+* -0.550*** 0.42]1**+* -2.134%**
(0.000) (0.000) (0.000) (0.000)
INV -0.815%** -2.348%**
(0.000) (0.000)
DGDP*INV 0.407%**
(0.000)
PRIV -0.448%**
(0.000)
GSIZE 0.118%**
(0.004)
OPEN 0.816%**
(0.000)
ECI 1.244%**
(0.000)
IQ 2.466%**
(0.000)
INF -0.637%**
{0.000)
POPG -0.150%**
(0.000)
CO2pPC -0.414%**
(0.000)
RPCGDP 0.196%**
(0.000)
Indirect Effects of Public Debt on MFPG_H
(5-YEAR AVERAGES)
Investment (INV) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) -0.989***
(0.000) -1.279 -0.699
Conditional Effects of Public Debt on MFPG_H
(5-YEAR AVERAGES)
Investment (INV) Conditional
{Moderator Variable) Effects 95% Confidence Interval
Low level of INV 0.814***
(25th percentile) (0.000) 0.548 1.081
Average level of INV 1.024%++
(50th percentile) (0.000) 0.695 1.353
High level of INV 1.221**

(75th percentile) (0.000) 0.833 1608
Observations 273 273 263 263
Countries 49 49 49 49
Notes: As for Table 6.1. DGDP*INV is the interaction of public debt and investment. RPCGDP
is the Real GDP per capita.
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Table E3: Direct, Indirect and Conditional Effects of Human Capital On MFPG
(5-YEAR AVERAGES)

Dependent ) )
Variables Baseline Model Final Model
IQ, MFPG (1) (2) 3 “)
1Q MFPG 1Q MFPG
Initial level of 0.021 -0.169***
MFP
(0.421) (0.000)
HC 0.696*** 1.476*%** 1.843%** -1.280**
(0.000) (0.000) {0.000) (0.015)
1Q 0.564*** 1.579%**
(0.000) (0.000)
HC*IQ 0.291**
(0.018)
GSIZE -0.587%**
(0.000)
INV 0.728**+
(0.000)
OPEN 0.247*%**
(0.000)
PRIV 0.565***
(0.000)
INF -0.671%**
(0.000)
M2 -1.899%**
(0.000)
ICT 0.115%**
(0.000)
POPG 0.197***
(0.000)
FDI 0.295%**
{0.000)
GDPG 0.035*
(0.085)
Indirect Effects of Human Capital on MFPG (5-YEAR AVERAGES)
Institutional Quality (IQ) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) 2911%s 2.338 3.484
(0.000)
Conditional Effects of Human Capital on MFPG (5-YEAR AVERAGES)
Institutional Quality (IQ) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 3.850%**
(25th percentilc) (0.000) 2726 4.992
Average level of 1IQ 4.399***

(50th percentile) (0.000) 2.823 3975

High level of IQ 4.874*%*

(75th percentile) (0.000) 2.891 6.857
Observations 286 286 255 255
Countries 49 49 49 49
Notes: As for Table 6.1. HC*IQ is the interaction of HC and institutional quality. GDPG is the
GDP growth,
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Table E4: Direct, Indirect and Conditional Effects of Institutional Quality

on MFPG (5-YEAR AVERAGES)
Dependent ) Q)
Variables Baseline Model Final Model
1) ) (3) )
OPEN, MFPG OPEN MFPG OPEN MFPG
Initial level of MFP -0.580*** -0.090**+*
(0.000) (0.000)
1Q 0.961*** 1.100%** -0.799%*+ 1.695%**
(0.000) (0.000) (0.000) (0.000)
OPEN -1.090*** 0.110
(0.000) (0.161)
IQ*OPEN 0.102%**
(0.000)
HC -0.852%**
(0.000)
PRIV 0.068***
(0.000)
GOV -0.493%**
(0.000)
INV 0.118%**
(0.001)
DGDP -0.13[***
(0.000)
M2 -1.379%**
(0.000)
INF -0.83 [ ***
(0.000)
ECI 0.603***
(0.000)
ICT 0.275%**
(0.000)
POPG -0.180%**
(0.000)
MTRADE 1.974%%x
(0.000)
Indirect Effects of Institutional Quality on MFPG (5-YEAR AVERAGES)
Trade Openness (OPEN) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) -0.088 -0.213 0.037
(0.16%9)
Conditional Effects of Institutional Quality on MFPG (5-YEAR AVERAGES)
Trade Openness (OPEN) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of OPEN -1.316%**
(25th percentile) (0.000) -1.803 -0.830
Average level of OPEN -1.442%**
(50th percentile) (0.000) -1.983 -0.900
High level of OPEN -1.582%*+
(75th percentile) (0.000) -2.186 -0.977
Observations 278 278 263 263
Countries 49 49 49 49

Notes: As for Table 6.1. IQ*OPEN is the interaction of institutional quality and trade openness.
MTRADE is ratio of merchandise trade to GDP.
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Table E5: Direct, Indirect and Conditional Effects of Institutional Quality on
MFPG_H (5-YEAR AVERAGES)

Dependent 1 2
Variables Baseline Model Final Model
@ 2 3) “
OPEN, MFPG H OPEN MFPG_H OPEN MFPG H
Initial level of -0.10] *** -0.219%**
MFP-H (0.000) (0.000)
1Q -1.882%** 3171 %** 0.144%** 2.641%**
(0.000) (0.000) (0.000) (0.000)
OPEN -0.306*** -1.430%*
(0.000) (0.036)
1Q*OPEN 0.782%**
(0.000)
INV 1.47]%**
(0.001)
PRIV 1.744%**
(0.000)
GSIZE 0.729*
(0.054)
DGDP -0.84 ] ***
(0.000)
INF -1.123%**
(0.000)
M2 -5.657***
(0.000)
CcOo2pC -0.611***
(0.000)
POPG -0.074
(0.582)
MTRADE 0.930%**
(0.000)
REM 0.028%**
(0.000)
Indirect Effects of Institutional Quality on MFPG
(5-YEAR AVERAGES)
Indirect
Trade Openness (OPEN) Effects 95% Confidence Interval
(Mediator or Channel Variable) -0.205** -0.400 -0.011
(0.038)
Conditional Effects of Institutional Quality on MFPG
(5-YEAR AVERAGES)
Trade Openness (OPEN) Conditional
{Moderator Variable) Effects 95% Confidence Interval
Low level of OPEN 1.462%%*
(25th percentile) (0.000) 0.910 2014
Average level of OPEN 1.655%**
(50th percentile) (0.000) 1.021 2.290
High level of OPEN 1.843%xx*
(75th percentile) (0.000) 1127 2.558
Observations 278 278 254 254
Countries 49 49 49 49

Notes: As for Table 6.1. IQ*OPEN is the interaction of institutional quality and trade openness.
MTRADE is ratio of merchandise trade to GDP.
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Table E6: Direct, Indirect and Conditional Effects of Openness on MFPG

(5-YEAR AVERAGES)
Dependent 1) @
Variables Baseline Model Final Model
o (2) 3) (4)
1Q, MFPG 1Q MFPG 1Q MFPG
Initial level of MFP -1.334%** -0.106%**
(0.000) (0.000)
OPEN 0.122%** -3.136%** 0.699*** -0.420%**
(0.000) (0.000) (0.000) (0.000)
1Q 4.207%** 0.375%**
(0.000) (0.000)
OPEN*IQ 0.237%**
(0.000)
HC -0.844%**
(0.000)
PRIV -0.583%**
(0.000)
GSIZE 0.014
(0.716)
INV 0.482%**
(0.000)
DGDP -0.052+**
(0.004)
INF -0.853%**
(0.000)
ECI 0.588***
(0.000)
ICT 0.210%**
(0.000)
CcOo2pPC -0.031*
(0.063)
POPG -0.145%**
(0.000)
RPCGDP 0.154***
(0.000)
Indirect Effects of Openness on MFPG (5-YEAR AVERAGES)
Institutional Quality (1Q) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) 0.262%** 0.170 0.354
(0.000)
Conditional Effects of Openness on MFPG (5-YEAR AVERAGES)
Institutional Quality (1Q) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 2.759%**
(25th percentile) (0.000) 2.023 3.496
Average level of IQ 3.013%*%*
(50th percentile) (0.000) 2.206 3.821
High level of IQ 3.299%**
(75th percentile) (0.000) 240 4.185
Observations 278 278 263 263
Countries 49 49 49 49

Notes: As for Table 6.1. OPEN *IQ is the interaction of trade openness and institutional quality.
RPCGDP is the real per capita GDP.
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Table E7: Direct, Indirect and Conditional Effects of Openness on MFP_H
(5-YEAR AVERAGES)

Dependent ) 2)
Variables Baseline Model Final Model
@ (2) )] “)
1Q, MFPG H 1Q MFPG_H 1Q MFPG H
Initial level of -0.060*** -0.266***
MFP-H {0.000) (0.000)
OPEN -0.430*** -0.249%** 0.110%** -2.256***
(0.000) (0.000) (0.000) (0.002)
1Q 1.711**# 2.123%*>
(0.000) (0.000)
OPEN*IQ 1.094 **+
(0.000)
PRIV 1.318%**
(0.000)
GSIZE 0.266*** 0.969***
(0.000) (0.004)
DGDP 2.064%*+*
(0.000)
INF -0.453%+
(0.009)
M2 -3.320%**
(0.000)
EC1 1.539%**
(0.000)
POPG 0.449%*+
(0.000)
coz2pC -0.653***
(0.000)
FDI 0.032%**
(0.000)
Indirect Effects of Openness on MFPG_H
(5~-YEAR AVERAGES)
Indirect
Institutional Quality (1Q) Effects 95% Confidence Interval
(Mediator or Channel Variable) 0.233%%*
(0.000) 0.118 0.349
Conditional Effects of Openness on MFPG_H
(5-YEAR AVERAGES)
Institutional Quality (IQ) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 1.992%*+
(25th percentile) (0.000) 1219 2.764
Average level of IQ 2.188%**
(50th percentile) (0.000) 1334 3.042
High level of IQ 2.373%*x
(75th percentile) (0.000) 1442 3.305
Observations 2856 285 254 254
Countries 49 49 49 49

Notes: As for Table 6.1. IQ*OPEN is the interaction of institutional quality and trade
openness. MTRADE is ratio of merchandise trade to GDP.
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Table E8: Direct, Indirect and Conditional Effects of Investment on MFPG

(5-YEAR AVERAGES)
Dependent () @)
Variables Baseline Model Final Model
(0)) ) 3) )
DGDP, MFPG DGDP MFPG DGDP MFPG
Initial level of -0.042%** -0.089%**
MFP
{0.000) (0.000)
INV 1.260*** 0.632%** 0.838*** 0.837***
(0.000) (0.000) (0.000) (0.000)
DGDP 0.441%** 0.288**
(0.000) (0.022)
INV*DGDP -0.128%**
(0.005)
HC 0.247
(0.109)
1Q 0.768***
(0.000)
GSIZE 0.629*** -0.474***
(0.000) (0.000)
FDI 0.373%**
(0.000)
ICT 0.070%**
(0.000)
M2 -0.979***
(0.000)
INF -0.562***
(0.000)
POPG 0.158%**
(0.000)
GDPG -0.077%**
(0.001)
Indirect Effects of Investment on MFPG (5-YEAR AVERAGES)
Public Debt (DGDP) Indix(‘)ezc‘t1 ﬁ{futs 95% Confidence Interval
(Mediator or Channel Variable) (b. 031) 0.022 0.461
Conditional Effects of Investment on MFPG (5-YEAR AVERAGES)
Public Debt (DGDP) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Public Debt -0.884**
(25th percentile) (0.008) -1.540 0227
Average level of Public Debt -1.015**
(50th percentile) (0.009) 1772 -0258
High level of Public Debt -1.137**
(75th percentile) (0.009) -1.988 -0.286
Observations 267 267 251 251
Countries 49 49 49 49

RPCGDP is the real per capita GDP.

Notes: As for Table 6.1. OPEN *IQ is the interaction of trade openness and institutional quality.
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Table E9: Direct, Indirect and Conditional Effects of Investment on MFPG_H
(5-YEAR AVERAGES)

Dependent 4)) )
Variables Baseline Model Final Model
0 @ 8) @
DGDP, MFPG H DGDP MFPG DGDP MFPG
Initial level of -0.069*** -0.131%**
MFP-H (0.000) (0.000)
INV 1.314%** 0.885%** 1.176%** 1.264%*+
(0.000) (0.000) {0.000) (0.000)
DGDP -0.614** -0.259**
(0.000) (0.031)
INV*DGDP -0.133%*+
(0.003)
PRIV -0.139%*
(0.018)
OPEN 0.138**
(0.028)
IQ 1.008***
{(0.000)
ICT 0.079%%*
(0.000)
M2 -0.668***
(0.000)
INF -0.927%**
(0.000)
CcO2 -0.060***
(0.004)
GDPG -0.148%**
(0.000)
GSIZE 0.442%*+*
(0.007)
Indirect Effects of Investment on MFPG_H
(5-YEAR AVERAGES)
Public Debt (DGDP) Indirect Egects 95% Confidence Interval
(Mediator or Channel Variable) -0.305 -0.584 -0.026
(0.032)
Conditional Effects of Investment on MFPG_H
(5-YEAR AVERAGES)
Public Debt (DGDP) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Public Debt -1.948**
(25th percentile) (0.000) -2.867 -1.029
Average level of Public Debt -2.139%*
(50th percentile) (0.000) -3.189 1089
High level of Public Debt -2.318%*

(75th percentile) (0.009) 3491 1145
Observations 273 273 267 267
Countries 49 49 49 49
Notes: As for Table 6.1. OPEN *IQ is the interaction of trade openness and institutional quality.
RPCGDP is the real per capita GDP.
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Table E10: Direct, Indirect and Conditional Effects of Openness on MFPG

(5-YEAR AVERAGES)
Dependent @ )
Variables Baseline Model Final Model
1 @ 3 )
ECI, MFPG ECI MFPG ECI MFPG
Initial level of -0.100*** -0.108**
MFP
(0.000) (0.045)
OPEN 0.321*** 0.427%** 0.109*** 3.384%**
(0.000) (0.000) (0.000) (0.000)
ECI 2.003%** 9.593%**
(0.000) (0.000)
OPEN*ECI -0.708*** -2.412%**
(0.000) (0.000)
ICT 0.033%** 0.127*
(0.000) (0.059)
HC -3.651%**
(0.000)
INF -1.060***
(0.000)
M2 -3.480%**
(0.000)
LDGDP -1.001%**
(0.000)
PRIV 0.762%**
(0.009)
IQ 2.066***
(0.000)
POPG -1.290%**
(0.000)
Indirect Effects of Openness on MFP Growth (5-YEAR AVERAGES)
. Indirect Effects 95% Confidence Interval
) Innovation (ECI) ) 1.048%**
(Mediator or Channel Variable) (0.000) 0.574 1.522
Conditional Effects of Openness on MFP Growth (5-YEAR AVERAGES)
ECI Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Innovation 0.336%**
(25th percentile) (0.000) 0.158 0.514
Average level of Innovation %100844: 0014 0.220
(50th percentile) (0.084) 0. :
High level of Innovation -0.094
(75th percentile) (0.144) -0.220 0.032
Observations 277 277 270 270
Countries 49 49 49 49

Notes: As for Table 6.1. OPEN *ECI is the interaction of trade openness and economic

complexity index used as a proxy for innovation capacity.
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Table E11: Direct, Indirect and Conditional Effects of Openness on MFPG_H

(5-YEAR AVERAGES)
Dependent ey ?)
Variables Baseline Model Final Model
1 2) 3) “)
ECI, MFPG H ECI MFPG_H ECI MFPG_H
Initial level of -0.206*** -0.103***
MFP-H (0.000) (0.000)
OPEN 0.095%** -0.691*** -0.336*%** 1.183%*+*
(0.000) (0.000) (0.005) (0.000)
ECI 4.228%** 4.674%**
(0.000) (0.000)
OPEN*ECI -1 118
(0.000)
INV 0.496***
(0.000)
GSIZE -0.226***
(0.000)
ICT -0.016 0.148***
(0.551) (0.000)
INF -0.945%**
(0.000)
M2 -0.865*%*+*
(0.000)
PRIV 0.024
(0.201)
POPG -0.201 ***
(0.000)
CcO2? -0.08 1 ***
(0.000)
| (0] 0.336%*
(0.047)
RPCGDP 0.123*
(0.052)
Indirect Effects of Openness on MFPG_H
(5-YEAR AVERAGES)
Innovation (ECI) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) -1.570**
(0.005) -2.666 -0.475
Conditional Effects of Openness on MFPG_H
(5-YEAR AVERAGES)
ECI Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Innovation -0.555**
(25th percentile) (0.005) -0.943 -0.168
Average level of Innovation -0.225**
(50th percentile) (0.005) 0382 -0.067
High level of Innovation 0.056**
(75th percentile) (0.020) 0.009 0.105
Observations 284 284 267 267
Countries 49 49 49 49

Notes: As for Table 6.1. OPEN *ECI is the interaction of trade openness and economic complexity index
used as a proxy for innovation capacity. RPCGDP is the real per capita GDP.
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Table E12: Direct, Indirect and Conditional Effects of Public Debt on MFPG

(Demeaned Data)
Dependent 1) 2)
Variables Baseline Model Final Model
INV, MFPG 0] @ 6] @
INV MFPG INV MFPG
C_DGDP -0.092 -0.572%** -0.117%** -0.560***
(0.351) (0.000) (0.000) (0.000)
C_INV 2.968*** 4.053%**
(0.000) (0.000)
C_DGDP*INV 2.952%**
(0.000)
C_HC -2.857%**
(0.000)
C_OPEN 3.295%++
(0.000)
C_PRIV -2.209***
(0.000)
C_INF -1.469%*%
_(0.000)
CIQ 2.028***
(0.000)
C_M2 0.190**+ -2.828 %+
(0.000) (0.000)
C_POPG -0.415%**
(0.001)
C_REM 0.030%*+*
(0.000)
C_RPCGDP 0.114%**
(0.000)
Indirect Effects of Public Debt on MFPG (Demeaned Data)
Investment (INV) Indi(;'zc;;?;ects 95%6Conﬁdence Inte4r0val
(Mediator or Channel Variable) ) (O. 000) 0.54 -0.405
Conditional Effects of Public Debt on MFPG (Demeaned Data)
Investment (INV) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of INV -0.460***
(25th percentile) (0.000) -0.529 -0.392
Average level of INV -0.474***
(50th percentile) (0.000) 0.544 -0.404
High level of INV -0.481***
(75th percentile) (0.000) -0.551 -0.410
Observations 1,419 1,419 1,207 1,207
Countries 49 49 49 49

Notes: As for Table 6.1. C_ DGDP*INV is the interaction of public debt and investment. C
RPCGDP is the Real GDP per capita.
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Table E13: Direct, Indirect and Conditional Effects of Public Debt on MFPG_H

(Demeaned Data)
Dependent ) )
Variables Baseline Model Final Model
INV, MFPG_H ¢)) @ (€)) @
INV MFPG H INV MFPG H
C_DGDP -0.044%** -0.406*** -0.086*** -1.242%**
(0.000) (0.000) (0.000) (0.000)
C_INV 2.512%%* 5.052%*#
(0.000) (0.000)
C_DGDP*INV 3.060%**
(0.000)
C_OPEN 1.683***
(0.000)
C_PRIV -2.164%**
(0.000)
C_INF -1.294%**
(0.000)
cIQ 3.068%+
(0.000)
Cc_M2 0.216%** -3.280%**
(0.000) (0.000)
C_POPG -0.026
(0.802)
C_REM 0.020***
(0.000)
C_RPCGDP 0.149***
(0.000)
C_DGDP -0.086*** -1.242%%*
(0.000) (0.000)
Indirect of Public Debt on MFPG_H
‘Demeaned Data)
Investment (INV) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) -0.436%* -0.504 -0.368
(0.000)
Conditional Effects of Public Debt on MFPG
emeaned Data)
Investment (INV) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of INV -0.424 %%+
(25th percentile) (0.000) -0.490 -0-358
Average level of INV -0.434 %%+
(50th percentile) (0.000) 0.502 -0.367
High level of INV -0.440%*+*
(75th percentile) (0.000) -0.508 0372
Observations 1,464 1,464 1,207 1,207
Countries 49 49 49 49

Notes: As for Table 6.1. C_ DGDP*INV is the interaction of public debt and investment. C_ RPCGDP is
the Real GDP per capita.
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Table E14: Direct, Indirect and Conditional Effects of Human Capital on MFPG

«*

(Demeaned Data)
Dependent @ )
Variables Baseline Model Final Model
1Q, MFPG m @ 3 @
IQ MFPG 1Q MFPG
C HC -3.120%** 2.800%** 1.115%** 0.918%**
(0.000) (0.000) (0.002) (0.000)
C_IQ 3.358%** 2.504***
(0.000) (0.000)
C_HC*IQ 13.726***
(0.000)
C_INV 2.754%**
(0.000)
C_OPEN 1.883%**
(0.000)
C_PRIV 20.541%%%
(0.000)
C_GSIZE -1.230***
(0.000)
C_ M2 -3.644% %>
(0.000)
C_ECI 0.785%**
(0.000)
C_ICT 0.197***
(0.000)
C_CO2PC 1.477%**
(0.000)
C_POPG 0.566***
(0.000)
Indirect Effects of Human Capital on MFPG (Demeaned Data)
Institutional Quality (IQ) Indirect I;I{f:cts 95% Confidence Interval
(Mediator or Channel Variable) 2.793 1012 4.573
(0.002)
Conditional Effects of Human Capital on MFPG (Demeaned Data)
Institutional Quality (IQ) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 2.797%**
(25th percentile) (0.002) 1.014 4.580
Average level of IQ 2.890%*+*
(50th percentile) (0.002) 1.048 4.732
High level of IQ 3.032%+*
(75th percentile) (0.002) 1.099 4.965
Observations 1,483 1,483 1,301 1,301
Countries 49 49 49 49

Notes: As for Table 6.1. C_ HC*IQ is the interaction of HC and institutional quality. C_ GDPG is the GDP
growth.
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Table E15: Direct, Indirect and Conditional Effects of Institutional Quality on

MFPG (Demeaned Data)
Dependent 6] )
Variables Baseline Model Final Model
¢}) ) 3) )
OPEN, MFPG OPEN MFPG OPEN MFPG
c1Q 0.442** 3.267%** 0.611%** 2.985%**
(0.018) (0.000) (0.000) (0.000)
C_OPEN 0.642%%* 3.243%%*
(0.000) (0.000)
C_IQ*OPEN 5.165%**
(0.000)
C_HC 0.257
(0.753)
C_GSIZE 2.565+ 4%
(0.000)
C_PRIV “1.459%%+
(0.000)
C_INV 0.661**
(0.030)
C_DGDpP -0.930%**
(0.000)
C_ECI 2.60]1***
(0.000)
C_INF -0.000
(0.949)
C_CO2PC 0243
(0.497)
C_POPG -0.251*
(0.062)
Indirect Effects of Institutional Quality on MFP Growth (Demeaned Data)
3 o,
Trade Openness (OPEN) Ind;r;;tl fgects 951 /23C80nﬁdence Izngezl;val
(Mediator or Channel Variable) (‘0‘ 000) ) )
Conditional Effects of Institutional Quality on MFP Growth (Demeaned Data)
Trade Openness (OPEN) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of OPEN 1.962%**
(25th percentile) (0.000) 1.6197 2.305
Average level of OPEN 1.990***
(50th percentile) (0.000) 1.647 2.332
High level of OPEN 2.063***
(75th percentile) (0.000) L1717 2.408
Observations 1,467 1,467 1,258 1,258
Countries 49 49 49 49

Notes: As for Table 6.1. C_ IQ*OPEN is the interaction of institutional quality and trade openness.
C_MTRADE is ratio of merchandise trade to GDP.
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Table E16: Direct, Indirect and Conditional Effects of Institutional Quality on

MFPG (Demeaned Data)
Dependent m (#3]
Variables Baseline Model Final Model
) 2) 3) @
OPEN, MFPG H OPEN MFPG_H OPEN MFPG_H
C_1Q 0.54 %= 4,158%** 0.173*** 4,493 %=
(0.002) (0.000) (0.000) (0.000)
C_OPEN 0.226%** 1.511%**
(0.000) (0.000)
C_IQ*OPEN 5.003*%**
(0.000)
C_GSIZE -4.455%**
(0.000)
C_PRIV -1.463***
(0.000)
C_INV 4.819%**
(0.000)
C_DGDP -1.534%%*
(0.000)
C_ECI 3.512%%*
(0.000)
C_INF -0.144
(0.611)
C_ICT 0.095**
(0.038)
C_COo2pPC -0.568*
(0.070)
C_POPG 0.253*=*
(0.042)
C_HC 0.237%**
(0.000)
C_MTRADE 0.725%**
(0.000)
C_REM 0.016***
(0.000)
Indirect Effects of IQ on MFPG (Demeaned Data)
Trade Openness (OPEN) Indirect Effects 95% Confidence Interval
(Mediator or Channel Variable) 0.261*** 0.166 0.356
(0.000)
Conditional Effects of 1Q on MFPG (Demeaned Data)
Trade Openness (OPEN) Conditional
{Moderator Variable) Effects 95% Confidence Interval
Low level of OPEN 0.256***
(25th percentile) (0.000) 0.161 0.351
Average level of OPEN 0.263***
(50th percentile) (0.000) 0.169 0.358
High level of OPEN 0.283***

(75th percentile) (0.000) 0.188 0.379
Observations 1,523 1,523 1,191 1,191
Countries 49 49 49 49
Notes: As for Table 6.1. C_ IQ*OPEN is the interaction of institutional quality and trade openness.
C _MTRADE is ratio of merchandise trade to GDP.
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Table E17: Direct, Indirect and Conditional Effects of Openness on MFPG
(Demeaned Data)
Dependent ) )
Variables Baseline Model Final Model
1 Q2) 3 “)
1Q, MFPG 1Q MFPG 1Q MFPG
C_OPEN 0.100 -1.819%** 0.072%** -3.136%**
(0.337) (0.000) (0.000) (0.004)
C_IQ 6.369%** 3.861***
(0.000) (0.000)
C_OPEN*1IQ 8.036***
(0.001)
C_HC 3.514*
(0.084)
C_PRIV -1.446%**
(0.001)
C_GSIZE ~4.434%%x
(0.000)
C_INV 3.143%%%
(0.000)
C_DGDP 0.188
{0.562)
C_MTRADE 2.293**
(0.019)
C_ICT 0.079
(0.476)
C_INF -0.004
(0.773)
Cc_M2 0.778
(0.280)
C_POPG 0.708%%*
(0.000)
C_FDI 0.107***
(0.000)
Indirect Effects of Openness on MFPG (Demeaned Data)
Institutional Quality (IQ) Indirect Effects | 95% Confidence Interval
(Mediator or Channel Variable) 0..278%**
(0.000) 0.131 0.424
Conditional Effects of Openness on MFPG (Demeaned Data)
Institutional Quality (IQ) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 0.274%**
(25th percentile) (0.000) 0.129 0419
Average level of 1Q 0.279%**
(50th percentile) (0.000) 0.133 0.425
High level of 1 0.292%**
(75gth percentileQ) (0.000) 0.142 0.443
Observations 1,467 1,467 1,165 1,165
Countries 49 49 49 49

Notes: As for Table 6.1. C_ OPEN *IQ is the interaction of trade openness and institutional
quality. RPCGDP is the real per capita GDP.
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Table E18: Direct, Indirect and Conditional Effects of Openness on
MFPG_H (Demeaned Data)
Dependent ) )
Variables Baseline Model Final Model
0y () 3 Q)
1Q, MFPG H 1Q MFPG H IQ MFPG_H
C_OPEN -0.358%*+ 0.428%** 0.145%%* -3.390%**
(0.000) (0.000) (0.000) 0.000)
C_I1Q 3.395%*+ 3.591*%#
(0.000) (0.000)
C_OPEN*IQ 8.145%%*
(0.000)
C_PRIV -1.830%**
(0.000)
C_GSIZE -5.405%**
(0.000)
C_INV 5411
(0.000)
C_DGDP -1.506%%*
(0.000)
C_MTRADE -0.193 %+ 3.958*+*
(0.000) (0.000)
C_INF -1.124**
(0.036)
C_POPG 0.772%%*
(0.000)
C_FDI 0.047***
(0.000)
C_HC 0.712%%+*
(0.000)
C_ECI 0.012
(0.658)
Indirect Effects of Openness on MFPG_H
(Demeaned Data)
Indirect
Institutional Quality (IQ) Effects 95% Confidence Interval
{Mediator or Channel Variable) 0..520+** 0.234 0.807
0.000)
Conditional Effects of Openness on MFPG_H
(Demeaned Data)
Institutional Quality (IQ) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of IQ 0.513%**
(25th percentile) (0.000) 0.230 0.756
Average level of IQ 0.523%*+

(50th percentile) (0.000) 0.236 0.811

High level of IQ 0.551%**

(75th percentile) (0.000) 0.251 0.851
Observations 1,523 1,523 1,165 1,165
Countries 49 49 49 49
Notes: As for Table 6.1. C_ OPEN *IQ is the interaction of trade openness and
institutional quality. C_RPCGDP is the real per capita GDP.
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Table E19: Direct, Indirect and Conditional Effects of Investment on MFPG

(Demeaned Data)
Dependent 1) 2)
Variables Baseline Model Final Model
1) 2 3 4
DGDP, MFPG DGDP MFPG DGDP MFPG
C_INV -0.340* 2.957%*+* -1.233 %% 1.870***
(0.062) (0.000) (0.000) (0.000)
C_DGDP -0.604*** -0.997***
(0.000) (0.000)
C_INV*DGDP -0.228*
(0.086)
C_HC 2473+
(0.000)
C_OPEN 1.193#*+*
(0.000)
C_PRIV -0.409***
(0.000)
C_GoVv -1.584***
(0.000)
C IQ 4.202%**
(0.000)
cm2 3.266%+
(0.000)
C_ECI 2.003%**
(0.000)
C_Co2pC 1.116*%**
(0.000)
C_POPG 0.005
(0.892)
C_GDPG -0.347%*+
(0.000)
Indirect Effects of Investment on MFPG
Public Debt (DGDP) Indir;;tg Hiects 358‘?2 Confidence Ix;tegi\;al
(Mediator or Channel Variable) (0.000)
Conditional Effects of Investment on MFPG
Public Debt (DGDP) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Public Debt 1.216***
(25th percentile) (0.000) 0.831 1.600
Average level of Public Debt 1.227%%+*
(50th percentile) (0.000) 0.841 1.613
High level of Public Debt 1.232%*+
(75th percentile) (0.000) 0.845 1.620
Observations 1,419 1,419 1,264 1,264
Countries 49 49 49 49
Notes: As for Table 6.1. C_ OPEN *IQ is the interaction of trade openness and institutional
quality. C_RPCGDP is the real per capita GDP.
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Table E20: Direct, Indirect and Conditional Effects of Investment on
MFPG H (Demeaned Data)

Dependent a) )
Variables Baseline Model Final Model
a) 2 3 @
g{(gg, H DGDP MFPG H DGDP MFPG_H
C_INV -0.038** 4.727%%* -0.618%** 1.898%**
(0.035) (0.000) (0.000) (0.000)
C_DGDP -2.322%%% -2.136%**
(0.000) (0.000)
C_INV*DGDP -3.008%**
(0.000)
C_OPEN 2.364%**
(0.000)
C_PRIV -2.761*%*%*
(0.000)
C_GSIZE -0.088** -5.699%**
(0.011) (0.000)
cIQ 2.516%**
(0.000)
CcC_ M2 -0.194
(0.542)
C_ECI 331 %%+
(0.000)
C_INF 0.047** -1.812%%+*
(0.029) (0.000)
C_Co2pC 3.489%*+*
(0.000)
C_POPG 1.639%+*
(0.000)
C_GDPG -0.016%**
(0.000)
Indirect Effects of Investment on MFPG_H
(Demeaned Data)
Public Debt (DGDP) Indirect Eﬁects 95% Confidence Interval
(Mediator or Channel Variable) 1320 1129 L5311
(0.000)
Conditional Effects of Investment on MFPG
(Demeaned Data)
Public Debt (DGDP) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Public Debt 1.232%**
(25th percentile) (0.000) 1.042 1.423
Average level of Public Debt 1.309***
(50th percentile) (0.000) 1118 1.499
High level of Public Debt 1.346%**

(75th percentile) (0.000) 1.154 1.537
Observations 1,464 1,464 1,235 1,235
Countries 49 49 49 49
Notes: As for Table 6.1. C_ OPEN *IQQ is the interaction of trade openness and institutional
quality. C_ RPCGDP is the real per capita GDP.
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Table E21:  Direct, Indirect and Conditional Effects of Openness on MFPG

(Demeaned Data)
Dependent )] )
Variables Baseline Model Final Model
1) ) 3) @)
ECI, MFPG ECI MFPG ECI MFPG
C_OPEN -0.014%%* 4.050%** 0.050%** -5.428%%*
(0.000) (0.000) 0.000) (0.000)
C_ECI 1.485%** 3.879%*+*
(0.000) (0.000)
C_OPEN*ECI 26.797%**
(0.000)
C_HC 16.084***
(0.000)
C_ICT 0.009*** 0.731*%**
(0.000) (0.000)
C_MTRADE 6.716%**
(0.000)
C_GSIZE -2.743**+
(0.000)
C_INV 0.342%**
(0.000)
C_INF -2.182%**
(0.000)
C M2 -10.393%**
(0.000)
C_POPG 0.260**
(0.050)
C_PRIV -0.051**+
(0.000)
Indirect Effects of Openness on MFPG (Demeaned Data)
Innovation (ECI) Indilr(e);t8 Egects 95% Confidence Interval
(Mediator or Channel Variable) (0.000) 0.574 1.522
Conditional Effects of Openness on MFPG (Demeaned Data)
Innovation (ECI) Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Innovation 1.048%**
(25th percentile) (0.000) 0.127 0.241
Average level of Innovation 0.193%++
(50th percentile) (0.000) 0.135 0.252
High level of Innovation 0.203*%**
(75th percentile) (0.000) 0.144 0.264
Observations 1,540 1,540 1,372 1,372
Countries 49 49 49 49

Notes: As for Table 6.1. C_ OPEN *ECI is the interaction of trade openness and economic
complexity index used as a proxy for innovation capacity
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Table E22: Direct, Indirect and Conditional Effects of Openness on MFPG_H
(Demeaned Data)
Dependent ) )
Variables Baseline Model Final Model
1) 2 3) )
ECI, MFPG H ECI MFPG H ECI MFPG H
C_OPEN 0.019%*+* 0.731 %%+ 0.241%*+ -0.672%*+*
(0.000) (0.005) (0.000) (0.005)
C_ECI -3.992%*+* 4.207%*+*
(0.000) (0.000)
C_OPEN*ECI 2.750*
(0.059)
C_MTRADE 1.893 %%+
(0.000)
C_GSIZE D 137%+*
{0.000)
C_INV 2.026%%+
(0.000)
C_INF 1015+
(0.000)
C_M2 -1.741%%+
(0.000)
C_POPG 0.053
(0.541)
C_COo2 1.454%%*
{(0.000)
C_PRIV 0.018**+*
(0.000)
C_ICT -0.016**+*
(0.000)
Indirect Effects of Openness on MFPG
(Demeaned Data)
Innovation (ECT) Indirgit1 iﬂfiects 95% Confidence Interval
(Mediator or Channel Variable) (0.000) 0.866 1.161
Conditional Effects of Openness on MFPG
(Demeaned Data)
ECI Conditional
(Moderator Variable) Effects 95% Confidence Interval
Low level of Innovation 1.009***
(25th percentile) (0.000) 0.862 1156
Average level of Innovation 1.014%**
(50th percentile) (0.000) 0.866 1.161
High level of Innovation 1.019%**

(75th percentile) (0.000) 0.871 1.167
Observations 1,540 1,540 1,408 1,408
Countries 49 49 49 49
Notes: As for Table 6.1. C_ OPEN *ECIl is the interaction of trade openness and economic
complexity index used as a proxy for innovation capacity
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