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Absuact

Tl ; inherent limitations ofoptical fiber effect burst transmission and degrade the optical signals.

D persion and attenuation are important impairment and physical limitations that cause bit+rror

ra'; (BER) and signal loss. In this thesis we have analyzed National Science Foundation (NSF)

ne:'r,ork comprising l4-nodes and 2l-edges as an Optical burst switch network (OBS). To

co::rbine the merits and advantages of optical circuit switching and optical packet switching

techniques, oBS network has been designed. In oBS network a data burst multiple data packes (in a

sir :le unit called burst) will be traverse in the optical network all optically. In this network a control

pa. :er is sent to reserve bandwidth for the burst (burst header packet PHP or burst control packet

B( i,), once it reservation completes the data burst then traverses all optically in the optical network.

\\ : have analyzed the routing and wavelength assignments in Optical burst switched network'

Pl . sical impairments like dispersion, bit error rate and switching-delay in optical Burst switch

(olts) and optical commrmication networks causes to effect both routing and wavelength

as. ,rnment. We are using the National Science Foturdation (NSF) network as a case study. We

hr, .: found shortest path between any source and destination nodes under a given network

co tirion. We have made adjacency matrix, time delay matrix and lenglh matrix of the network.

Ar . r,sis of the network is presented for dispersion and time{elay and the results are published.
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CHAPTERl

INTRODUCTION

l Optical Fiber

An optical fiber is a very thin strand of glass or plastic used as a guided communication medium

having with huge bandwidth (BW). It is quite like a human hair. It is very long and nanow glass

cylinder has special characteristics. It is made up of glass or plastic, works like a glass conduit

for light (data), when light entre one end of the fiber, it travel and confined within the fiber until

it reach another end. The loss of light in the fiber is very minute, the bit error rate @ER) in

optical is very low which contributes towards the data transmission tkough long distances

without deformation. It has many advantages over copper cables like huge bandwidth, online

amplification and light weight. Advantages are also listed here.

a. Enormous potential bandwidth:

b. Small size and weight:

c. Electrical isolation:

d. tmmunity to interference and crosstalk:

e. Signal security:

f. Low transmission loss:

g. Ruggedness and flexibilitY:



h. System reliability and ease ofmaintenance:

i. Potential low cost:

1.1 Opdcal Fiber Deslgn

Normally optical fiber is made up of glass. It has two parts core part of the optical fiber and

cladding part of the optical fiber. The inner portion of the optical fiber with refractive index n1

is surrorurding by the cladding portion with refractive index n2. Throughout in the optical fiber

the ratio of refractive indexes is n1 >n2.

Once the light pulse inter the core of the fiber, will propagate through the fiber. It is due to the

intemal reflection of the light beam that confines it in the core. The process is physically termed

as'\otal internal reJlection".

As the core and cladding has made up of the same materials with slightly different doping, that

makes the refractive index ofthe core slightly different than that of cladding. The core refractive

index is represented by n1 and the cladding refractive index is represented byn2, where

nt >llZ.

Cbdi{

Figure l: Optical Iiber Composition



1.2 l}pcs of oPtical fiber

Optical fiber has many tYP€s.

Single mode, multi mode, step index, graded index optical fibers etc'

Figure 2: Types of optical fiber

on the bases of index of reflection optical fiber is classified into two types, the step index and

the graded index optical fiber. If the index ofthe core is uniform throughout the radial distance

and there is a step change at the core and cladding interface, then this is called step index fiber. If

the index ofthe fiber is a fi[rction of the radial distance, and there is a gradual change from the

center of the core to its edges is called graded index fiber. Each type of fiber has their

importance. Figure I gives the geometrical explanation offibers'



Figure 3: Step lndex and Graded lndex Fiber

1.2 Types offiber Based on Modes

On the bases oflight modes optical fiber has two types, single mode and multimode fiber.

A single-Mode optical fiber (Mono mode) is a type of fiber carry a single mode/ray of light' the

ray travels parallel to the length of fiber. The diameter of the core is 8 - 10pm, where as the

diameter of cladding is125Pm.

Step index fiber has a core diameter ofsOpm or 62 ltm or 62um, cladding diameter between

L00pm and l41ym and a numerical aperture between 0 '2 and 0'5'

Numerical Aperture is NA = sinao =,[F7,

Similarly refractive index n of the fiber is n = c /v

Here c is speed of light in vacuum c = 3 x 7OB m/s

(l.l)

(r.2)



A multi-mode optical fib€r has core diameter larger than a single mode, it can carry more than

one mode/ray of light, hence called multi-mode. It further consists of multi-mode step index and

multi-mode graded index fiber. Figure 3 explains the modes propagation in frbers [3].

grrdcd-lnalcr
muhlmodc

3lngia-moalc

7.2.7 I aterial used to fabricote Optical fiber,

Normally two types of materials are used for fabrication of optical fiber, glass or plastic. Optical

fiber cables mostly mode up of glass materials in which a common type is silica (sio2). It is

either silica glass or the combination of metal oxide, solenoids or sulfides. In order to produce

the slight difference between the refractive indexes of the core and that of cladding various

oxides or fluorine are added to the silica. Boron tri oxide (82o3), fluorine andGeo2, P2o5like

materials are used to achieve the difference in indexes. A table is given in which some dopants

are used for various fibers.

ttap-lnaLr
rnuldano<L

tl

Fiture 4: sinlle mode and muhi mode optical fibers



Table 1: oopanls used in opticalfibers

CORE CLADDING

si02 8203 - si02

GeO2 - Si02

si02

P20s - si02 si02

1.48

x
g
s i.ll
Ia
fi*
€ ,'.oe

i.15

d6810 12 14

Oordil c$t4carfaflm mola %

Fi&re 5: Re{ractiv€ Index verses doPint lcvcl
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some types of fiber are halide glass fibers. Fluoride glasses have low transmission losses in the

range of 0.2 to 8 um wavelength [6]. The minimum attenuation of these materials is about

ldB/m.

chalcogenide Glass Fiber: The optical fiber made up of group vl elements is termed as

chalcogenide fibers. It has tong interaction and highly optical nonlinearity, group vl element are

arsenic, germanium, sulfur, selenium etc. Its theoretical attenuation has estimated at ldB/m'

7.2,2 A*ive Glass Ftber

Some types of element with atomic numbers from 57-71 are used in the manufacturing of active

glass fiber. These elements are called Rare-earth elements. The resulting material gives new

magnetic and optical properties. When the light is passed though these materials it under goes

some basic functions that are attenuation, amplification, and phase retardation. Erbium and

neodymium are general materials used for fiber lasers. Erbium doped fiber amplifier (EDFA) in

an amplifier used for inline amplification in optical networks.

7,2,3 Plastic Optlca,l frbers

Plastic made optical fibers are useful for short distance (90-100m) purposes applications,

medical application and for hazardous environments due to its mechanical strengths and good

flexibility and large core. Glass and ptastic fiber has the same transmission spectrum. Glass

fibers are expensive as well as heavier than plastic fiber. Attenuation in plastic fiber is higher

than glass fiber, Operating temperarure ranges also limits its uses [6]'



1.3 Optical f,ber DisPersion

when the light (data) pulse propagates in the fiber it will spread out with time, this spreading

out of light pulse is called dispersion. There are many reasons which cause dispersion in optical

fiber that may be classified in three types.

a. Model disPersion

b. Material disPersion, and

c. WaveguidedisPersion

1,3.1 Model Dispersion

The core of a multi mode optical fiber has a larger size, in which many different rays/modes of

light can travel. As these fiber can enter the multi mode fiber at different angles, each mode

follows a different path in the fiber have different length, and will reach the destination at

different time, which causes spreading of tight pulse at the output receiver(Fig-6). Different

modes will overlap and will spread along the fiber. The use of single mode fiber will illuminate

model dispersion as there is only one mode.

Fiture 6: Ditpersion in Multi modc fiber



As given in the Fig 6 above, different modes of light travels different paths, then the time taken

by each path is, time = velocity x distance'

tt=!xdt

Similarly for other mode n

n
tn=-Xdn

And time for mode guided straight in the core of the fiber is

to=l"ds or tt-!xl

Here dispersion in time is

At=tr-to

DisPersiontsi^" = At - NAz ''#

Where NA is numerical aperture of the fiber,

(1.3)

(l 4)

(1.5)

t1, to, tn Are the time duration for mode I, mode 0, and mode n?

c is velocity oflight in free space,

7.3.2 Material Dlspersiotu

When light consists of a single wavelength then the spreading of light take place due to the

material. However generally light consists ofa range of wavelengths. Therefore, a corresponding

range of wave velocities exists in the fiber which causes chromatic dispersion of light. This



phenomenon is called material dispersion. lt is a result ofthe line width ofthe light source and

refractive index of the material.

Merdel

Figure 7: Material or chromatic dispersion

7.3.3 Wmteg uide Dispercion

For single mode fiber it is important that light pulse propagates faster in cladding as compare to

core. It is also a ty,pe of chromatic dispersion. The mathematical equation for waveguide

dispersion is given.

(1.6)

normalized waveguide

WIvcguld.

Altprt

_,r-L

Dw - -(t-!z)r#

where V is the normalized frequency for the fiber/ff is the

dispersion coefficient 2. is the carrier wavelength [2].

tryut

Jl_
ll1

@rc n y lt Slorv"t

Figs,e t: Wavetuide Disp€rsion
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1.4 Optical ComPonents

optical components are devices used in optical network, the function of oc are, transmitting,

receiving, shaping, and switching transporting of light signat. These components are grouped in

three categories,

Active components: these components are powered elechically, such as modulator, LASERS and

wavelenglh converters or shifters.

Passive components: These are components not generating their own light, and not electrically

powered, examples are optical fibers, multiplexer, demultiplexer, isolators, and couplers.

optical Modules: Modules are the combination of active and/or passive components, performing

some special tasks. It include optical switches, optical add/drop multiplexers, EDFAs (erbium-

doped amplifiers) and transceivers.

1.4.1 Optical Transmitters

An optical transmitter is a device that accepts an electrical signal as its input, processes it, and

uses it to modulate an opto-electronic device, such as a light emitting diode (LED) or LASER

diode, to produce an optical signal and transmit it via an optical fiber. These are light sources.

Two types oflight sources are popular, LASERS and LEDs'

LASERS: Lasers stands for Light amplification by stimulated emission of radiation.

Semiconductor laser are used as light source in optical communication, it is used as gain

medium. These are the most popular sources of light for communication. These are very compact

in size.

11



Refl€cliw rnitto( Pglisly-.eflgctrve mino(

FiEur€ 9: Rellection and t.ansmlssion at thc Facets o' a FabrY-Pe'ot cavity

The Figure explains the process of LASER, the general structure that includes the reflective

mirrors, lasing medium and the excitation device. one type of LASERs transmitter is the Fabry-

Perot laser that consists of a lasing medium, two mirrors and a cavity in between the minors' An

electrical signal will be applied by the excitation device to the lasing medium; it will cause

population inversion @resence of greater number ofelectron at the excited state than at the stable

or glound state). There are two type of emission in LASERS, stimulated emission and

spontaneous emission. If a photon in the vicinity of an excited electron causes the jump of

electron with emission of same energy of that of photon to the ground level, this process will

continue and the photon will reflect fiom the mirror surface again and again and will cause a

Laser.

Vertical Cavity Surface-Emitting Lasers (VCSEL):

l.ight
outpul

(;Itit)
rcgrorl

Fiture 10: Structure of a VCSEL



By using VCSEL a single - tongitudinal mode can be achieved.

1.4.2 Light Emitting Diodes

LED is another common type of light source. It is a p-n junction semiconductor device which

emits light when voltage is applied. The emitted light is not monochromatic and coherent like

that of LASERS. LEDs have two basic structures, surface emitting and edge emitting LEDs,

represented by ELED and SLED. LEDs are mostly used in multimode systems, has a spectral

width of about 100nm, can be modulated at bit rates up to l0oMbit/s, LEDs are cheap

(inexpensive), are simple to design, produces more power and reliable.

1.4.3 Optical Receivers

Optical receiver or detector: A receiver is a device which converts an optical signal into

electrical signal. Basically an optical receiver system consists of optical amplifier, photo-

detector, front-end amplifier, and decision circuit. Signal received by optical amplifier will

amplifi and will guide to detector, the detector will convert optical sigrral into an electrical

signal, the fronlend amplifier will increase the power level ofthe signal and guides the signal to

decision circuit, decision circuit will estimate the data will take a proper decision and will give

the data.

Figure 11: Receiver ln a communlcation sYstem

How a detector worf,s: Photo detector is made of semiconductor materials. When a photon (ray

or energy) strikes a semiconductor are absorbed by electron in the valance band. The electron

energy will increase due to this photon absorption, and are excited into the conduction band,



which cause a hole behind. When extemal potential are applied, the electrorrhole pairs will

create electrical current, and this current produce due to the recombination of electron-hole pair

is called Photocurrent. Figure given illustrating the process.

Valqrc bsnd

FiSure 12: Absorption and emlssion q, pholon causes Photo cufient

1.5 Summary of the thesis

In this thesis we have analyzed the optical bust switched network with respect to national

science foundation NSF network. Different type of impairments is existing in optical fiber

cables; they are attenuation, dispersion and noise. The effects of these impairments on burst

communication in OBS network caues blocking. To decrease blocking probability and improve

network performance different method have proposed and deployed. We consider time delay,

dispersion in single mode fiber, and path selection in this work.

In Chapter No I an overview of the optical fiber, its types and classification is described,

dispersion types and their effect is presented with mathematical formulation.

In Chaper No.2 u,e have described optical network, different generations of optical networks,

r-0

7

j
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oBS network, optical packet switch network, optical circuit switch network, and their

comparison.

In Chapter No.3 we have discussed Routing and wavelength assignment, Erlang B formula and

blocking probability ofoBS network, channel capacity and data variance in network.

Chapter No.4 is proposed model explains routing and wavelength assignments, different type of

routing schemes are given and there detail is also given, wavelength is explained in detail and

different techniques for wavelength assignments are given. This chapter is the core of the thesis

and is the analysis of OBS network adjacency matrix and all matrixes which are required for

data analysis, traffic calculation, and path selection. Time delay calculation matrix, shortest path

and reliability are described.

Effect of impairment is described, dispersion is calculated and graphs are given in the chapter.

Chapter No.5 discusses analysis and conchsion'

15



CHAPTER2

BACKGROUND KNOWLEDGE

2 OPTICAL NETWORKS

A historical overview ofoptical network (ON) is given here. The evolution ofoptical networks is

due to the invention of optical fiber (oF), if there was no optical fiber, there will be no optical

network and no optical switches. As being a communication medium optical fiber cable (oFC)

provides an extremely huge bandwidth (BW) as compare to other existent transmission

mediums. A single optical fiber cable (oFC strand) can provide a bandwidth of 50Tb/s or more.

oFC also provides other advantages tike low bit error rate @ER) up to a long distance, light

weight and immune to the electromagnetic effects.

optical fiber cable provides huge bandwidth, it is deployed to build optical networks and

connect distant and long geographically distributed cities as nodes ofa network. In early 1980s,

it was used for point-to-point communication link system. It is a very simple system which only

used for point-to-point transmission without using any intermediate electronic switch system. It

is a first generation of optical network. It mainly consists of transmitter, receiver and

transmission medium an OFC cable. It the transmitter side electrical signal is converted into

optical sigral through electrical -to-optical (E/O) converter, then guided into the core of the

optical fiber, at the receiver side the sigaal will converted back to electrical domain through

optical to electrical (O/E) convertor and the data will be delivered'

16



Similarly to combine more nodes different type (star, ring, mesh networks types) of network can

be made from these simple systems. Some broadcast systems were also developed from this

system like star coupler etc.

Flture 13r Point -to.point Link Network .nd star Coupler (Pasrive Network)

SONET/SDH was the first standards ofthis network. Synchronous Optical network makes a data

frame using time division multiplexing (TDM).

To utilize the huge bandwidth of optical fiber cable, different type of multiplexing technique is

used. In which the single link will be shared among multiple sources. The process thus

introduced was multiplexing and will be define as a technique which allows multiple users

(traffic sources) to share a single fiber. For sharing and utilizing a single OFC cable, three types

of multiplexing technique were deployed. TDM, SDM, and WDM.

To understand optical burst switched (OBS) Network, the brief introduction of optical network is

necessary. Classifrcation of Optical network, component of optical network and architecture is

given.

('ouplc-q
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2.1 Optical Network Classifi cation.

a. First generation optical networks

b. Semnd generation optical networks

c. Next generation optical networks

In the earlier telecommunication network, the medium of transmission was copper cables.

Copper cable has limited bandwidth, huge weight and have higher prices and maintenance cost.

2,7.7 Fitst Generation Optical Networks

There are different types of mediums for communication Guided medium' unguided medium etc'

Guided medium is fu(her subdivided into low bandwidth and high bandwidth medium' Copper

cable is a type of low bandwidth medium. In first generation optical network, copper cable is

replaced by optical fiber as a transmission medium. But the rest of the process like switching and

bits processing, are however handled in the electronic domain, like an ordinary electronic

network. Here the speed and bit enor rate (BER) is improved. A large no of E/o and o/E

conversions are used. Such type of network uses a single wavelenglh transmission.

As optical fiber have a huge and a very high bandwidth, low latency and low weight. It has

replaced the copper cable.

SOMT/SDH networks are the examples of first generation optical networks'

18
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Figure 14: First gcneratlon optical n€twork

2.7.2 Seand Generation Optical Networks

In second generation optical network traffic can be added and dropped by using wavelength add-

drop multiplexers [9] to utilize the maximum bandwidth of optical fiber, multiple carriers

wavelengths are used, which will be multiplexed onto a single fiber. The technique is called

wavelength division multiplexing (WDM). The primary difference between the second

generation optical network and the first generation optical network, as a technological point of

view, is the switching and routing functionality is achieved in the optical domain in case of

second generation network. The second generation of optical switches is also called optical

cross-connects (oxcs). Here electronic switches were replaced by oXCs; therefore the burden

on electronic switches was reduced. An OXC is an optical switch capable of individual switching

or waveband switching. Figure l5 gives basic idea of opticat add/drop multiplexer a type second

generation optical networks [10]



l)emux

l)crnu\

------J!>

Add

Figure 15: OPtical add/dlop multiplexer (sccond leneration optical network)

2,73 Nert Generation Optical Neta,orks

The next generation optical networks involve different types of network parameters, like optical

packet switching and all optical networks (AON). ln these networks, in a networks node all kinds

of switching, routing and buffering are performed optically'

OXCs (Optical Cross Connects), OADMs (Optical Add/drop multiplexing) multiplexer have

control on all kinds of parameters like wavelengths, switching and routing. These are like

inteltigence network; they can connect and regulate it automatically. These devices have full

krrcwledge of the capacities of the nodes and fibers [3]. Figure 15 OADM switch architecture.
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The evolution ofdifferent methods used in optical network is given in Figure 16, the details also

available at [7].
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Fiture 16: Evolution qf optical ransPort technique.

Different types of multiplexing techniques are used to increase the data rate, like time division

multiplexing (TDM), wavelength division multiplexing (WDM) and space division multiplexing

(sDlo.

2.2 Multiplexing Paradigm

2,2,7 Time Division Llultiplexing (TDM)

It is a well known technique which interleaves lower speed streams to obtain a higher-speed

sEeam and is used in many network architectue. Primarily SONET and SDH deployed this

technique for fiber link. In high speed optical network, TDM is not so useful due to the UO and

O/E conversion. For tte maximum utilization ofoptical fiber TDM is not an efficient and fast

27



technique. It is due to electro optical conversion. Fig 17 describes two methods for TDM, Static

and dynamic [7].

IEEEETT tll
Enrltr

:TIIIII

Figure 17: Time Diyision Muhiplexing

2.2.2 SWce Division Multiplexing (SDM)

To avoid the electro optical bottleneck then space division multiplexing (SDMI is a simple

approach. In SDM multiple fiber are used instead of a single fiber. These fibers are parallel to

each other, which can operate at any high data rate efficiently. This is a costly technique for long

distance because many fibers are used, but it can be recommended for short distance

communication.
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2.2,3 Wwelength Divbion Multiplextng WM)

As comparc to TDM and SDM, WDM is the best approach to utilize the huge bandwidth of

optical fiber. It is similar to FDM (Frequency Division Muttiplexing), because each user

transmits data at different frequency. Instead of FDM normally wDM terminology is used. In

wDM system each transmitter i send data at their own wavelength 7i, at the multiplexer each

wavelength(data) is multiplexed(wDM) and feed onto a single fiber, at the receiver side the

rcverse process will take place, the demultiplexer will demultiplex the data (wavelength) and

forwards the data to the corresponding receiver.

Flture lE: Wavelen$h DMsion Multidexint (woM)

The evolution ofoptical networks with time is tremendous. From first generation optical network

(Point to point link commurication, sDrysoNET technologies) it evaluate to second generation

optical network (wDM system, oADMs, OXCs etc were introduced). Further different

multiplexing techniques were implemented to increase the maximum bandwidth utilization.

optical circuit Switching, optical packet switching and then a new paradigm name as optical

burst switching (OBS) is now under research and implementation.

2.3 Optical network switching paradigm
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2.3,7 Optical Circuit Switching (ocs)

In circuit switch network a dedicated path is first establish between sender (transmitter node) and

receiver node. As it routing the wavelength and will refer as wavelength routed networks, it

mainly consist of optical cross connect (oXCs) connected by optical fiber tinks' To switch the

data from source to destination nodes a light path will form, the wavelength/fircquency of the

path for that session will remain the same or will change (wavelength converter) on traversing

on different nodes. There are a number of links in the path which makes the route; the same

wavelengthwillbeusedbythelightpathonallthelinks.Thepropertyisknownaswavelength

continuity constraint (WCC)

oCSperformitsfunctionalityontwowayseitherstaticallyor/anddynamically.

oSC has some disadvantages, as it gives a dedicated light path to a user, the resources thus not

be firlly utilized in case of bursty traffic. The dedicated link might remain unwed/idle for a long

time. In ocS the link and other resources utilization is not maximum. For full BW utilization the

Optical Packet Switch (OPS) paradigm evolved'

2,3.2 Optical Wcket stttitching (O PS)

optical packet switching (oPS) is a switching technique that allows routing and switching of

optical data packets. All this process will do in optical domain. Each node will reconfigure on the

bases of packets. For packet switch network, if there is contention the data may buffered in

storage devic€s, in oPS fiber delay lines (FDLs) will used. To buffer a burst for a short time (ms)

FDLs wiu be used in kilometers, physical distance limitation limit it uses. Further an oPS node

wi[ not properly handle the bursty packets, that are normally produced on browsing intemet data

[5]. If the intended node is not free, the data can be directed to another free node (deflection
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routing);itmaycauseoutoforderdeliveryaswellasloopingoftheburst'OPSswitchesmay

performfastinordertosynchronizeopticalburststoreducecontentionanddataloss.

Figure 19: Optical Pack€t Switching

2.3.4 Opticot Burct Switchlng (OBS)

We have discused optical circuit switch (OCS) and opticat Packet Switch (OPS), both types of

switcheshastheirmeritsanddemerits.Towcombinethemeritsandadvantagesofboth

techniques, oBS has been desiged [14]. In OBS network a data burst (multiple data packets (in

asingleunitcalledburst)willbetraverseintheopticalnetworkalloptically.Inthisnetworka

controlpacketissenttoreservebandwidthfortheburst@urstheaderpacketPHPorburst

controlpacketBCP),onceitreservationcompletesthedataburstthentraversesallopticallyin

the optical network. Different type of reservation protocols is used. Tell-and-go (TAG)' just-in-

time (JIT), JET, INI scheduling or reservation protocols are used To know that which scheme is

better for optical system depends on their requirements [4]' The signaling technique used is that

of out-of-band, means sigaaling is prior traversing in electronic domain and burst transmission is

inopticaldomainafterreservation.Thecontrolpacketreservethepathandthedataburstwill

oflicat
rwitch
fakic



guided through the fiber without any buffering at the nodes. The control packet may also specifu

the burst duration. Fig 20 explains the offset time require for burst traversing in different

nodes.

Src Dst

Header

Burst

Figur€ 20: Offtet times in OES nctwork
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Optical Switches

Technique

Switching

Speed

Required

Trafftc

Adaptively

Processing/Sync.

Overhead

Setup

Latency

Bandwidth

Utilization

Optical Circuit

Switching

Slow Low Low High Low

Optical Packet

Switching

Fast High High Low High

Optical Burst

Switching

Medium High Low Low HiCh

Table 2: Compa.iton of OCS, OPS and oBS network technoloties

In OBS technologies the link or light path is resewed for a particular short duration of

time(indefinite period) for data bursts and then released for other user unlike OCS network,

hence the link utilization is maximum. In optical switching fast switching is required for

synclronization but for OBS large burst are transmitted on pre define roots, hence no such fast

switching in necessary. The fi.mction of oBS can be combine with fast circuit switching,

wavelength can be assign and release dynamically having no buffers [17],

Architectw€ of OBS Network: All types of network switches may consist of some basic

elements. OBS network consist ofOBS nodes connected by optical fiber' Each link can support

multiple wavelengths using WDM. Nodes may be either edge nodes or core nodes. Edge nodes

further suMivided as ingress edge node and egress edge node. The optical fiber cable used is

bidirectional, have huge BW and support all types of switching techniques. A simple diagram is

given (fig 2l). Functionalities of nodes are given.
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Figure 21: OBS Network Architectu.e

Edge Node assembles IP packets into bursts, scheduling it for transmission on the outgoing

optical fiber channels. The core nodes are switching the burst from input port in to output port

based on the header packet ofthe burst. It also handles contention for burst in the network.

The edge nodes are either ingress nodes or egress nodes [5]. Ingress edge node on receiving the

IP packets from different clients assembles into a burst; a burst is the combination of many IP

packets varies from a single packet to n packets. The packet may be either from the same client

or different clients. Once the bwst assembles it will transmit all optically over the OBS network

core nodes (routers) without any storage at the core routers. The ingress edge node

functionalities are routing, assignment of frequency/wavelength and burst scheduling at the edge.
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on receiving the burst on egtess edge node the reverse Process will take place, the burst will be

disassembles into packets and will be routed/forwalded to the destination terminals

Agndho
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Fitute 22: OES tunctlonal diatram

Signaling techniques in OBS network: In OBS network when a burst is transmitted in the optical

network, some sort of signaling scheme will be implemented, to reserve the required resources

for burst. The process of signaling here is out of band, the header of a burst is transmitted on a

different frequency then the burst itself. Header travels along a route establish and reserve a link,

informing the nodes to configure their OXCs for incoming burst.
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CHAPTER3

LITERATURE REVIEW

3 Routing and Wavelength Assiglment

In communication networks or it any types of communication one (source/transmitter/sender)

transmit data and receiver or sink receive that data that is called communication. If there is only

one path between source and destination, then it is called point-to-point or peer-to-peer

communication. If there is more than one path, then the data will select one of these paths

(circuit switching) or data chunks will follow different paths (packet switching) to reach

destination. The selection of a path (route) to transmit network traffrc is called routing (path

selection). As there are many paths, from which one optimal path will be selected, may be based

on different criteria. Different type of software progam and algorithms are used to select an

optimal path which my requires a complex process. The path selection (routing) function may

require one or more protocols. These protocols will provide routing information exchange among

the routers.

Routing is the process of selecting a path for trafEc movement; the path will start from the

source and will terminate at the destination. The devices which may perform this functionalities

is called router.

3.1 Types ofrouting

Routing can be classified in different ways like, static (fixed) routing and dynamic (adaptive)

routing.



Ii+.L

3.1.1 Static routing

This type of routing is also called non adaptive routing, or fixed routing, or deterministic routing,

or explicit routing. In this routing the path from source to destination is predetermined. The

transmitting node knows about the path by which it tlansmits all the traffrc. lt will remain fixed

for all communication between these users unless adminishatively change occurs. Here up-to-

date routing information exchange protocols are not required. If there is traffic or topology

change in the network it has no measurement and decision making capabilities in static routing.

Route will compute in advance, offJine and will upload in the time of network setting up or

booted. It has constant routing variables, not changes with time. The techniques used for this

routing is almost based on shortest path routing, it will either be due to the length ofthe path, or

based on number of hops in the path [16].

In some types ofstatic routing also called Quasi-static routing- Where one node is dedicated for

all routing procedure, it will be a centre for information, will share routing and decision data with

other nodes. It example is delta routing.

3,7.2 Dyn@nic routing

It is also called stochastic or adaptive routing. Unlike static routing, here the routing is hop-by

hop. The transmitter node doesn't know about the route, each node uses a routing table which

updates periodically, and by the use of that table it will decide for an optimal next hop till

destination. Path will be made on per-hop decision bases and no already established path exists.

It changes it routing decision ifthere is a change either in topology or existent haffic scenario. Its

algorithms are different from static one. It may have different types depends on decision making

criteria.
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In some type of routing methods a single node out of the entire network nodes collect

information to make decision for an optimal path, it will referred to as a global or centralized

ror.rting method. Figure 23 (a) illustrate the centralized method ofrouting.

In some cases each node may have some contribution by running a local algorithm and find the

optimal path on per-hop base decision. It is called local or isolated routing method. Figure 23 (b)

illustrate the localized method of routing.

In some cases for high efficiency they may combine both the methods (that are local and

centralized) and a third type of method will define which is called a mixed or distributed routing

method. Figure 23 (c) illustrare the distributed method ofrouting.

O Network Node 
- 

Network Link '-- - ' Route/Palh

$ Processing of routing +-> lnformation exchange Y.t Collision/Congestion

Fiture 23: Routint methodt ln OBS Netsork ref [15].

When there is a single path between source and destination (or any pair of nodes), then the traffic will

definitely use that single path and the phenomenon ls called as single path routing (or peer-to-peer

(a) c€ntralized (b) isolated

(d) single-path (e) multi+ath

pnmary palh

(f) ahemative (g) source
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routing). Figure 23 (d) illustrate the single path method of routing. But normally there are many

(more than one path) between pairs of nodes might be equally proper and good for

communication and transmission of haffic. By using any single path out of that will not be

proper and effrcient and it will desire to use multi paths for better communication. It will reduce

the load on the single path by splitting the traffrc; this type of routing will be refened as multi-

path routing. Different type of data can be transmitted on different paths, the reliability of the

network will also be improved, which the advantage of mutti-path routing over single path is

routing. Figure 23 (e) illustrate the multi-path routing. A special case of multi-path routing

called altemative routing or deflection routing in which if one link fails it deflect to an altemate

path and then traverse till destination. Figure 23 (f) illustrate it.

3.2 Route managements in OBS

Routing methods also classified based on place where routing decision take place. Whilst many

routing algorithms can perform and each and every node of the network, in source routing the

routing decision node is the source node or the source node is the routing decision node which

decide all or most ofthe routing decision. Similarly destination routing will do vice versa.

Comparison ofdifferent features and characteristics of dynamic and static routing can be tabulate

and summarize in a able given below [17].
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Static routing Dynamic routing Feature

No Yes Automatic reaction to OBS network changes

High Low Administrative involvement in @e)Confi guration

HiCh Low Hurnan and administrative supervision of available

routes and paths.

No Yes and necessary Exchange of routing information

Low High Impact on router's processing capacity

Low Medium - High Memory consumption

None Medium (at regular
operation) to high

Network routing overhead load

Table 3: Comparlson of statlc and dynamic routint

3.3 Routing and wavelength assignment

Wavelength assignment is basically the assignment ofa frequency (wavelength in OBS network)

to each burst between two nodes. If the bulst has assigned the same wavelength between source

to destination and there is no Electrical-to-Optical-to-Electrical @/O/E) conversion is called

wavelength continuity constrains (WCC), and the whole system is called as transParent optical

network. Different type of methods are used for wavelength assignments are given.

3.3.7 Sutic routing and wavelength assignments

In this method requests for light path are know in advance.

3,3.2 Dynamic routing and wavelength assignment

It has no prior information about light path request exist. When a burst is arrived it will assign a

wavelength dynamically.
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3.3,3 RWA with wavelength comtersion

when wavelenglh convertor is used then wcc (wavelength continuity constraint) is removed.

The purpose of all these techniques is to enhance the performance of the OBS network and to

reduce the burst loss probability due to contention at the core node' How to reduce the

contention? The mechanisms will be either implement at core nodes or at edge nodes. At the core

nodes additional hardware and software comPonents will be used (for buffering etc) which are

cost effective and will make the system expensive. At the edge nodes proper routing as well as

wavelength assignments will solve the contention problem effectively [93]. It is also possible to

route on a per burst basis, but this type of routing will cause delay. If each burst select shortest

path on per hop bases the propagation time will might be decreased but the possibility of

contention on the core node will cause data loss due the bottleneck occur. To solve this altemate

path routing concept may helpfirl [15].

z.+ Wavelength assignment h euristics

Different heuristics for wavelength assignments may be used.

3.4.7 Random wavelength assignments

There is a set of wavelengths from which any wavelength can be selected randomly; the process

will be termed as random wavelength assignments. Which wavelenglhs are available and then

chooses one ofthem randomly amongst them.

3.4.2 First-Flt

The wavelengths will be arrange in a set like {0, l, 2,}, out of it the smallest numbered

wavelength (wavelength with the lowest index) will be selected. Higher numbered wavelengths

will be available for future light path requests.
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3.4.3 Least used

As a number of wavelengths can be select in the routing process, the least selected wavelength

will be found to use.

3.4.4 Most usd: The most used wawlength can be selected out of that set

An example is given in figure 24 for wavelength routed networks

RWA Example
A,D
B)E
A)E
B-)c

Wavelenath convener

Fitur€ 24: W.velentth Routed Network

Path between different pairs of nodes is given by different colors (wavelength),

Path from A---+D is represented by l.t,

Path from B--E is represented by tr2,

Path from A--E is represented by !,

Path from B---.'C is represented by 13,
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As there is no wavelength converter , if one can use a wavelength convefter, the number of wavelength

used will be reduce, as given in the figure. tr 3Will be replaced by L1, and 7'2 . Wavelenglh heuristics as

first-fit or random can be assigning like that in Il 8].

3.5 Erlang B Formula

Erlang B formula was developed by Agner Krarup Erlang, who was a Danish mathematician; the

formula was mainly design for blocking probability. It calculates the probability that a caller

finds all ofthe circuits busy, the formula is given as [0].

Pa=

(/u)* Ilml

rrm (/u)" ILt=o I nl

Or simply

(A)^ rlmt
D_B- -^ (N-

Ln=O lnl

(3.1)

wherer4 =l- ou'

The mathematical expression 3.I is generally related with load, capacity and blocking probability

The parameter given in the formula is described below in detail.

.l : Arrival rate per unit time. 120 calls per hour, means 2 calls per minutes.

37



Itr Service rate that gives the number of events that can be handled in a unit time, the concept

of service time will be used.

p; total system utilization, and is the ratio of arrival rate 1, to sewice rate 11 as mention in the

above equation, P - L/ lr

The arrival rate I and service rate p are important, to find how much servers are required.

Exemple I

if

?,. = 1.2 per minute, and

P = 0.5 Per minute

then for, 72 callVhours: t = 72 /60(min) = 'l 
.2 calls per minutes= I'

and for 2 minutes service time = 60(min)/2 = 30 per hours / 60 = 0.5 per minutes

Rho = lambda./Mu p = N p= l.2l .5 : Y2.4

In a network the user are in whole numbers, n=0, l, 2, n we do not have 2.4 users, and then here

the minimum number of servers required would be 3 instead of 2.4.

The utilization per server is 2.413= 0.8, or 80%o.

in expression 3.I

A is Offered load

m is Number of servers (lines)
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Pn is Probability for blocking

Here for traffic arrival some assumption will be made. That are,

- Poisson arrival (traffic is random).

- Call holding time offixed length or exponentially distributed.

- Blocked calls are cleared.

Let take some values as an example.

A=3

m=6

Then by using formula II, we will calculate Pb = 0.0522,5o2 of callers would be blocked, other

description can be find in ref [ 7].

3,5,7 Erlang B Results Table

These are some calculated results by using Erlang B formula. The relation is given in table 3,

blocking probability is calculated for different channels/lines and the codes for figure 25 are

givenr.

Table 3: Bloc*int probability ,oi diffe.ent-channel syrtem

Busy Hour Trafiic(B.H.T) Blocking Probability Lines/channels

3.000 0.052 6

1.000 0.001 6

1.000 0.500 I

1.000 0.200 2

3.000 0.052 6
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6.000 0.590 J

60.000 0.837 l0

2.000 0.21 I J

1.000 0.500 I

1.500 0.600 I

2.000 0.667 1

3.000 0.750 1

5.000 0.833 I

6.000 0.857 1

7.000 0.875 1

8.000 0.889 I

Load \6 Pb Using Erlang B brmula
0.9

o.a

o.7

0.6

0.5

0.4

0.3

o.2

o.1

o

I
a

Ic
PI
U
E

234
LOAD IN ERTANG

25: Lo.d verscs blodint probabilityFiSure

I Mat lab codes are given in Appendix A1
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There are some results ofthe Erlang B formula. The unknown blocking probability is calculated

and the results are given in table 4.

Table 4: Elockint prob.bility fo. a tiven load

Busy Hour Traffic(B.H.T) Blocking Probability

(Unknown)

Lines/channels

0.100 0.005 2

0.200 0.016 2

0.300 0.033 2

0.400 0.054 2

0.500 0.077 2

0.500 0.0'77 2

0.700 0.126 2

0.800 0.15 1 2

0.900 0.t76 2

1.000 0.200 2

1.500 0.310 2

2.000 0.400 2

2.500 0.472 2

3.000 0.529 2

3.500 0.576 2

4.000 0.615 2

4.500 0.648 2

5.000 0.676 2

5.s00 0.699 2

6.000 0.720 2
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Load \6 Pb Using Erlang B formula
0.8

0.7 '-

0.6 L I?

6
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-
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LOAD IN ERLANG

Figu.e 26: Load (Erlanglveries blockint probabilitv

For known values of input (bursty) traffic, the relation for channel capacity and blocking probability is

inverse. lf we increase number channel for the same input traffic the blocking probability will decrease

and vice versa.
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3,5.3 Edang B Results Table

Here are the results ofthe Erlang B formula. The unknown values are shown'

Busy hours traffic is from 0.1 to 6 Etang, lines or channels are taken fixed (here 3 )'

Table 5: Blockint probability for khannnel sYstem

Busy Hour Traffic(B.H.T) Blocking Probability
(Unknown)

Lines/channels

0.100 0.000 3

0.200 0.001 3

0.300 0.003 3

0.400 0.007 J

0.500 0.013 3

0.500 0.020 J

0.700 0.029 J

0.800 0.039 J

0.900 0.050 3

1.000 0.063 3

1.500 0.134 3

2.000 0.2i 3

2.500 0.282 3

3.000 0.346 J

3.500 0.402 J

4.000 0.451 3

4.500 0.493 3

5.000 0.530 3

5.500 0.562 3

6.000 0.590 3
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Load \6 Pb Using Eflang B brmula
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Fiture 27: Load verses blockint prob.bility

For known values of input (bursty) traf{ic, the relation for channel capacity and blocking probability is

inverse. lf we increase number channel for the same input traffic the blocking probability will decrease

and vice versa.

0.6

44



3.6 Poisson formula

This is the contribution of Simeon Denis Poisson, a French mathematician, which state that for

some events, arriving at an average rate (),), the probability ofx arrivals in time t is given

p(k) -(E@) 
* ik.e-E(n')'t

3.2

Where P ft) = Probability of arrivals,

E (n) = Average Arrival Rate,

t= Average Holding Time, and

e=2.71828.

it will be used for the calculation of the probability ofn arrival, during some time interval.
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CHAPTER4

PROPOSED METHODOLOGY

4 NSF Network

The National Science Foundation (NSF) Network is taken as a case study for our research and

simulation. This network consists of l4-Nodes and 21-Edges. Node-to-node distance (length in

km) is given in the diagram, reliability values are also given on each edge, time delay will be

calculate from velocity of light in the fiber have refractive index ofq [2].

I'T
1000

I 100

Figure 28: NationalScience Foundation Network (l4-Nodes and 2l-Edges)

4.1 Problem formulation

To transmit data from source to destination (from node I to node 14, or between any two nodes)

in which the path consists of links. There could be many paths between source and destination.



Like shortest path, longest path, and a number of other paths between shortest and longest.

Which path is to be selected depends upon the environment and algorithm used by the

researcher. Here we will select the shortest path between source and destination. We will

calculate the time required for the path ard reliability factor ofthe path.

For the above mathematical purposes we will find

a. Adjacency matrix ofthe network,

b. Weight/Length matrix of the network,

c. Reliability matrix of the network,

4.7.7 Adjacem-y Matrix

It is aN xN matrix consist of 'l', and zero '0', if ALj of the network are connected then

A;1 = I, otherwise 0.

Adjacency matrix for NSF network is a 14 x 14 matrix, where i represents that node i and j

are connected through an edge, and 0 represent that no edge is present. Table for

adjacency matrix of NSF network is given as follow
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The adjacency matrix is given

Table 6: Adiacency matrix for NSF network

011000010 0 0 0 0 0
10110000000000
110001000 0 0 0 0 0
010010000 010 0 0
000101100 0 0 0 0 0
00101000010 010
000010010 0 0 0 0 0
1000001010 0 0 0 0
00000001010101
0000010010 0 0 0 0
000100000 0 0101
00000000101010
000001000 0
0000000010

0
0

0101
1010

1 4 5 6 9 10

0 1 I o o 0 0 1 0 0 0 0 0 0

2 1 0 I 1 0 0 0 0 0 0 0 0 0 0

3 I 1 0 0 o 1 0 0 0 0 0 0 0 0

{ 0 I 0 1 o 0 0 U 0 1 0 0 o

0 0 0 1 o 1 1 0 0 0 o 0 0 0

6 0 0 I 0 1 o 0 0 0 1 0 0 1 0

7 0 0 0 0 1 0 0 1 0 0 0 0 0 0

a 1 0 0 0 0 0 1 0 I 0 0 0 0 0

9 0 0 0 0 0 0 0 1 o 1 0 1 0 1

10 0 0 o o 0 I 0 0 1 0 0 0 0 0

11 0 0 o I o 0 0 0 u 0 0 1 0 1

72 0 0 0 o o 0 0 0 1 0 1 0 1 0

13 0 0 0 0 o 1 0 0 0 0 0 1 0 1

0 0 0 0 o o 0 0 1 0 1 0 1 0

ADJACENC.Y MATRIX FOR NSF NetworK
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4,7,2 Lewth Mdtrix

This matrix gives the values ofthe length (in km) between connected nodes in the NSF network-

Ifnode i and j are connected then A;_j = km otherwise if I and j are not connected then A,.1 : 0

zero '0'. [].

Table 7: l€nlth mat ix of NSF network

I 2 3 4 5 6 7 I 9 l0 1l t2 13 t4

I 0 I100 1600 0 0 0 0 2800 0 0 0 0 0 0

2 I100 0 600 1000 0 0 0 0 0 0 0 0 0 0

3 1600 600 0 0 0 2000 0 0 0 0 0 0 0 0

4 0 1000 0 0 600 0 0 0 0 0 2400 0 0 0

5 0 0 0 600 0 I100 800 0 0 0 0 0 0 0

6 0 0 2000 0 I100 0 0 0 0 1200 0 0 2000 0

7 0 0 0 0 800 0 0 700 0 0 0 0 0 0

8 2800 0 0 0 0 0 700 0 700 0 0 0 0 0

9 0 0 0 0 0 0 0 700 0 900 0 500 0 500

l0 0 0 0 0 0 1200 0 0 900 0 0 0 0 0

ll 0 0 0 2400 0 0 0 0 0 0 0 800 0 800

12 0 0 0 0 0 0 0 0 500 0 800 0 300 0

l3 0 0 0 0 0 2000 0 0 0 0 0 300 0 300

t4 0 0 0 0 0 0 0 0 500 0 800 0 300 0
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4. 7. 3 Reliab llity M atrix

Reliability of the link is important for the QoS, Reliability is represented by 7 where O < y <

1 it gives the percentage ofthe reliability. A random variable will be generated, which will be

uniform U[0.6, 1] for each link in the NSF network, corresponding values are given in the

diagam I l3].

Table 8: Reliability matrix of NSF Network

I ) 3 4 5 6 7 8 9 l0 1l t2 l3 l4

I 0 0.99 0.99 0 0 0 0 0.9 0 0 0 0 0 0

2 0.99 0 0.99 0.98 0 0 0 0 0 0 0 0 0 0

3 0.98 0.99 0 0 0 0.92 0 0 0 0 0 0 0 0

4 0 0.98 0 0 0.99 0 0 0 0 0 0.8 0 0 0

5 0 0 0 0.99 0 0.8 0.86 0 0 0 0 0 0 0

6 0 0 0.92 0 0.8 0 0 0 0 0.83 0 0 0.94 0

7 0 0 0 0 0.86 0 0 0.82 0 0 0 0 0 n

8 0.9 0 0 0 0 0 0.82 0 0.8 0 0 0 0 0

9 0 0 0 0 0 0 0 0.8 0 0.75 0 0.95 0 0.99

l0 0 0 0 0 0 0.83 0 0 0.75 0 0 0 0 0

u 0 0 0 0.8 0 0 0 0 0 0 0 0.9 0 0.83

t2 0 0 0 0 0 0 0 0 0.95 0 0.9 0 0.83 0

l3 0 0 0 0 0 0.94 0 0 0 0 0 0.83 0 0.66

t4 0 0 0 0 0 0 0 0 0.99 0 0.83 0 0.66 0
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R=

00.99000.9900 0 0 0 00.9000
0.9900 00.99000.9800 0 0 0 0

0.98000.9900 0 0 00.9200 0 0

00.9800 0 00.9900 0 0 0

0 0 0 0.9900 0 0.8000 0.8600 0

0000
0000

0 00.8000 0 0
00000

0
00
00

0
0

0 00.9200 00.9900 0 0 0 00.8300 0 00.9400 0

0 0 0 00.8600 0 00.8200 0 0 0 0 0 0

0.9000 0 0 0 0 00.8200 00.8200 0 0 0 0 0

0 0 0 0 0 0 00.8000 00.7500 00.9500 00.9900
0 0 0 0 00.8300 0 00.7500 0 0 0 0 0

0 00.8000 0 0 0 0 0 0 00.9000 00.8300
0 0 0 0 0 0 00.9500 00.9000 00.8300 0

0 0 0 00.9400 0 0 0 0 00.8300 00.6600
0 0 0 0 0 0 00.9900 00.8300 00.6600 0

These matrixes are the basic matrices; from these matrixes we will be able to find other different

type of values. Like length of shortest path, time delay for shortest path, reliability values for

shortest path.

4.2 Time delay Matrix

The time taken by the burst to reach from one (source) node to another (destination) node is the

delay time. It depend upon the length of the linh if the route (path between source s and

destination d) consist of more than one link, the total delay is the sum of links delay. As the

length is given in km, and refractive index of the fiber core is given it is easy to calculate the

time delay between source and destination. The value of refractive index is from 1.46 to 1.56 in

practical Optical cables.

Time delay is equal to distance times the velocity of light.

Here, distance is in km and velocity of light is 250 km/ms given in

0
0
0
0

51



As velocity of light is 3 x 108 m/ s : 3 x 108 km / s : 300 x km / ms

Comparing both will give n=l .2

As D=lzx?

r: Dlv,

Tablc 9: Time-delay between connected nodes of NsF network

I 2 3 4 5 6 7 8 9 l0 1l l2 l3 t4

I 0 4.40 4.0 0 0 0 0 I1.200 0 0 0 0 0 0

) 4.40 0 2.4 4.0 0 0 0 0 0 0 0 0 0 0

3 4.40 2.40 0 0 0 8.oo 0 0 0 0 0 0 0 0

4 0 4.00 0 0 2.4 0 0 0 0 0 9.600 0 0 0

5 0 0 0 2.4 0 4.40 3.200 0 0 0 0 0 0 0

6 0 0 8.0 4.4 0 0 0 0 4.800 0 0 8.000 0

7 0 0 0 0 3.2 0 0 2.800 0 0 0 0 0 0

8 tt.2 0 0 0 0 0 2.800 0 2.800 0 0 0 0 0

9 0 0 0 0 0 0 0 2.800 0 3.600 0 2.00 0 2.00

l0 0 0 0 0 0 4.80 0 0 3.600 0 0 0 0 0

l1 0 0 0 9.6 0 0 0 0 0 0 0 3.200 0 1.200

12 0 0 0 0 0 0 0 0 2.00 0 3.200 0 1.200 0

l3 0 0 0 0 0 8.00 0 0 0 0 0 r.200 0 1.200

l4 0 0 0 0 0 0 0 0 2.00 0 3.200 0 1.200 0
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From the above table (length L) we will find the matrix for time delay between nodes, the total

time delay from one node (source) to another node(destination) will be the sum of the time 't'

- for the links.

fable 10: Some paths, path length and time delay

s.N0 Path Nodes Total path

length (km)

Time{elay

(ms)

Reliability

I PI l ---, $---+ Q----+ 14

(3-Links)

4000 l6 0.7\28

2 P2 l----+2--->3--->6 --- I 3--- 14

5-L

5800 23.2 0.ss940

3 P3 I --' )--+ d---+ I I --14

4-L

5300 )1 ) 0.6507

4 P4 1.... 2-, 4....rJ-.--r S--+ l0- 9---

14 7-L

6400 25.6 0.4735
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(1,2)

(1,3)

(2,3)

.2,41

(4s)

(3,6)

(5,5)
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(1,8)
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(g,g)

(6,10)
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Fiture 29: NSF Network and conesponding Edge lendh

Matlab c.des are given A2
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The following table is for path length matrix of the netwolk in killo meters km'

Table 11: valuci ot shonest Path len*h between nodes

O ltfi, 16m zlOO 27flI 36m ts{X, 2gX, 35q, /ltOO ilsm ffi
u(n o 6m l(xlo 1600 26m 2!(x, 3100 :l8XD :tgxl 3100 42m

l6m 6m O 1500 22fi 2fio :lO0O l7m al{ro l2m 4O0O 
't]{X}

2lm t(m l6m o 6m 1700 um 2loo lE{x} 2qx, 2400 12{,o

,'7trct 1600 22q) fiO O llm 8{X' 1500 2rm 23{X' 3(x}O 27{X'

:r6q, 2600 2(xn 17rx) ll{x} 0 r9m 2600 2100 1lm 3100 2100

3500 2/(xl l(m !ux, 8{xt 19m 0 7(xt ltoo Bl}0 270/J lltoo

tgD tlm 3700 21m 1500 2@o 700 0 7m 1600 ,q)0 uoo

35fit :tflxt um 2E{D 2200 21m !!00 1fi O gfi} 1:lOO 500

Iu00 :t€{D ,200 29(x! rlfl} 1200 t3{x} 16m lxro 0 t200 1!00

ir900 :!(xl tl,,n t(fi l(m 3100 2700 2(m 1300 2200 0 8{xl

4Im {20O t:loo 32m 27(x, 2:}0o l9(n l2m s{xl lrtm 8{xt o

tgx, atm alm 3900 rlm 2(m 22m um 8(x, 17fi 1100 3fi)

/l{m li2(x, t3{x} 3200 27m 23m 19(x} ll00 500 1{x, gn 6m

it:xx, iux,o

45tx) 42m

,!(m /lfOO

3500 32m

rtro 27m

2(m l]00

2200 lvxl
15q) 1200

E{X' 5m

17(x' 1/lm

1100 8{X}

300 600

0 :100

ltxl 0

Time delay matrix is

Rows start from

Columns start from

l-+14

l --+ l4

Diagnal values are all zeros, indicate that there is no self loop in the network.

Rowl, columnl4 is 4000, means there are 4000 km destance of the link inbetween source s (1)

and destination d (14) given as

l-r 8---+ 9---+ 14, the total length is
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2800 + 700 + 500 = 4000 km given by row I column l4 (Rl, Cl4) of above Matrix-5.

From the above time delay Matrix we will find the total delay time between different nodes,

MATLAB codes2 will be used for calculations

UG=

(2,r) 1.1m
(r,11 5,qm
(8,1) u.2(m

{r,2) z{m
(6,2) 4.(mr
(6,r) 8.0qE

(5/41 Z{m
(r1,4) 9.6d[
(5,t) 4{m
(7,1) 3.rqn

110,6) 4.rfl)
(rt,5) &{El
It,7) rdrl)
{er) zsqF
(10,91 l.6dn
(12,e1 Am
04,9) 2.qm
(12,rr) 3.Xm
(14,111 t.am
llr,ul rrm
(r4,13) L2q!

ilgg: -ro-
12

32. 
-.-:.,-. 

2
Sode-l!. _

't.2

!qd_e -1-2 . I Hod€ 'r 0

t2 i 3t

1.ece 1l ijg-gril 'e

Eeleq itrsc€

lNoc.7

Srod;al112 9--
z7

i*-4 [iese!
2.

;Node 2.

-ro,ii f l

Figure 30: Time-delay tor each cdge and path delay per edle bares

2 
MATLAB codes are it A2
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Table 12: Time.delay matrL fo. thortest path

If we draw the graph for time delay verces length , on x-axis we take the length of the path in

km, and on y-asix delay time in milli second (ms). The graph will be of edge link verses delay

time is shown in figure 31. The programing codes are given at 3

t{odes I 2 l 4 5 6 1 E 9 10 u u t3 11

I 0 1.1 6,4 &1 10.8 114 11 11.2 14 17.6 u 16 17.2 16

2 1A 0 L4 1 6.1 10,4 9.6 1L4 15,2 1J.l 13,6 16.8 18 16.8

3 6.4 u 0 6.4 8.8 E u 14.8 16.4 tz8 16 11.2 l0 17.2

I E,I 1 6.{ 0 u 6,6 5.6 8.4 11.2 lt6 9,6 rzE 14 11E

5 1r).8 6r{ E,E u 0 1.1
,1

6 &8 9,2 11 10.6 11 l0.E

6 11.{ t0r E 6.8 4.4 0 7.6 10,il &4 1.E Q4 91 E
01

1 11 9.6 u 5.6 3.2 7.6 0 LE 5.6
a) 10,8 1.6 E.8 7.6

8 lt2 a 11.8 &4 6 10.1 l8 0 ZE 6,4 E 4,8 6 4.8

9 11 lJ,2 t6A 112 8,8 E.1 5,6 L8 0 3.5 5,2 2 3.2 1

10 17.6 152 ltE 11.6 9,2 4.8 9,2 6,4 3.6 0 E.8 5.6 6.8 5.6

11 u 13.6 16 9.6 t2 lll l0.t E 5.2 8.8 0 4.4 3.2

12 l6 16.E 17.2 118 o.E 9,1 1.6 4,8 2 5.6
,1

0 L2

t3 17.2 1E 16 14 u I &E 6 6,E 4,4 1.2 0 L7

11 16 16.8 t?.2 UE 10.E 9.2 1.6 4.8 2 5,6
,) u t2 0

3 
MATLAB -do ,r. given al A3
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Xaxis-Lengilh(Km) Y-axiz DelayTime (ms)

2000 2500 3000 3500 4000 4500

FBure 31: X-axls dinanc€ (k nlycrses Y-axis time delay (ms)

MATLAB Codes Used for making NSF Network, with given specification, measuring shortest

path as well as link delay time is given in 43.

In figure 3l as the length ofthe line increases, time delay will also increase.

We will select one path (shortest path) out of a number a paths, for that path we will keep the

values for the link taken, and will be replace all other values of link by zero. It will elliminate the

other paths from the graph.

Adjacency matrix for shortest Fth, will be represented by S and is given below

18

16:

\.7-

I.

?'

14:

12r

1o i

6f o"'
_!

4t ?-.-',
t_7 '

2i ?'
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000000010 0 0 0 0 0

0000000010 0 0 0 0

000000000 0 0 0 0 0
000000000 0 0 0 0 0

000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
1000000010 0 0 0 0

000000010 0 0 0 01
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0

Table 13: Adiacency matrix for shortcst path ot the NSF n€twork

Nodes I 2 J 4 5 6 7 8 9 l0 ll 12 13 14

I 0 0 0 0 0 0 0 I 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 n 0 0 0 0

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 0 0 0 0 0 0 0 0

7 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 I 0 0 0 0 0 0 0 1 0 0 0 0 0

9 0 0 0 0 0 0 0 I 0 0 0 0 0 I

l0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l4 0 0 0 0 0 0 0 0 1 0 0 0 0 0
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Length matrix for shortest path represented by Ws.

Ws=

000000028000 0 0 0 0 0

000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0

28000000000700 0 0 0 0 0
00000007000 0 0 0 0 500

000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0

00000000500 0 0 0 0 0

Table 14: Lendh matrixtor shortest path of NSF nctwork

Nodes I 2 3 4 5 6 7 8 9 l0 11 t2 l3 l4

I 0 0 0 0 0 0 0 2800 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 0 0 0 0 0 0 0 o

7 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 2800 0 0 0 0 0 0 0 700 0 0 0 0 0

9 0 0 0 0 0 0 0 700 0 0 0 0 0 500

l0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ll 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l4 0 0 0 0 0 0 0 0 500 0 0 0 0 0
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Reliability matrix for shortest path is is represented by Rs,

Rs=

0000000.90 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
.90000000.8 0 0 0 0 0
0000000.80 0 0 0 0.99
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0

00000000.99 0 0 0 0 0

Table 15r Reliability matrix tor shortest path of NSt network

Nodes I 2 3 4 5 6 7 8 9 l0 ll l2 13 t4

I 0 0 0 0 0 0 0 0.9 0 0 0 0 0 0
,)

0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 0 0 0 0 0 0 0 0

't 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 0.9 0 0 0 0 0 0 0 0.8 0 0 0 0 0

9 0 0 0 0 0 0 0 0.8 0 0 0 0 0 0.99

l0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ll 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 500 0 0 0 0 0
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Time-delay matrix for shortest path,

Ts=

000000077.20 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0

000000000 0 0 0 0 0

000000000 0 0 0 0 0

000000000 0 0 0 0 0
000000000 0 0 0 0 0

tt.200 000002.8 0 0 0 0 0
00000002.80 0 0 0 0 2.0

000000000 0 0 0 0 0
000000000 0 0 0 0 0
000000000 0 0 0 0 0

000000000 0 0 0 0 0

000000002.0 0 0 0 0 0

Table 15: Iimedelay matrix tor shortett path of NSF network

tliod.! I 2 J 4 5 6 7 8 9 10 ll t2 l3 t4

I 0 0 0 0 0 0 0 tt.2 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

J 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 0 0 0 0 0 0 0 0 0 0 0 0

7 0 0 0 0 0 0 0 0 0 0 0 0 0 0

I 11.2 0 0 0 0 0 0 0 2.8 0 0 0 0 0

9 0 0 0 0 0 0 0 2.8 0 0 0 0 0 2

t0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

ll 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

l3 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t4 0 0 0 0 0 0 0 0 2 0 0 0 0 0
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4.4 Dispersion consideration for NSF Network

when the light (data) pulse propagates in the fiber it will spread out with time, this spreading out

of light putse is called dispersion. There are many reasons which cause dispersion in optical

fiber, and it classified mainly in three types.

Intermodal Dispersion,

lntra modal or Chromatic Dispersion, and

Waveguide Dispersion

The core ofa multi mode optical fiber has a larger size, in which many different rays/modes of

light can travel. As these fiber can enter the multi mode fiber at different angles, each mode

follows a different path in the fiber have different length, and will reach the destination at

different time, which causes spreading of light pulse at the output receiver. Different modes will

overlap and will spread along the fiber. The use of single mode fiber will illuminate model

dispersion as there is only one mode for long distance communication

Material Dispersion: if light consist of a single mode, which have a single wavelength, then the

spreading of light will be minimum. But normally the light is not exactly monochromatic, it

consist of different chromes, having different velocities and wavelength which causes spreading

of light. This type of dispersion is called chromatic dispersion which is a type of material

dispersion. It is a result of the line width ofthe light source; it also depends on refractive index of

the material.

Waveguide dispersion is important in single mode fiber. The fiber consist of core and cladding,

core is denser than cladding. Light pulse will propagate faster in cladding as compiue to core. It

is also a type of chromatic dispersion.

a.

b.
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4.4.1 Dispersion in Single'mode frber

If single mode fiber used in a communication system intermodal dispersion can be illuminate'

The broadening of light pulse in a single mode fiber will still persists due to inhamodal or

ckomatic dispersion. It is dispersion o ccurs due to the group velocities of a light source.

Dispersion in Single mode fiber is also due the index difference offiber and profile of the fiber.

That is called Waveguide, and profile dispersion. The total dispersion in single mode fiber is

given in the equation [12].

The total chromatic dispersion in a single mode fiber is given as;

DrQ)-? ('-(9-)

Where I is operating wavelength

So is zero disPersion sloPes,

1o is Wavelength of minimum intermodal dispersion'

If we consider waveguide and profile dispersion for the fiber, then total dispersion is given as.

Dr = Du*Dv1 IDP

4.4.2 Parameter ofSMF-z8e Optical fiber

For a single mode optical fiber made by coming SMF-28o, the dispersion

parameter are given as,

4.1

4.2
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Table 17: Parameter ol SMF-28e Optical fibcr

Wavelength (nm) Dispersion Value I

ps(nm.km)l

1550 < 18.0

1625 s22.0

Zero Dispersion Wavelength (,lr): 1202 nm 3 7o < 7322 nm

Zero Dispersion Slope (.9o): < 0.089 [ps/nmz. km ]

The fonnula for dispersion is

Dispersion D (7), = ? F - fl os / (nn. **)

for operating wave length: 1200 < l<1625

These values (parameter) will use for NSF (National Science Foundation) network.

As there are different paths in the NSF network.

fabb 18: Some paths, thelr len$h and dispersion

4.3

S.No Path Nodes Total path
leneth (km)

Time-delay
(ms)

Dispersion
Ds/(nm.km)

I PI | -> $-r Q"'+ 14

(3-Links)
4000 l6 88,000

2 P2 1--+2---+3----+6 --*13-' 14

5-L
5800 23.2 127,600

3 P3 f ...+ )---+ 4---) I I ---14

4-L
5300 21.2 1 16,600

4 P4 l---+ 2-> 4 -+5---+ 6-r l0---+ 9-+
14 7-L

6400 25.6 140,800
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Dispersion will be frnd either by using formula 4.1 or 4.3. Data releted to single mode fiber are

given, calculating the dispersion, the graph of length (shortest path) vs dispersion is given in

figure 32. path is node l-+ 8---+ 9-+ 14 (3-Links)

Note. Programing code is given 43

Dispersion fr$ Lembda=1550 nm rv, 1625 nm, bo
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FEu.e32:Graphfo.linklengthversesdispe]sion,orl=1550nm,rv,line,andfo.I=1525nm'bo.line

Graph in figure 32 gives two results for the same shortest path. Line with small circles (bo) given

dispersion for l625nm wavelength and line with small triangles (rv) give dispersion for 1550 nm

wavelength. Both results are impesise that dispersion is a function oflength and increases with

decreasing the wavelength for a tansmission window (wavelength)'
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Graph for path 2,

Path is Node 1-t2-'-+3"'+6 --- I 3--- 14 (5-Links)

2ooo 3000 4000 5000

Length in kilometers

Fiturc 33: Graph tor Length vers€s disperslq lor l= 1525 nm -red line, and fot l= 1525nm

In figure 33 the graph is given for a second (long) path with lenglh 5800km The dispersion

increases if we increase the optical fiber length. If dispersion increases the bit-enor-rate will

increase which will cause data loss and blocking.
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A comparison of wavelengths from 1530 nm < tr < 1525 nm on path 2 is given as

Dispersion for 1530 <=Lembda <=1625

7:

^tot

E
-Y_
Ec
o
=
8ao
o
.9
E^
.J
;
,oo6to--
.9
E'

I

1000 1500 2000 250O 3000 3500 4000

Length in kilometers

Figure:14: compariton ql ditfer€nt wavelengths on the same Path

A general graph is given for NSF network in figure 34. Wavelength for different communication is

changed between 1530 nm and 1625 nm. Path is taken as shortest Path and the results are given in the

graph. when length increases dispersion also increases, ifdispersion increase bandwidth ofthe channel

wi[ decrease, this will limit the bandwidth ofthe optical fiber. Ifthe profile ofthe optical fiber is

improved and dispersion are decreased then the bandwidth utilization increases'
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CHAPTERS

CONCLUSION AND FUTURE WORK

Thesummaryoftheworkcarriedoutforthethesispresentedinthispartwithsomefuture

research ptans based on the results is discussed. A brief introduction to optical fiber is given,

types of optical fibers, impairments in optical fibers like dispersion' optical components are

addressed in the beginning of the thesis. A background knowledge is given next to the

infoduction section where we have discussed optical networks, network classification and

multiplexing paradignr for optical network.

Some brief literature review related to the work is discussed. Here we have discussed routing and

wavelength assignments, types of routing, routing managements in OBS network' wavelenglh

assignmens heuristic like random wavelenglh assignments, first fit, and least used, most used etc

are discussed. Blocking probability is discussed and calculated by using Erlang B formula,

Poisson formula is also defined.

core of the thesis where proposed methodology is discussed, here we have find and calculate

path (routes) for traffrc routing. we have analyzed the theory and mathematic on National

Science Foundation (NSF) network and find some useful results. optical impairments are

discussed and simulation results are calculated for a single mode fiber SMF-28e optical fiber,

here we calculated the shortest path for NSF network, for this purpose we have calculated and

create matrixes, adjacency matrix, time delay matrix, length matrix for the whole NSF network'

then we have calculated shortest path for the network. Time-delay was calculated for the paths,
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dispersion was also calculated and the simulation results are obtained. The process can be

applied and used for any type of network.

5.1 Conclusion

The amount of traffic being transmitted over existing networks is rising at an unprecedented

rate, and telecommunication and data commmications companies are racing to provide the

means for meeting these demands.

Optical Burst Switching (OBS) are the engines for high speed Intemet transPort on optical

networks. Optical burst switching combines the advantages of packet switching and circuit

switching in a single network. Data and control information are sent through different

wavelength channels in a WDM system, new analyses and research are necessary to avoid traffic

degradation, burst loss probability and system failure. New protoml and their proper

implementation are needed. In this work we have analyzed different routing schemes and optical

impairments. We have analyzed NSF network architecture for our consideration.

5.2 Future Work

Optical fiber communication is broad and waist field and a number of considerations can be taken. We

have discussed only shortest path routinB and the system used was NSF network. Least used path can

also be considered to reduce blocking probability and improve traf{ic transmission. locally WATEEN

network can also be consider for optical measurements. Signal to Noise Ratio (SNR) and Bit error ratio

(BER) can also considered and calculated for the said networks. The research can be extended for

blocking probability, Q.o.s and many-castinB.
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5.3 Limitations

optical fiber has natural qualities and properties. For different transmission windows it dispersion

i characteristics are changed. lt some wavelen'th it offer zero dispersion but will cause other

impairments to increase.
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APPendix
AI

Implementation of Erlang B formula. Traffrc is from 0 to 6 E and cannel is % taken as 1, the

probability will find by the following matlab codes.

,1111= [0.1 0.20.3 0.40.5 0'6 0.7 0.8 0.9 I 1.2 1.5 22.5 3 3.54 4'5 5 5'5]

BLCKI= [0.091 0.167 0.231 0.2860.333 0.375 0.4120.4440'474 0'5

0.545 0.6 0.667 0.7t4 0.75 0.778 0.8 0.818 0.833 0.8461

plot@HTl,BLCKI, 'rv:)

xlabe(' Load in Erlang ')

ylabel(' Blocking probability @b)')

title(' Load vs Pb using Erlang B formula')

M

NSF network can be formed by using the code given below.

w1=[l 1628 106 20 6248 rt 12207 7 9 5 5 8 8 3 3]r100;

DGl=sparse(u 11223 44556678 99 9 1l 1l 12 l3l,[23 84365117610 13 8910

t2 t4 1214 l3 141,w1,14,14)

h=view @iograph(DG l,[],'ShowArrows','off ,'ShowWeights','on'))

title( ' NSF Network With l4-Nodes and 2l-Edges')
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A3

NSF network, shortest path can be find by using.

Wl=[1 l6 2810 620 6248 lt 12207 7 9 5 5 8 8 3 3]*100;

DGl=sparse([1 11223 445s6678 99 9 ll l1 12 l3],

123 8 43 6 s 117 6lO 13 8 9 l0 12 14 12 t4 13 I4l'Wl,14'14)

h:view(biograph@G,[],'ShowArrows','on','ShowWeights','on'))

title('NSF Network With l4-Nodes and 2l -Edges')

graphall shortestPaths(DG)

w2=[I1 1628 t06206248 rr 12207 7 9 s s8 8 3 3]*0.4;

DG2=sparse([ 11223 44556678 99 9 ll l1 12 l3],

123 8 43 6 5 rr7 610 13 8 9 t0 t2 14 12 t4 t3 141,W2,r4,14)

UGI:tril(DGl+DGl')

Uc2:triI(DG2+DG2')

view@iograph(UG 1,[],'ShowAnows"'off ,'ShowWei ghts','on')) ;

A I =graphallshortestpaths(UG l,'directed',false)

view(biograph(UG2, [],'showAnows'''off ,'ShowWeights','on')) ;

62=graphallshortestpaths(U G2,'directed',fal se)

xl abel('Path lenght (Km)')

ylabel(' time delaY (T)')

plot(AI,A2, 'rv')

title( 'X-axis-Length(Km) Y-axis Delay Time (ms) )
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A4

Dispersion verses path length can de find by using'

W1=[1 16 28 10 620 6248 lr 1220'7 7 9 5 5 8 8 3 3]*100;

DGl=sparse([l 11223 44556678 99 9 ll11 12 l3]'

123843651r7610 l389lO1214 12 14 13 l4l,w1'14'14)

W2=[1 16 28lO 620 6248 lt 12207 7 9 5 5 8 8 3 3]*0'4;

DG2=sparse([l 11223 445566'78 9991111 12 13],

12.3843651176l0 l389 t012 141214 11 l4l,w2'14,14)

h:view@iograph(DG l, [],'ShowArrows','on','ShowWeights"'on'))

title( ' NSF Network With l4-Nodes and 2l-Edges')

graphallshortestPaths(DG)

uGltil(Dcl+DG1)

Uc2:triI(DG2+DG2')

view(biograph(UG 1,[],'showArrows','off ,'ShowWei ghts','on'));

tr | =gpphallshortestpaths(UG l,'directed',false)

view(biograph(UG2,U,'showAnows','off ,'ShowWei ghts','on')) ;

42=graphall shortestpaths(U G2,'directed',fal se)

xlabel(Path lenght (Km)')

ylabel(' time delaY (T)')

plot(Al,A2, tv)

title( 'X-axis-Length(Km) Y-axis Delay Time (ms) )
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