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Chapter 1 ' Introduction

1. Introduction

The growing need of every business is valuable insights and recommendations derived on the
top of information generated by their systems on each activity. The trend analysis, statistical
functions, projection and prediction are effective tools to stimulate business ahead of time for
in-time decisions and planning. In specific, the decision to map and place HR particularly

managers on right place and in a right customer segment is quite vibrant.

We addressed the main challenge of identifying the rising business manager based on
performance of co-business managers and team rather to rely on manager’s profile and history.
We evaluated two different scenarios of average revenue and average relative increase in
revenue against fiftéen core features of fixed line operator and explored them using machine
learning techniques. We proposed three different methods against baseline and have observed
that proposed methods performs better. We further compared the rising business manager

results with business rating to gauge effectiveness of this exercise.

The challenge of hypothetical determination the persuasive literature based on paper citation
and trends to propose a Future Influence Prediction FIP indicator after a certain time has also
been resolved. Many regression models have been applied such as k-Nearest Neighbor (KNN),
Linear Regression (LR), support vector regression (SVR), CART and Gaussian predication
process (GPR) to learn and evaluate accuracy based on determination coefficient. A significant
improvement in average of mean precision has been observed. The content features (novelty,
ranking o{f the topic, diversity), feature of the authors (Rank of the Author, H-index, author
influence history, productivity, sociality, authority and versatility), venue features and temporal

features are evaluated through academic research database AmetMiner to find FIP [1].

1.1  Rising star
The rising stars are emerging experts that currently carries relatively low profiles but can have

significant/exceptional role in business disciplines / areas [2}/ [3]. In essence the business
success factors in fixed line operators are based on productivity of business managers. The
objective is to identify the new manager as rising based on certain aligned features of co-

business managers and their team to predict rising business manager.

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 3




A

sy

Chapter 1 Introduction

1.2 Rising vs. Expert Business Manager
The expert business managers are outstanding managers, who delivers and leads by example

and are ranked on top based on management defined goals and' key performance indicators
(KPI). The business manager leads the particular business area by driving his/her team with a
common goal of efficient and productive business management. A new business manager is

rising or emerging, if the co-business managers and his/her team delivers outstandingly.

1.3 Prediction Using Classification Model
The data mining in nut shell is a collection of techniques that are required for the extraction of

—

relevant knowledge from data. The classification and prediction is one of the tasks of data

mining. It’s based on supervised learning that classifies the data items into predefined class

labels [4]

Every classification algorithm progresses on a training data set that comprises of attributes and
outcome. The algorithm attempts to ascertain the relationship among the attributes that will
support the prediction of the outcome. On discovery of relationship among attributes, an un-

seen / un-interpreted data set called prediction set is given to the algorithm [5]..

The classification models built from an input data set are used to predict the future data trends.
The decision tree, Naive Bayes classifiers and SVM are three of the main algorithms for data

classification.

The decision tree generates a tree from the given data using simple equations based on the
calculation of gain ratio. The gain ratio assigns weights to the attributes used so that the
researcher can identify the most operative attributes on the foreseen target. Resultantly, a

decision tree would be built with classification rules generated from it [6].

The Naive Bayes (NB) classifier is also a classification technique used to predict a targei class.
It’s based on the calculations of probabilities, namely Bayeéian théorem. Its classifiers are more
precise and real, and are more sensitive to new data added to the dataset but its compute
intensive [6]. The NB is a probabilistic classification method that relates naive hypothesis with
Bayes algorithm for every pair of features. It can handle both continuous and categorical

independent variables and adopts that features are statistically independent [7].

The support vector machine (SVM) is also a supervised learning model / algorithm that
analyzes the data and recognizes the patterns, required for classification and regression

analysis. Given a set of training examples, each marked as belonging to one of two categories,

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 4
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an SVM training algorithm builds a model that assigns new examples into one category or the

other, making it a non-probabilistic binary linear classifier [8].

MEMM (Maximum entropy markov model) or CMM (Conditional Markov Model)
encapsulates the functionality of both HMM and maximum entropy for labeling of sequential
data. In nut shell, it extends the MEC (maximum entropy classifier) with features. The
unknown parameters are assumed to be connected in a markov chain rather than independent

to one another [71.

1.4  Fixed line operators - |
In fixed line the signal is transmitted through a physical line, wire and pole unlike wireless

network where signal is transmitted in-air. The fixed line or land line is comprising of metal

wire telephone line. The term landline is also used to describe a connection between two or

more points that consists of a dedicated physical cable [9].

«
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Chapter 2 ’ Literature Review

2. Literature Review
The individuals that are currently not stars or not experts but have latent to be ranked on top in
any specific field are rising stars [2]. In academic social networks, the features of co-authors

and co-citations have been measured to rank researchers and publications based on quantity

and quality of work [7].

A trivial set of energies have so far been engaged to determine the rising scholars, researchers
or players based on performance of co-members. It has further been proposed an innovative
technique Coca Rank for ranking of citation count in academic networks to find n'éing stars. In
addition, right time span for pfediction of rising stars has also been determined with a prime
focus on researcher’s social interaction along with scientific potential through a meter
Collaboration Caliber. The rising stars have also been defined in terms of researchers as
individuals if compared with colleagues, are not currently outstanding but have tendency to

grow and become scholars. [10]

The IT professionals categorized the interpersonal and communication skills comparatively
more in importance than technical users. The engineer’s performance is based on interpersonal
skills not on technical background. Further the emphasis is on creative problem-solving and

ability to abstract business problems [11].

Forecasting of academic talent by using past experience knowledge discovered from related
databases has been performed and then the classification model is used for talent forecasting,
The result indicates different challenges associated with good classification model [12]. A

paper also predicts the employee talent based on existing and past knowledge of the employee

[13].

A model has been proposed with a stance that the quality of team work is very important and
it impacts each employee keeping in view the effect of technical and human IT infrastructure
capabilities on IT project success, which subsequently affects team commitment that is crucial

to IT project success [14].

For competitive edge, it’s quite decisive to focus on quality and competency of employees.
Unfortunately, the high technology companies are facing high employee turnover rate and it
became very hard to hire a right resource. The development of effective data mining based

personnel selection framework to hunt a suitable talent is inevitable.

Rising Business Manager Prediction for Fixed Line Opérators Using Classification Models 7
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A s'tudif carried out to fill the gap by developing a data mining framework based on decision

tree and association rules to generate useful rules.for personnel selection [15].

a

Based on empirical study of 178 industry pfojects, it has been identified that the success of any

product depends on the skills and competency of the product manager [16].

%

[n a methodology, the bibliography networks are excavated in unsubstantiated way using.

clustering (power graphs) based on co-authors information, volume of publications and venues

of these publications using DBLP databases. In addition, an author evolution paradigm is
established on well established, rising, declining authors against publication rate. The formula

to calculate evolution index and average relative increase is defined. [17]

The first step of data classification is leamning in which a model that defines a determined set
of classes is built by evaluating a set of training data cases. Each case is supposed to belong to
a predefined class. In second step, the model is tested by using a different dataset to determine
the correctness of the model. If the model correctness or accuracy is acceptable, the model can
further be used for classification of unknown classes. This model will then act as a classifier in

decision making process [4].

The decision tree, Bayesian methods, rules based algorithms and neural networks are the
techniques that can be used for classification. The decision tree classifiers are the well-known
technique because the assembly of tree does not require any domain expert knowledge. The
decision tree can yield a model with rules that are human readable and interpretable. The
decision tree has the advantages of easy interpretation for decision makers to compare with

their domain knowledge for validation and decision justification [4].

To address over fitting issue of decision tree, a conscious working on two independent hybrid
mining algorithms is carried out to improve the classification accuracy rates of decision tree
and naive Bayes classifiers for the classification of multi-class problems. Further, it has also
been verified the enactments of the two anticipated hybrid algorithms against those of the
existing DT and NB classifiers respectively using the classification accuracy, precision,

sensitivity-specificity analysis, and 10-fold cross validation on 10 real benchmarks [18].

The Bayesian latent variable model has been used with classification and regression tree

approach for a bank credit grant department to predict the applicant’s future performance based

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 8
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on current information of credit procedure and reimbursements. The cardholder's credit relic

provides the most noteworthy proof in credit scoring [19].

We found explanation of advantages of classification and regression tree (CART) methods as

simplicity of results, easy implementation, nonlinear estimation, being non-parametric,

,, accuracy and stable. For knowledge discovery and mining, the most powerful approach is

decision trees. Its strength is to explore the large and complex data sets to find useful hidden

patterns. The decision tree enriches the model by self-learning [20] /[21].

MEMM (Maximum entropy markov model) or CMM (Conditional Markov Model)
encapsulates the properties of both HMM and maximum entropy for marking of progressive
data. In nut shell, it extends the maximum entropy classifier with structures. The unidentified

constraints are supposed to be linked in a markov chain rather than autonomous. 7]

2.1  Problem Statement
For an intelligent business strategy and decision making in fixed line operators, the problem is

to identify a best fit business manager before his actions in the same business. This will
ultimately control the decisions of business manager hiring / reallocation and will guarantee
the business growth and the competitive edge in the market mix. It will also help the Telco

business to use the right resource on right task by prediction not by experiment.

The problem is to predict a new business manager as rising star based on certain aligned
features of co-business managers and overall team progress not on the basis of his’her own

profile and work history.

Given a series of n drill examples (X1, y1), (X2, y2) ... (Xn, yn), where n is the total numbers
of business managers, Xi is a feature vector of business manager ai, where Xi € Rm, m is total
number of features and yi € {-1, +1}. To CIassify either a business manager ai is a rising star

or not, the function for prediction is produced as
y=FRS (a/X) 4}
Where,

Frs(a/X)=| > 0ify=+1, rising star

< 0ify=-1, not rising star ?))

Rising Business Manager Prediction for Fixed Line Operéfors Using Classification Models 9




o)

e

Chapter 2 Literature Review

The objective is to study a predictive function FRS (.), to predict either a business manager

‘a’ is a rising star or not after a'certain time period At. :

C=Rs@ix.ny . | 3)

.2, Research Objectives

Collection of data of business managers

Evaluate features

Defining AR and ARI

For finding rising business manager, we apply classification modeling techniques such

as Neural Net, Support Vector Machine (SVM), Bayes Net and Naive Bayes.-

N

Comparing results of proposed methods from baseline.

n

6. Predicting top and bottom 10 business managers using rising star score and ARI

(Average Relative Increase).

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 10
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3. Research Methodology

To predict a manager as a rising business manager, the fifteen features of the co-business
managers, senior business manager and the team’s regional general manager have been
formulated. On the basis of weightage and point calcul:ations the new business manégér will be

determined as rising or not.

Based on trend of last three months’ progress, the high limit and low limit for calculation of

score is determined.

Achievement Trend (Variance) = [MAX (Current KPI Achieved, Last three months’ average
KPI achieved)-MIN (Current KPI Achieved, Last three months’ average KPI achieved))/ Last
three months’ average KPI achieved] :

. The fifteen features that will be used for classification of rising and not rising business

manager are grouped into three different categories i.e. Co-BM, SBM and RGM. Co-BM
refers to the feature set of co-business managers that includes nine features. SBM refers to the
feature set of Senior business manager that includes three features and RGM category covers
feature set of regional general manager that also includes three features. The features

segregation into each category is produced in table 1.

Table 1: Category Wise Feature Sets

Co-BM  On-Time Provisioning On-Time Rectification Fauits Registered
Repeat Faults Repeat Telephone Net Adds
Disconnection Customer Denied Rectification Customer Denied
) Installation
SBM BB To PSTN Ratio Customer Retention Customer Winback
RGM Customer Segmentation Collection Ratio Caﬁaciiy

Each feature is defined in-terms of certain ratio of two KPIs as mentioned in Table 2.

Table 2: Category Wise Features Definition

Feature | Category Metric : Definition -
cop Co-BM On-time Provisioning On-Time Sales / Total Sales
CDN Co-BM Disconnection ~ Disconnection / Total Subs

" CFR Co-BM Faults Registered/100/Month Faults Registered / Total Subs
CRP Co-BM Repeat Faults - Faults Repeated / Total Faults
CRT Co-BM Repeat Telephones Faults Repeated Telephone / Total Faults

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 12
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. COR | Co-BM |  OnTimeRectification | On-Time Rectification/Total Rectification |

| CDI Co-BI}Z A mriléustomer Denied Installatiqr} ] " Denied Installation/Total Sales ‘
CDR | CoBM Customer Denied Denied Rectification/Total Dialed

i CAN Co-BM Net Add Ratio Total Sales / Disconnection
SBR | SBM | BB ToPSTN Ratio Total Subs BB / Total Subs PSTN
SCR SBM Customer Retention Retained / Total Suspended

- scw SBM Customer Winback Winback / Disconnection

t RCS RGM Customer Segmentation Segrﬁgnt / Total Subs

. RCP RGM Capacity Total Subs / Capacity N

E‘— RCR RGM Collection Ratio Recovered within due date / Total Recievable

3.1 Features of Co-Business Manager
Table 3 covers nine features of Co-Business Manager.

Table 3: Co-BM Features

COP | Co-BM | On-Time Provisioning

COR | Co-BM | On-Time Rectification

CFR | Co-BM | Faults Registered

CRP | Co-BM | Repeat Faults

CRT | Co-BM | Repeat Telephone

CAN | Co-BM | Net Adds

CDN | Co-BM | Disconnection

CDR | Co-BM | Customer Denied Rectification
CDI | Co-BM | Customer Denied Installation

3.1.1 On-Time Provisioning (COP)
The co-business managers are required to facilitate the customers by providing the service
(new connection) with in the permissible timeline e.g. the landline connection within 3 days

and broadband within 5 days.

COP feature is a ratio of total orders installed on-time to total orders installed.

COP = [(Total On Time provisioned) / (Total Installed) * 100] 4

To calculate score as per business definition:

Proportion = [(COP — Low Limit) / (Upper Limit — Low Limit) *Weightage] (5)

3.1.2 On-Time Rectification (COR)
This KPI is to control the delays in faults rectification. Each complaint must be resolved

within 24 hours.

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 13
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COR feature is a ratio of total faults rectified within 24 hours to total faults registered.
COR = [(Total On Time Rectified) / (Total Faults Registered) *100] (6)

To calculate score as per business definition:

Proportion = [(COR — Low Limit) / (Upper Limit— Low Limit) *Weightage] : )
3.1.3 Faults Registered (CFR)

CFR is the ratio between total faults registered and total number of active subscribers and its

KPI (key performance indicator) is within 3%.

CFR feature is a ratio of 1otal faults registered to total subscriber base.

CFR = [(Total Faults Registered) / (Total Base) *100] ®)

To calculate score as per business definition:

Proportion = ‘

[Weightage — ((CFR — Law Limit) / (Upper Limit — Low Limit) * Weightage)] )
3.1.4 Repeat Faunlts (CRP)

The number of time any type of fault re-appear against each subscriber in last 15 days and the

permissible repeat fault range is between 10% to 20%.

CRP feature is a ratio of total faults repeated to total faults registered.
CRP = [(Total Faults Repeated) / (Total faults registered) *100] (10

To calculate score as per business definition:
Proportion =

[Weightage — ((CRP — Low Limit) / (Upper Limit — Low Limit) * Weightage)] (11

3.1.5 Repeat Telephones (CRT)
The repeat telephone feature refers to the total number of unique subscribers (subscription

wise) who are affected in services or have lounged the repeated complaints.

CRT feature is a ratio of total repeated telephone or customer to total faults registered.

CRT = [(Total Repeated Telephone) / (Total faults registered) *100] (12)

To calculate score of CRT as per business definition:
Proportion =

[Weightage — ((CRT — Low Limit) / (Upper Limit — Low Limit) * Weightage)] (13)

Risging Business Manager Prediction for Fixed Line Operators Using Classification Models 14
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3.1.6 Net Additions (CAN)
The gross, net arid churn targets are defined on yearly and monthly basis to find the BM’s

progress. These KPIs will be evaluated to compare the business manager’s team progress or

BM'’s progress.

CAN feature is a ratio of total repeated telephone or customer to total faults registered.

CAN = [(Total Gross Sales) / (Total Disconnections) *100] : (14)

To calculate score of CAN as per business definition;

Proportion = [(CAN — Low Limit) / (Upper Limit — Low Limit) *Weightage] (15) -

3.1.7 Disconnection (CDN)
If the rate of churn/disconnection of the subscribers is in control (as per KPI), the quality of

service is ensured.’

CDN feature is a ratio of total subscribers disconnected to total active base.
CDN = [(Total Subs Disconnected) / (Total Base) *100] (16)

To calculate score of CDN as per business definition:

Proportion =

[Weightage — ((CDN — Low Limit) / (Upper Limit — Low Limit) * Weightage)] (17)
3.1.8 Customer Denied Rectification (CDR)

Whenever a customer complaint is verified / rectified, the OBCC (Out Bound Call Center)

calls customer to verify as if the complaint has really been fixed.

CDR feature is a ratio of total faults denied to total faults registered.
CDR = [(Total Faults Denied) / (Total Faults Registered) *100] (18)

To calculate score of CDR as per business definition:

Proportion = |

[Weightage — ((CDR — Low Limit) / (Upper Limit— Low Limit) * Weightage)] (19)
3.1.9 Customer Denied Installation (CDI)

The OBCC solicits the subscriber’s feedback on new connections to determine as if it’s not

the fake installation request? A business manager with 0 customer denied installation would

get the maximum weight.

Rising Business Managér Prediction for Fixed Line Operators Using Classification Models 15
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5

CDI feature is a ratio of total installation denied to total connections installed.

=

CDI = [(Total denied Install) / (Total Installed) *100] St - 20)

To calculate score of CDI as per business definition:

Proportion =
[Weightage — ((CDI — Low Limit) / (Upper Limit — Low Limit) * Weightage)] - (21)

3.2  Features of Senior Business Manager
Table 4 covers three features of Co-Business Manager.

Table 4: SBM Features | ’ !

SBR SBM BB To PSTN Ratio
SCR SBM Customer Retention
SCW SBM Customer Winback

3.2.1 Broadband to PSTN Ratio (SBR)
The broadband to PSTN ratio is determined to find the total number of lines having

broadband service. If ratio is more than 4%, the team is more productive.

SBR feature is a ratio of total broadband subscribers to total PSTN subscribers.

SBR = [(Total DSL Subs) / (Total PSTN Subs) *100] 22)

To calculate score of SBR as per business definition:

Proportion = [(SBR ~ Low Limit) / (Upper Limit — Low Limit) *Weightage] (23)

3.2.2 Customer Retention (SCR)
TOS (temporary out of service), if a customer has not paid the bill the service is suspended

temporarily. On payment the TOS connections are restored. The restoration ratio has direct

impact on revenue.

SCR feature is a ratio of total restored subscribers to total TOS subscribers.

SCR = [(Total Restored Subs) / (Total TOS Subs) *100] (24)

To calculate score of SCR as per business definition:

Proportion = [(SCR — Low Limit) / (Upper Limit — Low Limit) *Weightage] (25)

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 16
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3.2.3 Customer Winback (SCW)
If a customer has not paid the bill or have left the service deliberately on request; the winback

means to bring him/her back after churn.

SCW feature is a ratio of total restored subscribers to total TOS subscribers.

SCW = [(Total Winback Subs) / (Total Disconnections) *100] (26)

To calculate score of SCW as per business definition:

Proportion = [(SCW — Low Limit) / (Upper Limit — Low Limit) *Weightage] 27

3.3  Features of Regional General Manager

Table 5 depicts three features of Regional GeneralManager (RGM).
Table 5: RGM Features

RCS RGM Customer Segmentation
RCP RGM Capacity
RCR RGM . Collection Ratio

3.3.1 Customer Segmentation (RCS)
The subscribers are segmented into platinum plus, platinum, gold and silver based on

a) Average revenue of last six months
b) Level of service (data rate)
c) Customer longevity

d) In-time payments.

The total numbers of platinum plus, platinum, gold and silver customer of the respective
regional general manager would be evaluated to predict a new manager as rising business
manager. The RCS feature is a ratio of total valued customer (platinum, platinum plus and

gold Subs) to total Active Subscribers.
RCS = [(Total Valued Subscribers) / (Total Active Subscribers) *100] (28)

To calculate score of SCW as per business definition:

Proportion = [(RCS — Low Limit) / (Upper Limit — Low Limit) *Weightage] (29)

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models 17
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3.3.2. Capacity (RCP)
It’s RGM’S;KPI to manage the maximum capacity utilization and enhance the existing

capacity of network elements: This is a ratio of total working connections and total capacity

available on any exchange.

RCP feature is a ratio of total Active subscribers to total capacity of network element.

RCP = [{ (T otal Active Subs) / (Total Capacity) *100] (30)

To calculate score of SCW as per business definition:

Proportion = [(RCP — Low Limit) / (Upper Limit — Low Limit) *Weightage] (31)

3.3.3 Collection Ratio (RCR)
Its ratio of bills receivable to bills collected in-time. Every regional general manager needs to

maintain the collection percentage as per KPI and it will be evaluated to determine the rising
manager. It’s very important KPI as if a subscriber does not pay the bill, the tax amount 19%

is charged to the operator.

RCR feature is a ratio of total in-time collections to total receivable.

RCR = [(Total in-time collection) / (Total receivables) *100] (32)

To calculate score of RCR as per business definition:

Proportion = [(RCR — Low Limit) / (Upper Limit — Low Limit) *Weightage] . (33)

The table 6-point matrix represents the definition of each feature, the business target,
weightage assigned to each feature and relationship type as if relation is direct or inverse. It
further shows the formulae to calculate the proportional points.

Table 6: Point Matrix

Feature Ratio KPI (Target) ‘ Weightage | Low (0 High (Max | Proportional
; points) Points) Points
¢ On-time On-Time Sales/Total PSTN: >=90% 10 <=60% >=00% (V-I(X-
| Provisioning Sales in3days | Y))*W
é BB:>=90%in |
Sdays | :
Disconnection Disconnection/Total <=1% 10 >=4% <=1% W-((V-Y)(X-
; Subs Y)*W)
* Faults | Faults Reg/ Total Subs | <=3.08 Faults | 10 >=12 <=3.08 W-((V-Y)(X-
i Registered Y)*w) :
. /100Month ;
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! Repeat Faults | Faults Rep/Total Faults | <=10% ¢ 10 | >=30%> & <=i10% TWVYIX-
: L YW
IO S
Repeat Faults Rep Tel/Total <=10% 10 >=20% | <=10% | W-((V-Y)AX-
Telephones Faults ks § ; Y)*W)
; i 2 ' S
On Time On-Time Rectified / >=95% in 24 10 <=50% | >=95% | ((V-(X-
Rectification Total Rectified hrs f i Y)y*w
Customer Denied Install/Total <=0% 10 >=5% | <0% : W-((V-Y)/(X-
' Denied Sales ; W)
| Installation ‘ i E
* Customer Denied Rectified / <=10% 10 >=30% | <=10% ! W-((V-Y)/(X-
. Denied Total Dialed Y)*W)
- Rectification o
- BB ToPSTN Total Subs BB / Total >=70 10 <=30 >=70 ; (V-Y)/(X-
: Ratio ! Subs PSTN Y))*wW
Customer Restored/Total TOS >=60% 10 <=40% >=60% ((V-Y)I(X-
: Retention )W
X Customer Winback/Disconnection >=25% 10 <=|3% >=25% Y-NIX-
i Winback mw
Customer (Platinum + Platinum >=30% 10 <=20% ¢ >=30% (vV-Y)/(X-
i Segmentation | plus + Gold) / Total : Y))*W
? i Subs :
; Capacity Total Subs / Capacity >=65% 10 <=40% >=63% ((V-YY(X-
| W
"Net Add Ratio | Total >=70% 10 =503 | >=10% (VX
; ¢ Sales/Disconnection ; i Y))*w
| i H
Collection Recovered within due >=40% | 10 <=20% >=40% (V-NI(X-
: Ratio ! date/Total Recievable :

)*w
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Table 9:; Feature Sub Set Selection (ARIR)

Info Gain on Full Training Set

Gain Ratio on Full Training Set

Chi Square on Full Training Set

Ranking | Feature | Feature | Ranking Feature | Feature | Ranking Feature Feature
Score Sequence Abv. Score Sequence Abv. Score Sequence Abv.
0.23 14 CDI 0.294 3 SBR 17.33 14 CDI
0.196 6 RCS 0.256 14 CDI 15429 6. RCS
0.191 K} SBR 0.2 6 RCS 12 3 SBR

0- 5 SCwW 0 5 SCw 0 5 SCw
0 15 CDR 0 15 CDR- 0 15 CDR
0 7 RCP 0 7" RCP 0 7 RCP
0 2 COR 0 2 COR 0 2 COR
0 4 SCR 0 4 SCR 0 4 SCR
0 8 CAN 0 8 CAN 0 8 CAN
0 9 RCR 0 9 RCR 0 9 RCR
0 10 CDN 0 10 CDN 0 10 CDN
0 13 CRT 0 13 CRT 0 13 CRT
0 12 CRP 0 12 CRP 0 : 12 ‘ CRP
0 11 CFR 0 11 CFR 0 i 11 | CFR
0 1 cor 0 1 CoP 0 i 1 | CcOop

Result: Precision Analysis of Feature Subset Selection

The precision results of feature subset selection are compared with actual results as shown in

figure 4-11. The actual results are the average results of all features retrieved on 60 instances

data set. The result shows that if SCW feature is removed from data set, the results will get

better with precision weighted average of 70% but if next least significant feature as per output

of feature evaluation algorithms is dropped; the outcome will decline. The result also indicates

that CDI cannot be used as only one feature for rising star prediction as it yields results upto

66%.

Rising Business Manager Prediciion for Fixed Line Operators Using Classification Models ‘

31




N T T TS R T e - v S i L r———— S devn seemes peen e e o -

Chapter 4 ) Experiment

1.00

0.90

0.80 063 OFE 567 070 Al
5 - A-CAN
0.70

8- R-CDA
O-RCAR

0.60 - RCOP

0.50

0.40

8- ROP,CFR,CAP,CAT,CDN,RCR,CAN,SCR,COR,RCP
- R-COP,CFR,CAP, CAT,CON,RCR,CAN,SCR,COR,ACP,CDR, SCW
K- R-COP,CFR,CRP, CRT,CON, RCR,CAN,5CR,COR, ACP,COR, SCW, SBR
= A-COR

O- R-CAP

- RCRT

Q- R-RCP

B- R-RCR

®- R-SCR

B- 4-50W

0- A-SCW,RCR,CDN

rsy

0.30
0.20

"AYAVAVAVAVAVAVAVAYAC AV AV AV |

/
/
A
1
¢
/
A
1
/
)
4

0.10
BN NB NN SVvM

4-11: Precision Analysis of Feature Subset Selection Using ARIR

Result: Recall Analysis of Feature’s Evaluation .

The recall results of feature subset selection are compared with actual results as produced in
figure 4-12. \The actual results are the average results of all features retrieved on 60 instances
data set. The result shows that if SCW feature is removed from data set, the results will get
better with precision weighted average of 69% but if next least significant feature as per output
of feature evaluation algorithms is dropped; the outcome will decline. The result also indicates

that CDI cannot be used as only one feature for rising star prediction as it yields results upto

64%.
1.00
0.90
0.65 0.67 0467 070 BAN
0.80 8- R-CAN
B-ACOR
0.70 - N, O-RCAR
i1 N B-RCOP :
0.60 4 :33- " - R-COP,CFR,CRP,CRT,CON,ACR,CAN,SCR.CORACP |
: l' ¥ - R-COP,CFR,CRP, CRT,CDN,ACR, CAN, SCR,COR, RCP,CDR,SCW
0.50 ’ :3 - R-COP,CFR,CRP, CRT,CDN,RCR, CAN, SCR,COR, RCP,COR,SCW, S8R
:f' ﬁ; B-R-COR :
0.40 4 L n-RCRP
. o bt
;il =3 13- RCRT
0.30 : A 8- R-RCP
:;I :: - RACR
0.20 :: A O-RSCR
;gl :: i B-R-SCW
0.10 B %53 4 2-R-SCW,RCA,CON

BN NB NN SVM

4-12: Recall Analysis of Feature Subset Selection Using ARIR

w t
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Result: F-Measure Analysis of Features Evalunation

The F-Measure results of feature subset selection are compared with actual results as shown in
figure 4-13. The actual results are the average results of all features retrieved on 60 instances
data set. The result shows that if SCW feature is removed from data set, the results will get
better with precision weighted average of 69% but if next least significant feature as per output
of feature evaluation algorithms is dropped; the outcome will decline. The result also indicates
that CDI cannot be used as only one feature for rising star prediction as it yields results upto

63%.

1.00
0.50
DAL
0.80 £ RCAN
&-R-COR
0'70 E- RCFR
Q-RLOF
0.50 ©- R-COP,CFR,CRP,CRT,CDN, RCR,CAN, SCR, CDW, RGP
- R-COP, CFR,CRP,CRT,CIN, RCR, CAN SCR, CDR,RCP, CDR, SCW
0.50 - R-COP,CFR,CRP, CRT,CDN,RCR, CAN,SCR, COR, RCP, CDRL SCW, SBR
o- ACOR
0.40 - RCRP
L+ RCRT
0.30 O-RACP
o- RACA
0.20 . @-RSA
B-RScW

- R-5CW,RCR,CDON

0.10

4-13: Precision Analysis of Feature Subset Selection Using ARIR

4.3.4 Individoal Features Analysis Using Classification Models

We have calCulated precision, recall and f-measures of all features by using classification
models such as BN, NB, NN and SVM on sample d:ata set of size 50 for petiod Sep 2014 to
Feb 2015. In the first type of dataset, the business managers are selected for performance
analysis on the basis of weighted average of revenue (;::]asé label) and in the second type of
dataset, the business managers are selected for performance analysis on the basis of Average

Relative Increase in revenue (ARIR). The ARIR is derived similarly as [7].

ARIR =maxi T Change i* PL* Xi . TChange: (38)

Where PL is last standing revenue i.e. of months Sep 2015, T is total no of months and

Change i is the increase in revenue for current year i. The Change i is formulated as:-
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Change i = (Pi - P (i-1)) / Pi (39)
The NN classifier outperforms when performance of individual feature is evaluated because it
applies weight on sub elements of each feature, Whereas, the SVM classifier at least require
two features and it builds vector support arriong all features. Since SVM classifier builds a
vector so the features that are not linearly separable are best candidate for SVM. The NB and
BN classifiers mainly relies on Info Gain and Gain Ratio of each feature. The Info Gain and
Gain Ratio are feature selection techniques so the feature with low correlation are not
considered. In contrast, PCA (principal component analysis) is feature reduction technique that

takes into account the combination of features.

Scenario 1: Individual Features Analysis Based on Average Revenue (AR)

In this section we analyze precision, recall and f-measure of individual feature of each business
manager by using sample dataset of size 50 which is the best case in AR data set. The feature
set is of 1% six months from Sep 2014 to Feb 2015 whereas the class label is based on average
revenue of all months from Sep 2014 to Sep 2015. As mentioned in section 4.2, the 5-fold cross

validation method is selected for classification of classifier’s training and validation.

Result: Precision Analysis of Features
Figure 4-14 shows the precision analysis result of feature by using classification modeling
techniques. In figure 1 we observed that: |
1. The feature collection ratio (RCR) has produced the highest average results of accuracy
79% using all six classifiers. The BN classifier has produced the best accuracy of 88%
against RCR feature for prediction of rising bus’iness manager.
2. The disconnection (CDN) feature has produced the second highest average result of
accuracy 78% using NN, BN, NB and SVM algorithms.
3. Among all features, the most correlated features are RCR and CDN that carries average
impact of 79% and 78% respectively.
4, Against all features, the Neural Net classifier has produced the maximum average
results of 75%.
5. On individual feature level, the generative nature classifiers produce better average

accuracy results of 74% as compared to discriminative classifiers having 72%
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1.0
0.9
0.8
0.7
0.6
0.5
0.4
3 0.3
0.2 -
0.1 -

1 i L 1 i, i }

COR
0.62 0.67
0.67 0.72

A
CFR

oBN
SNB
BNN
BSVM

0.70 0.68
0.68 0.81

4-14; Features Precision Analysis Using AR

Result: Recall Analysis of Features

Similarly figure 4-15 show the recall result of features using cvlassiﬁcation models. In figure 2,
it’s depicted that feature collectidn ratio has produced highest average accuracy of 77% and
with BN algorithm the same feature shows 86% accuracy which is the highest accuracy.
However, the NN classifier has produced best average recall of 74%. The BN and NB

classifiers carry next best and equal accuracy of 72%.

; 1.0
2 09 ]
0.8
0.7 -
0.6 -
0.5 A
0.4 -
0.3
0.2 -
0.1
] CDR CFR COR
o BN 0.84 0.68 ©0.60 - 0.64
SNB | 078 070 0.66 0.70
BNN 0.84 0.78 0.66 ~0.66
B8SVM 0.56 0.60 0.66 0.70
4-15: Features Recall Analysis Using AR
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Result: F-Measure Analysis of Features )
Figure 4-16 show the F1 results of features by using classification modeliné techniques. In
figure 3 the findings are produced as:

1. The feature collection ratio (RCR) has produced the highest average results of accuracy
76% using all fo:ur classifiers. The BN classifier has produced the best accuracy of 86%
against RCR feature for prediction of rising business manager.

2. The disconnection (CDN) feature has produced the second highest average result of
accuracy 74% using BN, NB, NN and SVM classifiers.

3. Among all features, the most correlated features are RCR and CDN that have average
impact of 76% and 74% respectively.

4. Against all features, the NN classifier has produced the maximum average results of

73%.
5. The generative nature classifiers produce better average accuracy results of 72% as

compared to discriminative classifiers 67%.

1.0 -
0.9 -
0.8 1]
0.7
0.6 -
0.5 A
04
03 A
0.2 -
0.1 -

-

N R N
CD CDR CFR COR

oBN 0.84 0.68 0.58 0.63

RCR
0.86
0.80

BNB 0.78 0.69 0.66 0.69
BENN 0.84 0.78 0.64 0.65
BSVM 0.49 0.58 0.65 0.67

0.82
0.55

4-16: Features F-Measure Analysis Using AR

Scenario 2: Individual Features Analysis Based on Average Relative Increase in
Revenue (ARIR) .

In this section we analyze precision, recall and f-measure of features by using 2™ dataset
Average Relative Increase (ARI). The feature set is of 1** six months from Sep 2014 to Feb
2015 whereas the class label is based on average relative increase of months from Mar 2015 to

Sep 2015.
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Result: Precision Analysis of Features s

Figure 4-17 show the precision result of features by using 2™ dataset (ARIR) Average Relative
Increase in revenue. In figure 4, we observed that the CDI feature depicts highest average result
of accuracy 66% and SVM madel contributes the most as 73% in the same feature. The best

classifier against all features in ARIR is also SVM with accuracy 55%.

0.8 -
0.7 -
0.6
0.5
0.4
0.3
0.2
0.1

" TCAN CDN CRP [CRT|RCP [RCR
OBN 025 025025 0.251025(025]0.25
SNB | 0.64 0.59 | 0.46 0.45]10.57{0.56 | 0.48
ENN 0.60 045|051 0.520.52]0.56 055
BSVM, 0.64 0.52 | 0.43 0.480.53 | 0.50 | 0.57

4-17: Features Precision Analysis Using ARIR

Result: Recall Analysis of Features

Similarly figure 4-18 show the recall result of features using classification madels. In figure 3,
we observed that the CDI feature depicts highest average result of accuracy 64% whereas the

SBR feature is next to it with 61% accuracy. The CDI feature has produced the better results
using SVM and NB classifiers i.¢. 70%.

0.8 -
0.7 -
0.6 - TS
0.5 N |
04 - 3
0.3 A
0.2 -
0.1 -

T 2oy

N ASR R R EINE
COP|COR{CRP |CRT|RCP
oBN |0.50}0.53}0.50}0.,50{0.50}0.50}0.50{0.50}0.50}0.50
SNB |0.60]0.700.57]0.470.53|0.43 } 0.43 [ 0.45]0.55 0.55
BNN ;0.580.65/0.47]0.380.57/0.5210.4310,52]0.52}0.53
®BSVM, 0.580.70{0.52{0.43 {0.52{0.50|0.40{0.48 } 0.53 | 0.50

4-18: Features Recall Analysis Using ARIR
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Result: F-Measure Analysis of Features

Figure 4-19 show the F-Measure result of features by using classification models on Average:

Relative Increase in revenue (ARIR). It shows that the CDI feature depicts highest average

LS54

result of accuracy 63%. The SBR feature has produced 2™ best average results of 59%. The

SVM classifier outperforms with average accuracy of 52%. The NN model is next to SVM

with average accuracy of 51%.

0.8 -

0.7
0.6
0.5
0.4
0.3
0.2
0.1

N[CDR

) PiCO
00BN 033 0.33]0331033/033]0331033
SNB |0.57 0.45]0.52:0.45{0.42]0.440.52
BNN |0.57 0.32[0.52 0.51]0.41]0.480.48
BSVM|0.54 0.42]0.51:0.47{0.40{0.47]0.53

4-19: Features F-Measure Analysis Using ARIR

)
4.3.5 Category Wise Analysis
In category wise analysis, the total feature set is segregated categorically into three i.e. co-BM,
SBM and RGM. All four classifiers NB, BN, NN and SVM are applied on AR and ARIR data
set of 50 and 60 instances respectively.
Table 10: Features Categories (AR)
On-Time Provisioning On-Time Rectification " . Faults Registered
Category 1 | Co-BM Repeat Faults Repeat Telephone Net Adds
Disconnection Cust. Denied Rectification Cust Del}led
Installation
Category2 | SBM BB To PSTN Ratio Customer Retention Customer Winback
N Category3 | RGM Customer Segmentation Collection Ratio Capacity

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models
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Scenario 1: Category wise ‘Analysis Based on Average Revenue (AR)

In this section, we evaluated category wise precision, recall and f-measure of AR sample sets.

Result: Precision Analysis of Features Categories

The ﬁguré 4-20 shows the precision results of features categories by using classification models
on the sample data set of 50 instances. The NN classifier outperforrns with average accuracy
of 78% and the SVM model carries the 2™ best average accuracy of 77%. Whereas, the RGM’s

feature set has produced the best average results of 84%.

1.0 -
0.9 A
0.8 -
0.7 -
0.6 -
0.5 A
0.4 A
0.3 A
0.2
0.1 +

BN NB
0 Co-BM 0.80 0.75 0.82
S SBM 0.56 0.71 0.66
BRGM 0.90 081 0.86

4-20: Category Wise Precision Analysis Using AR

Result: Recall Analysis of Features Categories

The figure 4-21 shows the recall results of features categoriés. The Neural Net classifier
outperforms with average accuracy of 77% and the generative models (BN, NB) carries the 2™
best average accuracy of 75%. Whereas, the RGM’s feature set has produced the best average
results of 86%. The RGM features with BN classifier has maximum accuracy of 90%.
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1.0~
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0.8
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0.5 -
04 -
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0.1 -

BN NB NN ,
0Co-BM 0.80 0.74 0.80 0.72
S SBM - 0.54 0.70 0.66 - 0,70
BRGM 0.90 ' 0.80 0.86 0.80

4-21: Category Wise Recall Analysis Using AR

Result: F-Measure Analysis of Features Categories

The figure 4-22 shows the f-measure results of features categories. The Neural Net classifier
outperforms with average accuracy of 77% and the generative classifiers (BN, NB) carries the
2 best average accuracy of 74%. Whereas, the RGM’s feature set has produced the best
average results of 84%. The RGM features with BN classifier carries best results of 90%.

NN
0.74 ‘ 0.80 0.72
0.70 ‘ 0.66 0.68
0.80 0.86 0.80

4-22: Category Wise F-Measure Analysis Using AR

Scenario 2: Category wise Analysis Based on Average Relative Increase in Revenue
(ARIR)
In this section, we weighed the category wise precision, recall and f-measure of ARIR sample

set of size 60.
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Result: Precision Analysis of Features Categories

The figure 4-23 shows the precision results of features categories by using classification models

on the sample data set of 60 instances.
The SVM and NN classifier outperforms with same average accuracy of 59% and the BN

model carries the 2" best average accuracy of 56%. Whereas, the SBM’s feature set has

produced the best average results of 60%.

0.7 ~
06 -

05 A
04 -
03 -
02 A
0.1 -

‘NB

0.65
0.59
0.52

0 Co-BM 0.59
SBM 0.57 0.62
BRGM 0.57 0.45

4-23: Category Wise Precision Analysis Using ARIR

Result: Recall Analysis of Features Categories

The figure 4-24 shows the recall results of features categories by using classification models

on the sample data set of 60 instances.
The NN classifier outperforms with éverage accuracy of 59% and the SVM model carries the
2 best average accuracy of 58%. Whereas, the SBM’s feature set has produced the best

average results of 60%.
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Result: F-Measure Analysis of Features Categories

4-24: Category Wise Recall Analysis Using ARIR

The figure 4-25 shows the f-measure results of features categories by using classification

models on the sample data set of 60 instances.

The NN classifier outperforms with average accuracy of 59% and the SVM model carries the

2" best average accuracy of 57%. Whereas, the SBM's feature set has produced the best

average results of 59%.

0.7 A
0.6 -
0.5 -
04 -
03 A
02 -
0.1 -

NB

nCo-BM|

0.58

0.58

SBM

0.61

0.61

EBRGM

0.41

0.57

4-25: Category Wise F-Measure Analysis Using ARIR

4.3.6 Model Wise Combined Features Analysis [All Features]

Each classifier is executed against all features on randomly selected sample data sets of 10, 20,

30, 40, 50, 60, 70, 80, 90 and 100 for AR and ARIR.
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The SVM classifier builds a vector so the features that are not linearly separable are best
candidate for SVM. The SVM classifier outperforms when number of features are more as in
case of model wise combined feature analysis. The NB and BN classifiers mainly relies on Info
Gain and Gain Ratio of each feature. The Info Gain and Gain Ratio are feature selection
techniques so the feature with low correlation are not considered. In contrast, PCA (principal

component analysis) is feature reduction technique that takes into account the combination of

features,

Scenario 1: Combined Features Analysis Based on Average Revenue (AR) — All

Features

In this section we analyzed precision, recall and f-measures of features by using classification

models on first type of datasets i.e. AR.

Result: Model Wise Precision Anaiysis of Features — All Features

Figure 4-26 show the precision results of all features by using four different classification
models. The comparison of results between different classification models shows the
performance of SVM model is better than other models. The SVM model offers the highest
average accuracy result of 90%. The SVM model outperforms with average of 90% on data set

of 20 instances. The BN classifier show 2™ best average precision of §8%.

The sample data set 10 carries worst average results of 60% and on sample data set 50 the

results are best i.e. 85%.

1.0+
09 -
0.8 ~
0.7
0.6
0.5
0.4
0.3
0.2
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G

60

20 30

oSVM: 0.60 | 090 | 0.87 080 | 075 | 0.80 | 0.85 | 0.83
8NN | 0.60 | 085 | 0.77 0.81 | 076 | 0.73 | 0.78 | 0.80
BNB 0.71 | 070 | 0.87 | 0.85 | 0.83 | 0.74 | 0.73 | 0.76 | 0.82 | 0.76
BEBN 0.50 | 065 | 0.84 | 0.75 | 0.88 | 0.72 | 0.76 | 0.73 | 0.74 | 0.73

4-26: Model Wise Precision Analysis Using AR (All Features)
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4-30: Model Wise Recall Analysis Using ARIR (All Features)

Result: Model Wise F-Measure Analysis of Featares — All Features

The ﬁgure>4-31 shows f-measure analysis on 2nd data set i.e. ARIR. The SVM model has
produced best results of weighted average of 61%. The Neural Net classifier has shown 274
best results of 60% accuracy. The weighted average of all models produces best of 68% results

on sample data set of size 60. The sample data set 10 carries worst average results of 48%.

0.9 -
0.8 -
0.7
0.6
0.5
0.4
0.3
0.2
0.1

N o]
~
\D e h

| 10 | 20 | 30
nSVM| 050 | 0.60 | 0.77 | 0.65 |
SNN | 058 | 065 | 0.53 | 0.50 0.70 | 0.50 | 0.64 | 0.70 | 0.56
ENB | 050 | 0.58 | 0.47 | 0.64 | 0.64 | 066 | 055 | 0.53 | -0.64 | 0.57
EBN | 033 | 058 | 042 | 043 | 0.54 | 065 | 044 | 055 | 042 | 0.59

4-31: Model Wise F-Measure Analysis Using ARIR (All Features)

4.3.7 Model Wise Combined Features Analysis [Selected Features]

Each classifier is executed against selected features on randomly selected sample data sets of
10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 for AR and ARIR.
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Scenario 2: Combined Features Analysis Based on Average Relative Increase in

Revenue (ARIR) — Selected Features

In this section we analyze model wise prccnslon recall and f-measurc on range of ARIR data

~ sets (10 to 100) having selected features (SCW excluded)

Result: Model Wise Precision Analysis of Features — Selected Features

Figure 4-35 show the precision results of features by using four different classification models.
The comparison of results between different classification models shows that Neural Net
classifier outperforms equally among all classifiers with weighted average of 62%. SVM
Model gives the highest average accuracy result of 73% on data set of 60 instances. After

Neural Net, the SVM classifier has produced results of accuracy 61%.

The sample data set 10 carries worst average results of 47% and on sample data set 60 the

results are best i.e. 70%. This is also evident that AR results are better than ARIR.

0.8 -
0.7 -
0.6
0.5
0.4
0.3
0.2
0.1

30 ] 40 ] 50 | 60 | 70 | 80 | 90
OBN | 025 | 062 | 050 | 043 | 0.54 | 0.65 | 053 | 0.57 | 048 | 0.6l

NB | 050 | 062 | 050 | 0.61 | 0.63 | 0.68 | 0.53 | 0.60 | 065 | 0.59
ENN | 062 | 067 | 057 | 055 [ 0.73 [ 072 | 0.50 | 0.65 | 0.58 | 0.58
BmSVM/| 0.50 | 060 | 0.71 | 063 | 072 | 0.73 | 0.56 | 0.53 | 052 | 0.63

4-35: Model Wise Precision Analysis Using ARIR (Selected Features)

Result: Model Wise Recall Analysis of Features — Selected Features '. ' _

Figure 4-36 show the recall results of features of an dataset (ARIR) Average Relative Increase
in revenue by us’ing four classification models. In figure 11; we observed that models SVM and
NN gives best average result of accuracy 61%. Next to SVM and NN méde, the NB classifier
has produced the performance of 58%. The SVM classifier shows best results of 73% on sample
set 60. The weighted average of all models produces best of 69% results on sample data set of

size 60.
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accuracy of 68%. Whereas, the COBSR feature set has produced the best average results of

68% that are better than baseline Co-BM feature set having 58%.

0.8 -
0.7 A
0.6 -
0.5
0.4
0.3
0.2
0.1

ALL
Co v (i) | OB (sl | CODK (g [ CORE, (o
O BN 0.49 0.56 0.61 0.65
BNB 0.58 0.66 0.58 0.66
BNN 0.58 0.63 0.60 0.70
BSVM 0.65 0.68 0.67 0.72

4-43: F-Measure of Baseline Analysis Using ARIR (All Features)

4.3.9 Baseline Analysis - Selected Features

For baseline analysis against selected features, we considered the results of Co-BM selected
feature set as baseline and three solutions are proposed (COBS, COBR, COBSR) and compared
with baseline. All four models Neural Net, SVM, Bayes Net and Naive Bayes are applied on
AR and ARIR best data sets.

Table 12: Baseline Analysis (AR) — Selected Features

COBS  On-Time Rectification Faults Registered Disconnection
Customer Denied Rectification
COBR On-Time Rectification Faults Registered Disconnection
Customer Denied Rectification Collection Ratio Capacity
COBSR On-Time Rectification Faults Registered Disconnection
‘ Customer Denied Rectification Collection Ratio Capacity-

Scenario 1: Baseline Analysis Based on Average Revenue (AR) - Selected Features

In this section, we evaluated baseline analysis against selected features to determine precision,

recall and f-measure of AR sample sets.

Result: Precision of Baseline Analysis (AR) - Selected Features
The figure 4-44 shows the precision results against baseline analysis by using classification

models on best sample data set of 50 instances against selected feature subset. The proposed
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method III (COBSR) has produced the best average results of 90%. The SVM classifier
outperforms in proposed method Il (COBSR) with accuracy of 92%. Whereas, with each
proposed method the result gets improved from 77% to 90%. Against each proposed method,

the generative models (NB, BN) produces best results because of high info gain and gain ratio.

1.0 -
0.9 - M

0.8 1 m

0.7 -

0.6 -

0.5 -

0.4 -

0.3 -

0.2 -

0.1 -

) . COBR (Proposed

Co-BM (Baseline) Method - T) Method - I1) Method - IIT)

oBN 0.80 0.86 0.92 0.91
aNB 0.75 0.84 0.86 091
BNN 0.82 0.83 - 0.89 0.87
8SVM 0.73 0.77 0.88 0.92

4-44: Precision of Baseline Analysis Using AR (Selected Features)

Result: Recall of Baseline Analysis (AR) - Selected Features

The figure 4-45 shows the recall results against baseline analysis by using classification models
on best sample data set of 50 instances against selected feature subset. The proposed method
III (COBSR) has produced the best average results of 90%. The SVM, BN and NB classifier
outperforms in proposed method III (COBSR) with same accuracy of 90%. Whereas, with each
proposed method the result gets improved from 77%: to §9%.
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0.4 -

03 1

0.2 1

01

) N
. COBS (Proposed COBR (Proposed COBSR (Proposed
Co-BM (Basefine) Method - ) Method - 11 Method - I

oBN 0.80 0.86 . 0.92 0.90
SNB | 0.74 0.84 0.86 0.90
ENN | 0.80 0.82 0.88 0.86
BSVM| 0.72 0.76 0.86 0.90

4-45: Recall of Baseline Analysis Using AR (Selected Features)

Result: F-Measure of Baseline Analysis (AR) - Selected Features

The figure 4-46 shows the f-measure results against baseline analysis by using classification

models on best sample data set of 50 instances against selected feature subset. The proposed
method 1T (COBSR) has produced the best average results of 89%. The SVM, BN and NB

classifier outperforms in proposed method III (COBSR) with same accuracy of 90%.

1.0 -
09 1
0.8 -

H

0.7 A

0.6 -
0.5 -
0.4 -
03 A
0.2 -
0.1 A

Co-BM (Baseline)

COS (Proposed
Method - I)

COB (Proposed

* Method - II)

COBR (Propos
‘Method - IIT)

oBN

0.80

0.86

0.92

0.90

SNB

0.74

0.84

0.86

0.90

BNN

0.80

0.82

0.88

-0.86

B8SVM

0.72

0.76

0.86

0.90

4-46: F-Measure of Baseline Analysis Using AR (Selected Features)

- Whereas, with each proposed method the result gets improved from 76% to 89%. Since BN

and NB classifiers mainly relay on info gain and gain ratio of individual features so with

selected features in each proposed method these models outperform.
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Scenario 2: Baseline Analysis Based on Average Relative Increase in Revenue (ARIR) -

Selected Features

In this section, we evaluated baseline analysis against selected features of ARIR sample data

set of size 50 to determine precision, recall and f-measure.

Result: Precision of Baseline Analysis (ARIR) - Selected Features

The figure 4-47 shows the precision results against baseline analysis by using classification
models on best sample data set of 60 instances against selected features. The SVM classifier
outperforms with average accuracy of 68%. Whereas, the COBSR feature set has produced the
best dverage results of 70% that are better than baseline Co-BM feature set having 59%.
S'imilarly, other two proposed methods have also produced better average results as compared

to baseline Co-BM features.

— LI P Lh O 0O

B Co-
Co-BM+SBM Co-BM+RGM
. BM+SBM+RGM
Co-BM (Baseline) | (Proposed Method- | (Proposed Method- (Proposed Method-
I) I

)

aBN 0.55 0.57 0.62 0.65
SNB 0.59 0.67 0.62 0.68
BENN 0.58 0.63 0.60 0.70
8SVM 0.65 0.68 0.67 0.72

4-47: Precision of Baseline Analysis Using ARIR (Selected Features)

Result: Recall of Baseline Analysis (ARIR) - Selected Features

The figure 4-48 shows the recall results against baseline analysis by using classification models
on best sample data set of 60 instances against selected features. The SVM classifier
outperforms with average accuracy of 68%. Whereas, the COBSR feature set has produced the
best average results of 69% that are better than baseline Co-BM feature set having 59%.
Similarly, other two proposed methods have also produced better éverage results as compared

to baseline Co-BM features.
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0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.“1 N
Co-BM+SBM Co-
. ) BM+SBM+RGM
Co-BM (Baseline) | (Proposed Method- | (Proposed Method- (Proposed Method-
D IT)
I1I)
00BN 0.53 0.57 0.62 0.65
SNB 0.58 0.67 ‘ 0.60 0.67
BNN 0.58 0.52 0.60 0.72
B8SVM 0.65 0.65 ‘ 0.67 0.73

4-48: Recall of Baseline Analysis Using ARIR (Selected Features)

Result: F-Measure of Baseline Analysis (ARIR) - Selected'Featurés

The figure 4-49 shows the f-measure results against baséline analysis by using classification
models on best sample data set of 60 instances against selected features. The SVM classifier
outperforms with average accuracy of 67%. Whereas, the COBSR feature set has produced the
best average results of 69% that are better than baseline Co-BM feature set having 58%.
Similarly, other two proposed methods have also produced better average results as compared

to baseline Co-BM features.

0.8 -
0.7 A
0.6 -
0.5 A
04 A
0.3 -
0.2 A
0.1 H \
T Co-
‘ Co-BM+SBM Co-BM+RGM :
. BM+SBM+RGM
Co-BM (Basclme) (Proposed Method- | (Proposed Method- (Proposed Method-
. I II)
. . - I1I)
|@BN 0.49 ~ 0.56 0.61 0.65 .
SNB 0.58 0.66 0.58 0.66
" |BNN 0.58 0.51 0.60 0.72
BSVM 0.65 0.65 - 0.67 0.73

4-49; F-Measure of Baseline Analysis Using ARIR (Selected Features)
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~ All following models filtered in expert modeler are applied.

Pt

Cs

Logistic regression
Decision list
Bayesian Network ;
Discriminant |

LSVM

Random Trees

Tree-AS

Neural Net.

10. C&R Tree

11. Quest

12. CHAID

© P N W AW

1}

f'
The maximum lift is produced by model C5, C&R Tree and Neural Net as 2.5, 2.2 and 2.1

respectively and overall accuracy of testing set is between 82 to 76%.
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4.3.11 ROC Curve

The receiver operating éharacteristic (ROC) is a curve of true positive rate (TPR) against
false positive rate (FPR). The TPR is known as sensitive or recall whereas FPR is called fall-
out and is calculated as 1-specificity. The ROC curve is plotted by applying classifiers on

best data set size having all features.
ROC Curve on AR Data Set

Table 13: ROC Values (AR)

Classifier  Data Size - Method ~ TP Rate
B e R ok
NB | 50 AR :
RN e AR O T 08
SVM 50 [ AR 0.840 0.160

ROC plot on AR Data Set

Q B
o I e e pecs T —ere
o‘ r—
‘D' ot
o =)
a.
— < |
- BN
] NB
Lt — NN
=" SVM
<

0.0 0.2 0.4 0.6 0.8 1.0

FPR

4-53: ROC Curves (AR)

ROC Curve on ARIR Data Set

. _Tablel4:ROCValues(ARR)
Classifier ~ Data Size Method | TP Rate ' FP Rate -
BN 60 ARIR 0650 0350
NB 60 ARIR 0667 0333
NN " 60 ARIR 0700 0.300
SVM 60 -ARIR 0717 0283
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ROC plot on ARIR Data Set
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4-54: ROC Curves (ARIR)

We have predicted the rising star based on ranking derived from manager’s feature set and then

compared it with yearly rating of business managers. This technique is applied on both

scenarios i.e. AR and ARIR.

4.3.12 Rising Star Score (AR)

The rising star is determined based on score derived on feature set as per following formulae.

Rising Star Score (AR) = COP + COR + CAN + SBR + SCR + SCW + RCS + RCR + RCP -
(CFR + CRP + CRT + CDN + CDR + CDI) |

Since features like faults, disconnection and customer denial carries indirect relation that is

lower is better so we subtracted the sum of negative features score from positive feature score.

Table 15: Features Direct Inverse Relation

COP Co-BM On-Time Provisioning Direct Relation, Positive
COR Co-BM On-Time Rectification Direct Relation, Positive
CAN | Co-BM Net Adds Direct Relation, Positive
SBR SBM BB To PSTN Ratio Direct Relation, Positive
SCR SBM Customer Retention Direct Relation, Positive
SCW SBM Customer Winback Direct Relation, Positive
RCS RGM Customer Segmentation Direct Relation, Positive

Rising Business Manager Prediction for Fixed Line Operators Using Classification Models

64

G i i







.,

i
.

ST S T T L

Chapter 4 Experiment
172 10017071 134.38 173
173 - 10027251 108.47 172
174 10039735 4,14 174
175 100628355 0 175

Whereas, table 18 represents the correlation of business managers w.r.t. order of the business

managers.
Table 18: Qutput Correlation

 Net Progress Order / Business Score |  Revenue Sequence | Revenue Sequence (last |
{ Order  (Avg) 0 standing)

10050002 | 10028585 | ' 10049460 | 10062891

T T0062849 1 10025555 10062891 | 10049460
10025555 | 10062849 ° 10017793 10017793 |

© 7 10062184 . 10027962 10028622 10021037
710052248 ¢ 10060485 ¢ 10007265 | T 10007265
10049420 10025423 | T 10050365 1 10028622 |
10062021 | 10050002 . " 10021037 10050365 |
10034582 1 10062184 10025707 10062673 |

T Tloo28181° T 10035614 1 10021895 | T 10025707 |
10014847 | 10049420 . 10062673 10021895

' PearsonsCorrelation ; 046 003070 0.255216
 KendallsCorrelation | 0377778 R N VU T R o 01555555

4.3.13 Rising Star (ARIR)

The rising star is determined based on score derived on feature set as per following formulae.
Rising Star Score (ARIR) = COP + COR + CAN + SBR + SCR + SCW + RCS + RCR + RCP
~{(CFR + CRP + CRT + CDN + CDR + CDI)

Since features like faults, disconnection and customer denial carries indirect relation that is

lower is better so we subtracted the sum of negative features score from positive feature score.

Top 10 Business Manager ~ ARIR
In table 19, the net progress is rising star score and business score is score calculated by
business based on weightage and features relationship of ARIR data set. The Top 10 BMs are

more or less in top 15 as per business score also.

Table 19: Top 10 Rising Business Managers (ARIR)
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