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ABSTRACT

ln thc last tu'o dccades computcr vision based medical image analysis has become vcry

popular. ln the lleld of medical diagnosis image processing is used for dillerent

applications. 'l'hc driving push behind this change is digitization of mcdia and thc

incrcascd processing pou'cr ol lhc compuling machine. l'hc medical imagcs are mostly'

obtaincd lbr diagnosis of intcrnal discases and somctimes also lbr extcrnal diseases.

'l'hcre arc dillcrcnt techniqucs thich arc uscd to atlain imagcs of intcrnal aspects ol'thc

human body. MRI images are used lor discase analysis and belter visualization ol'thc

human brain. ln our u'ork. u'c use l)iscrele Wavelet Packet Frames (DWPI-') fbr the

sclcction ol'usclul imagc rcprcscntations (WPI;s) which are furthcr lused together and

used lbr K-mcans clustering. Wc comparc our resuhs u ith K-means clustering rcsulls of

rau data.

In first slcp DWPF in applied for dccomposition up to lhree lcvels. l-hen bascd upon

cntropl and cncrgy valucs of cach fiamc we selcct thc most uscful WPFs fbr lirthcr

proccssing. 
-l 

hcsc sclcctcd WPlfs are normalizcd using min-max normalization. Latcr on

K-mcans clustering is applied alicr lusion of thcse selectcd WI)lis. We change the input

paramcters ofK-mcans cluslering such as numbcr olclustcrs (K) and distancc funclions

tbr obtaining bcttcr rcsu lts.

Our tcchnique providcs improvcd segmentation results using K-means clustering ovcr

l)WPI; fiamcs. $c also compare our rcsults u ith K-mcan clustering on rau imagc data

and sho* that our rcsults are much improvcd fbr lower valuc ol'K.
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CHAPTER # 1

INTRODUCTION

I .1. Introduction

In last two decadcs computcr vision bascd image analysis has become vcry popular. In

the field of medical diagnosis image processing is used tbr different applications. The

driving push bchind this change is digitization of mcdia and the increased proccssing

powcr of the computing machinc. l-hc medical images are mostl)' obtained lor diagnosing

internal discascs and sometimcs also fbr cxtemal discases. 'Ihcre are dil'lcrent tcchniques

which arc used to attain images of inlcrnal aspects ol'the human bod;': somc o1'thcm arc

mentioncd in Chaptcr 2. -t'hc 
task of detecting diseases has been largcly vlcwcd as a

medical image scgmcntation problem.

1.2. Image segmentation

lmagc segmentation is thc concept used lo extract some useful infbrmation liom an

imagc. 'l'his infbrmation is used lor differcnt purposes i.c in the licld olmcdical imaging

the cxtracted data is used for bctter visualization of discascd arca. 'fhere arc dil'lerent

tcchniqucs uhich arc used lor segmcntation such as thresholding Ill, region growing.

u'atershcd 12. 3 | edgc dctcctionl2. 6. 71. templatc matching. K-mean clusteringl3. 8l'

markov random fields I I I ctc. I'hese tcchniques are suitable lbr diffcrcnt types ol'data-

sels or images. In thcsc tcchniqucs. i lbcus on somc rcgion of interest lor cxamplc

discased area (tumor or cnhanced tissucs) in medical science. I'o undcrstand thc conccpt

of scgmcntation. somc scgmcntcd imagcs arc shown in Iiigure I as
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intercsted in the lumor or enhanced mass of brain tissue. Sometimes the information

about the gray and whitc matter is also nceded.

1.3. Disease Detection

For any doctor the mosl importanl feature in a medical image is the diseased arca. ln the

ficld of medical imaging there are differcnt types ofdiseascs that can be segmented. l'hc

diseases may be intemal or external. The imagcs ofdiseases are mostly taken for internal

disease like brokcn boon. internal tumor or other internal diseases. Some of them arc

shown in Figure2

i,-r,rr,- i-1.. i,.-.\1 .. lt!l.)r- ' , , t i r , : l l , i i : . . t l .rt Iiirr.ilri\\. .,,irlL'

.lr...r.e,l .,r-. r\lilt :.r,-. ,,1 lrrt rr.rr " irl

1.4. Defect or Disease detection Approaches

Statistical Approaches

Structural Approaches

a

a



. Spectral Approaches

1.5. Problem statement and proposed method

I need a mcthod which has joint localization in spacc and time (spatiotemporal). 'l'hc

uavelets translorm deals with both i.c. liequcncy and timc domain. So the walelct

translorm is one of the bcst methods used lor analysis of medical imagcs. Thc discrete

wavelet transform captures both frequency and location inlbrmation (location in timc). In

discrete u.avelet translbrm alier decomposition the resolution of each subband becomes

different fiom original image. To overcome this problem the Discrete Wavelet Framc

'['ransform (DWITT) is introduced uhich kceps thc resolution of each subband the samc

afier decomposition. In my proposed technique. I also decompose the detailed subbands

afler first step of decomposition; due 1o this property I can call my technique Discrete

Wavelel Packet F'rame (DWPF). It is popularly belicvcd that K-mcans clustcrtng can onlr

convergc to local minimum, cven though recent rcscarch has shorvn uith largc

probability that K-means could convergc to thc global optimum specialll' when clusters

are well separatcd la. 51. Aflcr the selection of useful Wavclct Packet Framcs (WPIrs) I

perform K-means clustering tbr disease scgmentalion. 'l'hcse WPFs are not cver used in

K-means clustcring. So it's a novcl approach to segment the brain diseascs using WPljs.

It's also important to describe that ichangc the distance functions in K-means clustcring

i.c. squared ljuclidean dislance function and city block distancc function. Writcr also

takes account ofthe brain detailed information knoun as grey and white matter structurc.

Ihe brain magnetic resonance imaging (MRI) as shorm in Figure 2 (b) would not



hightight exact arca ofdiscase \,\ithout using contrast enhanccment. I can help the doctors

to obtain belter visualization of MRI data without using expensive contrast reagcnts

(CRs). At the end ijustify this proposed tcchnique by comparing my results vrith simple

K-mean clustering results. I use different values of K in K-means clustering. For bettcr

comparison ialso use different distance function in K-means clustering and analyze the

improvement in rcsults of my proposed tcchnique.

1.6. Thesis Objective

Medical imagcs are used largcly for diseasc anall'sis. Diflerent techniques have also been

adoptcd for discase detection. My objectivc in this thcsis is 10 detect the abnormal part in

the mcdical image using Discrete Wavelet Packet Frame with K-mean clustering to help

the doctors in better analysis of diseasc. Iror obtaining MRI of human skull different

types of expensivc contrast agents are used. These types of medicines have their alter

side effects. Commonly used compounds lor contrast cnhancement are Gadolinium (lll)

bascd. I'his Gadolinium (lll) contrast agcnts are frequcntll" used for brain tumor MRI

contrast enhancement [91. t may be ablc to reducc the cost ol MRL My main thesis

objcctive is to obtain thc better contrast images containing dctailed information about thc

diseased area as wcll as surrounding information of discased area to help in bcttcr

visualization and analysis and diagnosis ol'disease b1'the doctor.

1.7. Thesis Organization

In Chapter 2. i will discuss wavelets, application of wavelet transform, and present a

review of Magnelic Resonance lmaging (MRI). Second chapter also contains description



ol cornrnon data Fusion methods. At thc end of second chapter some diseasc or delect

dctection approachcs are also discussed. In Chapter 3 i describe the comprehensive detail

ol my proposed tcchnique and complete mcthod fbr selection of uselul WaYelet Packet

l.'rames (WPF). ln Chapter 4 all the results and thcir comparison is madc u ith a

discussion about how my results are ktter as compared to simple K-means clustering. nt

the cnd in Chapter 5. i will provide conclusions as pcr the results along with thc

possibility of luture uork in this ficld.



CHAPTER # 2

LETERATURE REVIEW

[)ifferent techniques uscd lor disease detections in mcdical images are discussed in this

chaptcr. First approach is statistical approach comprises of gray level co-occurrence

matriccs, local binary pattcrn. cross conelation. auto conelation, cdge detection

techniques etc. Second approach is structural approach. Third approach is Spcctral

Approaches . More details ofthese approaches are given belou.

2.I. Wavelet Transform and Medical Imaging

'l'he timc and licquencl rcsolution problem is bccause ol- a physical phcnomcnon

(lleiscnberg's lJncertaintl'Principle) and survivc regardless of r.rhich transform is uscd. lt

is probable to analyz-c a signal with thc use ol an alternatc technique callcd walelet

translorm (W'l'). 'l'hc rvavclet translorm analyses thc signals ofdiverse frequencies with

diverse resolutions. 
-l'hc uavclct translorm is used to providc line time resolution and

poor liequency resolution at very high fiequencies and vice rcrsa. This transform makcs

sense when signal has high liequency lbr small duration and low fiequcncy lbr largc

durations. 'l'hc rcvieu' I l0l shows, divcrse usc ol' wal'elct transform in biomedical

applications. 'l hc *avelct tools prol'idc localization in timc-frequcncy planc. 'l'his

propert) ol' wavelet is lhc sccret ol its remarkable succcss in biomcdical ticld. ln

convcntional phase-cncodcd MRI. thc Fourier basis lunctions are used that makc the

process very slou since thc basis linctions (sinc and cosincs) arc delocalizcd spatiall).



On thc other sidc. uavclct basis arc better localizcd spatiall) and possibll makc thc MRI

proccss fast ll0l.

2.2. Applications of Wavelets Transform

Somc basic applications (in uhich l)iscrete Wavclct 'l rans lorm is used) are:

Medical imaging.

Astrophysics,

Analyze clumping ofgalaxies to analyze structure al various scales,

Anall'zc liactals. chaos.

Wavelet translbrms arc no\\' being adopted lor a vast numbcr of applications. often

rcplacing the conventional Irouricr 'l-ranslbrm I I l. Manl' areas ol physics havc sccn this

paradigm shift, including l-urbulence and qlrantum mechanics. ln computer vision and

imagc orocessing. the notion of scale-soace representalion and Gaussian derivative

opcrators is rcgarded as a canonical multi-scale reprcsentation. One use of wavclct

approximation is in data comprcssion. l-ikc some other transforms. wavclet transforms

can bc uscd to transform dara, and then encode the transfbrmcd data, resulting in efl'cctivc

compression.

2.3. Introduction of Medical Imaging

Numbcr of methods can be used lbr diseasc detcction in mcdical images. Some important

tcchniques arc gray lcvcl co-occurrcncc malriccs. autocorrelation- thrcsholding . edge



dctcction [7]. histogram [2]. local binary pattcrn ll2l. bi lcvel thrcsholding [1. l2l.

lrouricr transform. short time ljouricr transform. discretc uavclct translorm and l)iscretC

Wavclct Irrame 'l'ranslbrm. 'l'he technique like bi lcvcl thresholding is good only' lor high

conlrast images tl2, l3l. I-ocal binary patterns have been reported to proride louer

pcrformance than gray level co-occurrence matrix. '['he histograms are invariant to

translation and rotation. t{istogram lo'cl ranges from 0 to 255 for 8 bit images. Edge

detection is suitable onll lbr planc imagcs uith lou resolution [12]. I)iscrcte Fourier

transforms only dcal in lrequency domain but no1 in time domain. Now a day diagnostic

imaging is a useful tool in mcdicine. Dilfercnt methods are used in medical imaging fbr

llrther anal-"-sis of discasc i.c. magnctic resonance imaging (MRI). Segmentation

tcchniques vary u'idcly and are used according to thc spccillc applicalion. imaging

modality and somc othcr factors. I;or example. lhe scgmcntation of livcr tissuc has

dillerent requirements liom thc scgmentation of the brain tissuc, ln mcdical lleld. an

image is a compilation of measuremcnts or image intensities in tuo-dimcnsional 12-D1 or

three-dimensio nal (3-D) space. lf thc image is made by more than one measurement thcn

the image is called multichanncl imagc or a vcctor imagc. In MRI the imagcs arc

acquircd in discrctc spacc.

2.4. Magnetic Resonance Imaging (MRI)

'l'he majoritl' ol'doctors usc MI{l imagcs fbr mcdical image analysis. especialll in brarn

imaging. lircqucnt usc ol'MI{l imagcs o1'brain is bccausc ol'MRI's ability to givc a

compilation of high rcsolution ( I mm cubic vorcls). a high signal to noisc ratio and
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excellcnt sofl tissue conlrast. The tissue of dift'crcnt body parts having diffcrcnt

composilions is thc reason u'hy' thcy are viewed at diff'crcnt contrast lcvcls. Direct

comparisons ol- difl'ercnt tcchniqucs lbr MRI imagcs segmcnting are availablc | 14. 15.

l6l bccausc ol'its capability to var)' conlrast using number ollissuc parameters and many

dilTerent extra scquences exist for acquiring MRI images. The sel of suitable contrasts

can bc used for every appropriate tissue [18]. Furthermore, due to the anatomical and

physiological inconsistencv bel*ccn subjccts, difl'crcnt populalions may involvc dilt'crcnt

cxtra scquenccs ll9]. I hc Iilcraturc on scgmentation in MRI specifically fbcuses on the

scgmcntation ol'human skull scan. Dilferent thrcc gcneral goals Ill in this application

arc:

l) Segment brain lissuc into gray malter. ccrebrospinal fluid and white matler

2 ) lixtract brain vo lumc

3 ) l)elincate spccific brain slructure such as thc hippocampus

'l he machine uscd for MRI is refcned in [:igure 3.

MRI ScBnnc. Cutaway

Patient
T.ble

Scarrnar
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Mcthods that challenge to scgmcnt brain lissuc as ccrcbrospinal fluid, gray mattcr and

while mat(er usc cithcr 'l l -r.r,eighted scalar data ll7 , 20. 2l , 22. 23. 24|1or multispectral

data [25, 26,27,28,29.30.31. 32, 33, 341. One major complexity in the segmentation of

MRI images is known as inlensity'inhomogeneitl artilact 135. 36. 371. lhis issuc causcs a

shading effect to appcar on the image. 'Ihe shading c l-fect creates difficulties lor the

diagnosis of exact discascd area cspccially in thc casc of human brain analysis. The

captivating feature o1' MRI images is its varying contrast characteristic. Dilfcrcnt

intcnsity and gray levcl contrasts arc obtained according to the situalion ofpatient

2.5. Image Fusion

In the proccss of imagc fusion nro or more images are combined into a single image

holding important features fiom the original image. There are many imponant

applications of image fusion that include medical imaging. remote sensing. microscopic

imaging. robotics and computcr r ision.

2.6. Common data fusion methods

Intensit) hue saturation (tllS) transform l38l

Principal component analysis (PCA) [39]

I)iscrctc wavelct lranslorm (l)Wl') [a0l
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2.6.1. Intensity Hue Saturation (HIS) Transform

lntensity hue saluration (ll tS) is commonly used fusion mcthod for the remote sensing

data. ln this method the thrce basic image colors R. G. B arc flrsl convertcd into the HIS

color space as l4l l.

ll
, , (l)

I! - tan

In HIS. I represent intensily. Ilreprcsents hue and S represents saturation. In the abore

cquations (liql. Ilq2 and Iiq3) Vl and V2 arc the intcrmediate variables. Fusion prolits

by rcplacing I w ith panchromatic imagc infbrmation ol' high resolution. The resultant

Iused image is obtained by taking inverse transformation trom tllS to RGI] spacc as

menlioned in f:quation (4 ).

Ir,l
I "-, I

(n)

[;]

'17)
(2)

(j)

r,.) l' + +1r
l;;l l'= rll 'll")[, G ,, 

)1"=)

(4)
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2.6.2. Principal component analysis (PCA)

Principal component anall'sis (PCA) is one of the general slatistical melhods that

transform multir ariatc inlbrmation u'ith correlated variablcs into one wilh uncorrelaled

variables. 'l'he resultant variablcs are received as the linear combination of real variables.

'l'his mcthod has been commonly used in image data compression, image enhancement.

image encoding and imagc fusion.

2.6.3. Discretc wavelet transforms (DWT)

In the DW'l'. a signa) is dccomposed in to a multiresolution dccomposition which has

both low lrcquency and high licqucncy information. I'or thc lusion. the sourcc imagc is

gcometrically registcrcd and also decomposed al lhe samc rcsolution. Inversc wavclcl

lranslorm is performcd to obtain fused image. 'l'he result of thc lusion does not change

thc radiometrl' ol'the rcal imagc 142l.

2.7. Defect or disease detcction Approaches:

2.7. l. Statistical Approaches

Gray level co occurrcncc matrices: 'l hc approach gra.,- lelel co-occurrcncc matrices

(GLCM) somc timc also knou'n as spatial gray'lercl dcpcndcncc mcthod.'l'his mcthod is

liequcntly' uscd fbr thc analysis ol'texture l'eaturcs and mcdical image l'eatures. With thc

hclp of this GLCM imagc lcalurcs like cntropl ol the imagc. cncrgy of thc image and

contrasl of thc image can be calculated [31. lhe basic idca bchind this technique is

rcpctitivc incidcncc ol'somc gray lcvels in the onc image. 'l'his GLCM method can also
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l-acc some problcms [ 31. In this method thcre is no rcccivcd solution fbr calculating thc

bcst displacement vcctor. 't'o gct rid of this issuc the numbcr of gral' levels must bc

rcduced. So the size and shapc ofthe matrix become also controllable.

A utocorrelation: This approach is mostly uselul in the casc tr here the tcxtures having

the naturc of repetition. like in r.r'ood, marble and somc medical images. This method

examines thc rclation of the image r.r'ith itscll and image which is translated with the

displaccment vector I l3 l.

Local binary pattern: 'l-hc contrast of thc local imagc can bc dctcrmined riith thc hclp

ol local binary pattcrn (l-llP) method. ln this LIIP method thc value oIthe ccntcred pixel

ol'sliding uindou is uscd as threshold value lbr its surrounding neighborhood pixels

[21. So by changing the gra]' levcl at the center of sliding windou thrcsholding value

can be changed.

Bi-level Thresholding: ln the case ol high contrast defects thc gray level thresholding ts

mostl) uscd. 'l he tcchniquc callcd bi lcvcl thrcsholding providcs good rcsults as

compared to other del'cct detection tcchniques ll3]. I'his technique has a very useful and

complcx pattcrn [ 2l.

Cross correlation: Cross correlation method is used for comparing lbatures bctwccn two

images. This is a verl precise and direct method lor measuring similarities of two images

I l3l. Changing lcvel ralue identillcs thc del'ect in thc rcsultant imagc. 'l hc mathcmatical

Ibrm ol'this mcthod is rcprcscntcd bt [iquation 5 as

(f x g)(r)- f *_f. {isQ +r)dt (s)
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ln thc above I-.quation 5 /* is complcx conjugatc ol /. 
-l'hc 

discrete lorm of this mcthod

can be representcd by lrquation 6 as

U*dl"l- t f*lm)gln+m)
m=-c,)

l)dge dctcction: In an image sudden change in pixel valuc crealc edgcs in thc imagc.

Somc edges are narro\\'and some arc widc. 1'wo edge dctcction levels arc used called

micro lcvcl and macro level. 'l hc operators used lor cdge detection are sobel operator.

canny operator. robcrts operator and prewitt operalor.

Micro cdges: 'l'hc narrow edges can be detected bl using small edge opcrators. I-hese

edges are called sharp edgcs.

Macro cdgcs: 'l hc macro cdges can bc dctected by using large cdge opcrators. 'l'hesc

cdgcs are knoun as u'idc cdgcs.

Histogram: Defects can bc highlighted u'ilh thc help ol'histograms as uell. Diflcrcnt

othcr parameters arc involved lbr thc sake of histogram equalization. 'fhese paramclers

arc mcan ol'histogram- standard deviation. mcdian and rariancc.

2.7.2. Structural Approaches

ln the field of medical imagc analysis for responsibilit ies like locating diagnosticalll'

valuablc arcas. slructural approachcs havc bccn *idcll uscd 1431. penetrating betueen

nurmal and canccrous tissucs l4;ll and scparating tumours ofvarious gradcs 1451. lhcse

tlpcs of'tcchniques harc also bcen used in Iinding unusual tissuc rcgions in colorcctal

(6)
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histology 143. 441. Wilh the usc of fractal geometry nuclear dimensions havc becn

studied [46].

2.7.3. Spectral Approachcs

In thc field ofcomputer vision thc spcctral approaches are vcrl uscful. 'lhis approach is

not appropriate lbr the random texlure materials I l2l.

l'ourier transform: I"ourier translbrm is commonly used lbr global defects. 
-fhis

tcchnique is good only lbr licquency domain. 'l'hc local and small delects delections

cannot be pcrtbrmcd by ordinary lrouricr translbrm exactl)'. Iror large data sets thc

l"ourier lransform bccomc very complex and timc consuming I l2l.

Windowed Fourier transform: The Fourier transfbrm and discrete Fouricr translbrm

arc good onll lbr lrequency domain.'['here is a need olsuch tcchniquc uhich deals w'ith

both licqucncy and timc domain. So with the hclp ol'this windou'ed function the local

dcl'ccts can also bc analvzed. I'his also has limitations.

Wavelet transform: Wavelet translbrm involvcs multircsolution decomposition. 'l'his

lbalure atlracts thc attention of most ol' thc rcscarchcrs lbr thc cxtraction ol' image

fealures. With the hclp ol'wavclct transform one imagc can bc decomposed into different

subbands. So the detailcd charactcristics ofthc imagc can bc analyzed [ 2].
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CHAPTER # 3

METHODOLOGY AND TECHNIQUES

In this study I intend to dcvclop tcchnique for better visualization and segmcntation ol'

brain tissue in medical images. I'hc detail of proposcd mcthod is discusscd in this

chapter. 'l'hc study uas carricd out in collaboration rl ith l)akistan Institute of Mcdical

Scicnces (PIMS).

3.1 Data

Magnctic Resonance lmaging (MRI) based imagcs o1'the human brain were collected

lrom PIMS hospital Islamabad. Somc of these *crc sclcctcd lbr analysis. All these MRI

images arc rcal imagcs of different patients with brain discascs in different parts ol'thc

brain. '['hesc MRI imagcs of human brain harc bocn collccted uith thc pcrmission ol'

PIMS hospital doctors and patients. l'he diseases incuned or scen in my data set includes

tumor. presencc of air ball and $atcr ball ctc. Some ofthe images acquired arc given in

I igurc 4.

,,i,
i, I ,l\' '-,ll.lir,i i_

,.}\+.l .
i
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3.2 Wavelets

I havc uscd un-decimatcd wavelct packel transform which is relerred to as rvarelct

fiames for simple wavclct translorm however for wavelel packets iwill rclcr to it as

wavelet packet frames. The dilference between my approach and classic wavelct liamcs

is that idecompose high ficquency subbands as well (as canied ou1 in wavelet packcts).

A bric l'descript ion oIthe technique along with related concepts is givcn next.

3.2.1. Discrete Wavelct Transform (DWT)

If i have discrete function defined as t(n) then the definition ofdiscrete u'arclct [ransform

(DW'l') is givcn by Equalion 7.

C (a,b) -s 1i,k) - Lf @)w, t @)
neL

(7)

ln lrquation 7 value ofj controls the dilation and thc value ofk represcnts thc translation.

ll'the parameters a, b are defined in this way that a:2t, b:2ik, the analysis is rclerrcd to as

dyadic 1471. A wavelet function is defincd by Equation 8.

W,.o@)-2 2 V/(2-r n-k)

3.2.Z.Two dimensional Discrete Wavelet Transform (2-D DWT)

l)igital imagcs rcquirc a tu'o dimcnsional wavelct transform. The 2-D DW1'analyzes the

imagcs across rows and columns in progression so as to break up vcrtical. horizontal and

(8)
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diagonal details in three

translorm fbur diffcrcnt

rcprescnled b1' Irigure 5.

high frequency subbands.

subbands arc lbrmed. The

ln the rcsult of 2-D discrete wavclct

one level 2-D Wavelet translorm is

E
E
E
E

),,t, I

In the above diagram L rcpresents the low pass filter, H is the high pass lllter and D

rcprescnts doun sampling by 2 uscd in dyadic decomposition. So thc fbur resultant

subbands are 1.t.. I-tl. tll. and Ill I as dcmonstratcd in Figure 5.

o l-l- shows thc low pass approximation ol'original image

. [.[ I shows the detailed horizonlal subband

. II[. shows the dctailcd verlical subband

. I II I shows the detailcd diagonal subband
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3.2.3. Discrete Wavelet Frame Transform in Two Dimensions (2-D

DWFT)

ln thc ordinary discrete wavelct translbrm the sizc ofthc approximation band and all the

threc dctailcd subbands are dillcrcnt liom original rmagc whcrc as in discrctc narclct

lrame lransfbrm all thc subbands arc of the same sizc as original image. In the two

dimcnsional discretc wavelel transform there is a factor called dorm sampling lactor due

to which thc siz-c of the subbands becomes diflcrent fiom the original image. 'l'his

dilfcrence is illustratcd in [rigure 6.

una€e

DWI

i yr
l,,l
vTf D

HI D

j.. ,: .: i:.t. .. '.:,.\.-r:
. , ,.t',
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|rom the Figure 6 thc dilferencc bctwcen DW-l' and DWF'I is quite clear. Alicr thc

decomposition using I)W1'the subbands arc of dillerent size as comparcd to the original

image. ln the dccomposition using DWI-'I' all the subbands are of the same size as thc

original image. For examplc if the size of original image is 256x256 then after thc

decomposition using Discrete Wavclct Frame l ranslbrm (DWIrf) the lbur subbands are

tbrmcd. the sizc each ofsubband is 256x256.

3.3. Introd uction to Wavelet Families

Diffcrcnt families of wavelet are developed. Some especially useful familics of uavelcts

are: I Iaar. t)aubechies. []iorthogonal. Coifle1s. Symle ts. Morlct. Mexican I Iat Somc

other \\avclcts arc Biorthogonal. Rcrcrse []iorthogonal and Gausstan derivatircs lamily

etc.

3.4. Discrete Wavelet Packet Frame (DWPF)

ln thc proposed method. i takc Discrete Wavelct Packet Irrame (DWPIT) of up to thrcc

steps and then selcct thc useful subbands according to a seleclion critcrion. These

subbands arc no$ rel'erred as Wavclct Packet [ramcs (WPl]s). l hc detail of thc sclcction

critcria is described in section 3.5. Aller the three steps of decomposition, a tolal of52

WPFs are formed. The formation of the frames is given in Figurc 7 shown below:
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'fhe above Irigure 7 shows thc subbands of Discrete Wavelet Packet Framc (DWPF) olup

to th-ree levels.
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3.4.1. First lcvcl DWPF

tn the t-rst tevel DWPF thc rcsultant wavelet packet fiamcs (WPFs) arc namcd as A I .

IIl. V I and l)l. In these resullant WPIrs Al reprcscnts thc approximation subband. III

rcprcsents the horizontal dctail framc. Vl represents thc rcrtical detail liame and [)l

rcprcscnts the diagonal dctail liame. l"or lurther decomposition. the detailcd intbrmation

WPFs (lll. Vl and Dl) arc uscd. It must be notcd here that thc approximation frame is

nol decomposcd as it is equivalcnt to the original image and dccomposing it would

producc WP["s equivalcnt to n l.lll. Vl and Dl and so on.

3.4.2. Second level DWPF

In the sccond level decomposition the resullant wPFs are as lollowed:

o I'-rom Il I lurther WPIrs obtained are M. I'12, Y2 and D2

o I.'rom V I lurthcr WPIis obtained arc A3. I13. V3 and l)3

o Irrom I)l furthcr WPFs obtaincd are A4. I14. V4 and D4

So the total numbcr ol' WPFs in this second level dccomposition arc A2. 43. A4

(approximation WPFs) and Il2. ll3. H4 (Horizontal WPI"s), V2. V3. V4 (Vcrtical WPFs)

and I)2. D3. I)4 (l)iagonal WPIrs).For the 3'd Ievel dccomposition iuse only detailed

\\'P lrs ol'sccond lcrcl dccomposition.

3.4.3. Third levcl DWPF

In thc third levcl dccomposition new resultanl WPFs are as



24

. From I12 lurthcr \f,'Pl's are A5. H5. V5 and D5

o From V2 furthcr WP[;s are A6. H6. V6 and I)6

o From D2 further WPl"s arc n 7. I17. V7 and D7

o ['rom l13 furthcr WPI"s are A8. H8. V8 and t)8

o Iirom V3 lurthcr WPI;s are A9. t 19. V9 and I)9

o From D3 furthcr WPl"s are n 10. IIl0. Vl0 and Dl0

o l"rom I14 lunher WI)l"s arc n ll.llll. Vll and l)ll

o ["rom V.l further \,!'PIrs are Al2.Hl2.Vl2 and Dl2

o lirom I)4 lirther WPI-'s are Al3.tll3,Vl3 and Dl3

'l'hese are new third level decomposition WPFs. In this third lcve I decomposition the ncw

approximation WPIrs are A5. n6. ,A7. n8. A9. n I0. All. Al2 and Al3. 'l'he detailcd

\tr'Pl"s in this third lercl dccomposition are H5. I16, I17. tl{'1. I19. tll0. IIll. IIl2. I ll3.

V5 (llorizontal WPFs). V6. V7. V8. V9. Vl0. Vll. Vl2. Vl3 (Vertical WPFs), D5. D6.

D7. D8, D9. Dl0. Dl l. Dl2 and Dl3 (Diagonal WPI's). Hcncc. there are total 36 WP['s

in this third level decomposition. lt may' be notcd herc that thc number of WPFs al higher

levels is rising exponentialll. Somc of thcse WP["s rcprcscnt uniquc texlural

charactcristics uhilc thc othcrs rcprcsent redundant infbrmation. Irigure 8 shou's the

rerlrcal liame (V l. V9). horizontal lrame (lll.l15) and diagonal frame (Dl.l)3). It can

bc seen ftom images in l"igure 8 that lhere is considerable redundancf i.e. a lot ol'
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similarity rrr the WPFs therclbrc i select only a subsct of the ovcrall framcs fbr my

anall sis to rcducc redundancv.
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3.5. Sclection of uscful WPFs

After dccomposing all WPFs. my main focus is to sclcct WP['s which have morc useful

tcxtural inlbrmatron. I'he selection of useful WPIis hclps us to acquirc most rclcvant

WPI's and also reducc redundancy in terms of leatures reprcsented by each frame u'hich

leads to reduction in computation complexity. This step involves selecting uselil WP[]s

as per the lollowing criterion:

Calculate lhe entropy of each tiame

Calculatc the cncrgy o f each lrame

Arrange WPFs with decreasing entropy and encrgy value

Select WP[;s that are consistently valuable i.c. have high energy and entropy'

valuc lbr I)WPI-- of various MRI images

Sclccted WI)lis arc uscd lor lurther analysis

3.5.1. Calculate the entropy of each frame

'lhc cntropy' ol'a $avclct packel frame measures the amount of variation amongst thc

coclllcicnts that exist in thc framc. I prefer the higher Ialues of entropy due to m)

intcrcst in largc variation as i intend to segment the MRI images i.e. anatomical slructures

lrom the background. 1'hc entropy ofthe fiame is calculatcd using Equation 9.

N-t
lintropy(X ) -- i.f=gri. i 

log2, 
i. j (e)
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Iiquation 9 gives us the entropl of each fiame. After calculating the entrop) of cach

framc the next step is to calculate the energy ofeach fiame.

3.5.2. Calculatc the energy of each frame

lhc cncrgy ol'a wavclct liame shous the presencc ol'raluablc tcxtural inlormation. II'

there are morc coclllcicnts u'i1h non-zcro values then the energy will be highcr. I prclcr

WPFs having highcr cnergl' becausc thcy contain more infbrmation. The \[?l's rvith

lowcr cncrgy l'alues havc lcss informalion about the original image. The energy ol'cach

lrame is calculatcd with the help of lbllow'ing Iiquation 10.

\ct
c.^
$l

t

\s
Eners,,oJ x -Y.3,,1,,1r1, (ro)

ln thc abo"e l.,quation 10, 'i' and 'j' represents lhe row number and column number

respcctiVcl).

3.5.3, Arrange WPFs with decreasing entropy and energy value

I;or bcttcr sclection of useful WPlrs. the WPIrs arc rc-arranged in dccrcasing order ol

entropy and energy values. The fiames having higher entropy and energy value come first

and thc liamc haring lou'cr cntropy and energy value fall towards the end. 'l hc highcr

cntropl- and cnergy raluc wavclct packet frames (WPFs) iue more useful than low

cntropy' and low energl- WPFs hcncc i need to set a criteria for thc selection ol'WP[;s.

Afier this arrangemcnl i procccd towards the selection of common high valued uselil
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fiamcs i.c. liames tbund to be o1'high energy and high entropy in multiplc l)WPI;s

decomposit ion lbr difl'crcnt imagcs.

3.5.4. Select WPFs that are consistently valuable

After tho arrangement of all WP[;s according to decrcasing enlropy and decreasing

cncrgy lor various imagcs in my'data-set. ihave uscful WPI's at highcr positions is thc

arrangcmcnl. So i sclcct a limitcd numbcr of WPIrs i.c. top l0 \\'Plrs lbr both cntropl' and

energl' r'alucs. I'hese uppcr l0 WPlis have higher valucs lor both entropy and cncrgl'

l'rom thesc uppcr l0 WPFs, i select the common WPFs which are present in both entropy

table and encrgy table. I also assign them numbering in descending order. For examplc i

assign a number ' l0' to the hame having highest value. l'he lrame at the second placc is

assigncd a numbcr '9'. liamc at third place is assigncd a numbcr '8' and so on up to lcnth

lramc. 'l hcse numbers are rclcrred to as Iiame quality numbers.
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Patient l, Case I readings

Serial il F ramc Namc Irramc Quality tr-o. Ilntropy(l )

I DI l0 2.789t22328
2 D4 9 2.6548t4448
3 Dl3 8 2.530076643

4 VI 7 2 2511437 43

5 V3 6 2.t48155278
6 HI 5 2 0697226

7 V9 4 2 052080426

8 I12 3 t.97729t097
9 lt5 ) r .890878118

l0 Al I L268929942

Serial # lirame Namc Irramc Quality No. Energy( t'))

I AI l0 l.23lr+08
1 II5 9 5.66pr 05

J H2 8 5.66tr+05
1 lil 7 5.66E+05

) V9 6 4.058+05
6 V3 5 4.05E+05

7 VI 4 4.05E+05

8 Dl3 3 6.688+04
9 t)4 2 6.681i+04
l0 I)l I 6.688 f04
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Patient I, Case 2 readings

Scrial ll Iiramc Name Frame Qualitt, No. I:nergy(t'J)

I AI l0 t.i8t 108

2 il5 9 7. I 9E +05

-) H2 8 7. l9E+05
4 Hl 7 7.19E+05

5 V9 6 3.288+05

6 V3 5 3.28E+05

7 VI 4 3.281, i-05

tt Dl3 J 6.36t:+04
9 D4 2 6.36E+04
l0 DI I 6.36E+04

I have lwo cases ofpaticnt I so norv iproceed towards thc ncxt patienl. lt may be noted

hcre that the ordering of lrames in cntropy and energy tables 3 and 4 respectivcly is

invcrsc of cach othcr. l;or thc patienl 2 thcre arc also tw'o cases. so the readings and

Serial # Irrame Name Iirame Quality No. I:ntropy(l)
I DI l0 2 7532219

2 D4 9 2.620669182
J Dl3 8 2 497562147

4 V1 7 2.239847845

5 V3 6 2.137 47 5261

6 V9 5 2.04 1967 t 85

7 ill 4 1.99504392

8 12 J I 9065145 l2
9 II5 2 r.82370609

l0 AI I t 28999t076
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arrangemcnt of thc entropy and energ)' of first l0 WPFs arc given in thc follou'ing

'I 
ables.

Patient 2, Casc I readings

Scrial # Irramc Namc I:ramc Quality No. Entropy(l)
I DI l0 t.959929854
2 I)4 9 1.863807007

J Dti 8 t .17 4733065

4 Fil 7 1.668653671

5 VI 6 1.600354595

6 fiZ ) l .58943 1404

7 V3 { 152173708
8 II5 3 1.515828959

I V9 2 1.454458695

IO Al I LI65117955

Scrial // Frame Namc Framc Quality No. Ilnerey(E)
I nl l0 7.321:.+07

2 Il5 9 9.0i1:+05
J il2 8 9.03ti+05
4 HI 7 9.03E+05

5 V9 6 8.27E+05
6 V3 5 8.27E+05

7 VI 4 8.278+05

8 Dl3 3 I.l8ll+05
I I)4 7 L I8Ii+05
l0 DI I t.l8Il+05
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Howel'er in this case the ordering ofsubbands as pcr there energl'and cntropv valucs is

not invcrsc as l is rankcd higher in terms ofboth cncrgy and enlropy values as sccn in

'l ablcs 5 and 6.

Patient 2, Case 2 readings

Scrial # Framc Namc Irrame Quality No. Entropr(l)
I DI l0 t 866253621
2 D4 9 1.77430963
J Dli 8 1.68914537 4

4 Ill 7 t 589486285
) VI 6 t .5507077 t6
6 |2 5 1.513411022

7 V3 4 | .17703391|
8 t15 ) t.41278631
9 V9 2 1.4085975i
l0 AI I l092834182

Serial ll Irramc Namc l'ramc Qualitl No. I:nerer'(l: )

I AI l0 7.3 3 E +07

2 V9 9 7.64E+05

J V3 8 7.64lr+05

4 VI 7 7.64F_+05

5 lt5 6 6.69E+05
6 H2 ) 6.69It+05
7 III 4 6.698+05
8 t)13 3 8.61E r04
9 I)4 ) 8.61 lrr 04

t0 DI I 8.61 Ir I 04

.,!,'
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I havc two cases ofcach patient so now i procccd touards thc patient 3. Iror thc paticnt 3

there are also t\.!o cascs. so the readings and arrangement ot'the entropl' and cncrgl ol'

first l0 WI)lrs are givcn in thc lollouing'fables 9 and 10.

Patient 3, Case I rcadings

Serial // l"ramc rr-amc Framc Qualitl' No. Iintropy(l)
I DI l0 1.7087763t
2 I)4 I 1.623 l98l l5
J Dl3 8 | .54404291l.

4 Hl 7 |.s27035432
5 il2 6 1 452t16724
6 VI 5 L4l 9365868

7 I15 4 t.382767891
8 V3 J I .350603871

9 V9 2 I .286841491

l0 AI I L082 t 92034

Serial # l'rame Name Frame Qualitl No. Unergy( E)

I AI l0 I.278+08
2 V9 9 l.47ll+05
J V3 8 l.,l7lr+05
,1 VI 7 1.17t f05

) il5 6 8.31tr f04

6 il2 ) 8.31tr+04
7 ill 4 8.31l:+04
8 Dl3 J 9.26F,+03

9 D4 2 9.26F.r03
t0 D1 I 9.26E+03
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Patient 3, Casc 2 readings

| 'tra LI [..litiI]l .lr-

Scrial /l ["ramc tr-ame Iiramc Qualitt No. Encrgy(E)
I AI l0 l.l8tr+08
2 V9 9 7.58E+05
J V3 8 7.581: ,05

4 VI 7 7.58li+05
5 It5 6 5. I 3I-.+05

6 It2 ) 5.l3tr+05
7 HI 4 5.l3E+05
8 Dll 3 t.06li+05
9 D4 2 1.06l1+05

l0 DI I 1.061:+05

Nou lbr llnal sclcction ol'usclul \I'PIf s i collcct thc sclcctcd liamcs of cach patient and

arrange lhem in the lbrm of a tablc. In this way i can easily view the common WPFs lor

cach case and sclect thcm fbr lurther processing.

Serial # F-rame Name Frame Quality No. Entropy(l)
I DI l0 t.87285 t93
2 I)4 9 L781 I 18508

3 Dl3 8 1.696107401

1 VI l t.525174598
) III 6 | .496717779

6 V3 ) 1.153273723

l 112 4 1 4266r8il3
8 Vg J I .386440941

9 Il5 2 |.36142421
l0 AI I 1.10132868
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3.5.5. All selected WPFs for entropy value

'l'he detail of cach casc ol'paticnts is cxplained in thc above tables. So the selected WPIs

arc given in-l'able 13. arrangcd based upon thcir liamc quality. ln the lbllorving table

Iiarnc quality is uritten as 'd '.

Patient I Patient 2 Patient 3

Casc I Casc 2 Case 1 Case 2 Case I Case 2

Name ll Namc Namc # Namc # Name # Name t]

D} t0 DI t0 DI IO l)l l0 I)I l0 I)l l0

D4 9 D4 9 D4 9 D4 9 D4 9 D4 9

t)13 8 Dli 8 Dl3 8 I)13 8 Dl3 8 Dl3 8

VI 7 VI 7 ill 7 III 7 Hl 7 VI 7

V3 6 V3 6 VI 6 VI 6 vl 6 III 6

Iil ) V9 ) H2 5 |2 5 il2 5 )

V9 4 lil 4 V3 I V3 4 V3 4 il2 4

H2 ) fi2 3 I-t5 -) lt5 J Il5 J V9 J

II5 1 I t5 2 V9 2 V9 ) V9 2 II5 2

AI I AI I AI I AI I AI I AI I
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3.5.6. All selected WPFs from energy value

'l he detail oIeach case of'paticnts is explained in thc above tables. So the selected WPls

are givcn in 'l'ablc l4 arranged bascd upon their lrame quality. In the follou'ing table

lrame quality is uritlcn as '!'.

Patient I Patient 2 Patient 3

Case I Casc 2 Casc I Case 2 Case I Case 2

Name Namc Namc il Namc # Name t+ Namc #

AI l0 nl l0 nl l0 AI l0 AI l0 AI l0

I'I5 9 tI5 9 I15 9 V9 9 V9 9 V9 9

U2 8 H2 tt t12 8 V3 8 V3 8 V3 8

lil 1 III 7 III 7 VI 7 VI 7 VI 7

V9 6 V9 6 V9 6 It5 6 It5 6 H5 6

v3 5 VJ ) V3 ) fi2 ) U2 ) Lt2 5

VI 4 VI 1 VI 4 III 4 ilt 4 lil ,+

I)13 -) Dl3 -) Dl3 , I)li J Dl3 3 Dl3 3

I)4 2 D4 2 D4 2 D4 7 D4 2 D4 2

I)l I DI I I)l I t)l I DI I D1 I
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l"rom thesc tuo tablcs (Iablc )3.'l ablc 1,1) iadd thc liamc qualitl ol'cach rcspcctirc

liamc and makc this linal conclusion of uselil $'Pl"s as given in'lablc 15.

3.5.7. Selected WPFs are used flor further analysis

Ilntropy based sc lcctcd WP[]s [:ncrg1 based selcctcd WPI:s

Iirame Name Iramc Qualitl Iiramc Name Framc Qualitl

DI 60 AI 60

E4 54 Ii5 45

lE .18 H2 39

V1 39 I JJ

I 29 I 45

I 36 I 39

I l8 VI 33

H2 25 E l8

H5 l5 TFI t2

A1 6 DI 6

Nou i add thc liamc qualitl number ofrespectirc liame and arrangc thcm in decreasing

Iiame quality numbers.
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[]ramc Namc 'l otal l"ramc Quality

VI 72

lil 69

V3 68

nl 66

t)l 66

D4 66

t)13 66

U2 64

V9 6i

lt5 60

I sclect lhe usclul WI)lis on thc basis of higher sums o1'cntrop\ and cncrg) liame quality.

So the uppcr 8 sclccted uselil WPIs are Vl. lll. V3, n l. Dl. D4, Dl3 and I[2 as thcy

have higher numbcrs in tcrms ol fiamc quality. I I5 and V9 arc not considcrcd in lunhcr

analysis becausc as discusscd earlier and dcpicted in l"igurc 8 they rcpresent information

uhich is vcry similar lt mal bc noted hcrc that the liames rvhich arc consistenlly rankcd

highcr lor dillcrcnt MRI images arc sclccted lbr lurther analr sis.
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3.6. Normalization

At lhis stage the rangc o I intcnsitl' t'alucs of thesc WPFs is r ery large. 'l'o maintain thc

specilic rangc ol'intcnsitl ralucs normalization ol'cach sclcctcd lramc is pcrlbrmcd. 'lhis

step is also an important step fbr making WPIrs suitablc lor lurther proccssing

pa(icularl,v bccause K-mcans is sensitive to variation in leatures value range. I use thc

normalization tcchnique callcd min-max normalization.

3.7. Min Max Normalization

I'he ncrt step $as to normalizc each liamc in thc rangc ol-0 to 255 lbr bettcr clustcring as

K-mcans is sensitir,e to thc range ol'r'alues. For this i havc used min-mar normalization

Min-max normalization transforms a value 'A' to 'B' which fits in the range [C. Dl. It is

givcn by'the l:quation I l.

t]=(
(,'l - min imum vulue of ,1) 1.(l_r')+r- (lt)

(max imumralue of rl - min imum valuc ofil)

ln thc tiqualion ll. 'A' rcprcscnl the prescnt pixcl intcnsity value and 'C' indicatc thc

neu' lowcr limit of intensitl' valuc and 'D' the upper limit of the intensity value.

3.8 Clustering

Clustering is a machinc lcarning method which is uscd to place data elcmcnts into related

groups or classcs. Onc of thc oldest and widcly uscd clustcring techniqucs includcs K-

mcans clustering l2l.'l he elements oldata sct arc clustered based upon sharcd propcrties.
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'l he study oforcr all data bccomes Ycry easy aftcr clustering. '['he selection ofclustering

tcchnique is dcpcndent on typc and especially the size data set. 'l'o understand the conccpt

ofclustering somc graphical rcprcsentations are given in I;igurc 9.

^l

rI.

a iusrer I +
: ust€r : X
: rsl-r I O

..' L. a^r, L-_.',..
't !

-,n)*t''
i "-F"36o

o-
++

i .t ll-tir(

Irigurc 9 shor.r's thc examplc of clustering on thc basis of objccts shape. In this figure

samc looking objecls arc clustcrcd togelhcr with same color.

3.8.1. Importance of Clustering

Clustering has been used in diffcrent lields of scicncc lor a long time. 'I he importance of

clustering can bc judgcd by taking a look at its use in the last f'crv ycars. Search at Google

scholar l48l shous. morc than 1660 cntries lor dala clustcring in year 2007. In the field of

engineering and mcdical scienccs. data clustcring is used lor imagc segmenlation ll.3l.

I)ilferent clustcrs arc gcnerated on the basis of dcnsity value, energy value. shape and

size [3]. ln computer vision and image processing, the most important characteristic is
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intensity oIpixels fbr dillbrcntiating betwccn clusters. l'he main target olclustcring is to

dccrcasc thc amount o[data by grouping similar data togcthcr. K-means clustering is also

verl uscful fbr data mining [49I.

3.8.2. Some possiblc applications of data clustering algorithm

Markcting: lrinding groups ol'customers uith similar bchavior givcn a large databasc ol'

customer data containing their propcrtics and past buying rccords.

Biologl': Classilication ol'plants and animals given their l'caturcs.

Mcdical image data basc: lbr dctail scc [3, 49i.

3.9. K-means clustering

3.9.1 Dcfinition

K-meons tluslering is an algorithm lhql atlempts to locale groups in data [501.

K-means clustering is a simple mcthod for unsuperviscd categorization. The K-mcans

algorithm is commonll'uscd in medical imaging and biomctrtcs. In K-means clustering K

denotcs thc number ofclustcrs. In K-means clustcring. inced to definc in advancc the

number ofclustcrs i intend to acquirc liom a data-sct.

3.9.2. The K-means Algorithm

'l'he K-means clustcring arrangcs thc data into K groups. 'l hc valuc of K is providcd as an

input paramctcr. It cxamincs cver\ componcnt ol'data set and assigns it to one of the

clustcrs dcpcnding on thc minimum distancc fiom thc cluslcr cenlcr.'lhc position oI
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ccntroids is rccalculatcd cvcry timc a componcnt is addcd to the cluster. 'fhis stcp

conlinues until all the componcnts arc grouped in to a llnal number ol'rcquired clusters.

ln everv itcration. the algorithm attcmpts to dccrease the mean distancc betwccn data

points and ccntroids. 'l'hc mathematical lbrm is as [:quation 12.

kV=t t (x.-rz.)
r =l x.eS.lt

( l2)

( l3)

( l1)

In thc above l:quation 12. thc "K" rcprcscnts thc numbcr ol'clustcrs *hcrc "i" is an

integcr lrom I to k.'l hc "F" represcnts the mcan. 'l'he K mcan clustering algorithm

lbllows thcsc stcps

l) First place K points to lhc space represented by objccts u.hich are being clustcred.

2) Allot cach objcct to group that has nearest centroid.

3) Recalculatc thc mcan distance of thc K ccntroids.

:l) Repeat steps 2 & 3 until thc rcsultant centroids no longcr change.

5) Cluster the points \\hich arc based on mean distancc.

c(,)

6) Comparing of ncu ccntroids



45

ln thc abovc cquation 'j" ilerates ot'er all centroids and thc "i" iterates ovcr all mean

distances. The thrce input parameters to K-means clustering algorithm in MA'fl-AB arc:

o Valuc of "K'': -l 
hc value of 'K' shows thc numbcr ol'clustcr. If thc Ialue ol'K 3.

then total three clusters are formed.

o Rcplicatcs: t'r-umbcr ol'times to rcpeat thc clustering. cach rT'ith a new set olinitial

clustcr centroid positions. I am using the valuc of replication: 5.

Distance function: I am dcaling u'ith two types of distances named as squarcd

Euclidcan distancc and citl block. In thc K-mcans clustcring thc squared

Liuclidcan distancc is uscd as dcfault dislancc. As a rcsuh of using this distancc'

K-means can llnds spherical clusters in thc data l5 ]. I usc these two distances and

compare their rcsults with K-mcans clustering rcsults on raw images and on

selected WP["s.

3.9.3. City block distance function

lhc citl'block distancc is also knoun as Manhattan distancc or absolutc Yalue dislancc.

'['he measuremcnt of cityblock distance u'ould be zero only lbr two identical points. It

gives highcr value uhen thcre is some dissimilarity betr.r'een points l5ll. -l'he

mathematical fbrmula to calculate cityblock distancc is sho*n in Equation 15.

kt r

./-Il,t.-r'.1
i-=ll t t 

l

lhc above I.,quation I5 shous thc lbrmula to calculalc citl'block dislance.

(15)
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3.9.4. Euclidean dista nce function

'l hc squarcd I:uclidean distancc is the sum ofthc squared difl'crcncc bctueen readings lbr

lwo cascs on all variables. Mathematically it rcfcrrcd as l:qualion 16.

kt \l,t=l.lxi-t;l
r=l'

3.10. Conclusion and Summary

(t6)

In rhis chapter llrst I dcscribc the data set used lor analysis. I'hcn i providcd the details

pcrtaining thc fbrmation ol DWPF and described my tcchniquc. Clomputing energy and

entropy for cach Wavelct l)ackct Framc (WPF) and sclccting usctul WP[:s according to

proposed tcchnique. 'l'hen i provide thc introduction ol- K-means clustering uhich i am

using with squarcd Iruclidean distancc function and city block distancc funclion. K-mean

clustcring is next stcp lbr diseasc segmentation. l'he rcsults of proposed technique are

discusscd in the next chaptcr.
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CHAPTER# 4

RESULTS AND DISCUSSION

I compare my result w ith the simplc K-means clustcring resuhs [br evaluation of rvhat

improvcments can bc attaincd in K-mcans clustcring using nl mcthod ln this *a1-. i s ill

prove that my results are betler than ordinary K-mcans clustering 'Ihe results w'ould

show lhat using m."', techniquc doctors can oblain better visualizalion oI MRI data without

using cxpensirc contrast rcagcnts (CRs) as uscd in lhc more expcnsive (Magnetic

Rcsonance lmaging) MI{t modality i.e. contrast cnhanced MRl. 't he MRI contrast is uscd

lo cnhance rhc visibiliry' ol structures (intcrnal bodl) in MRI. Commonll" uscd

compounds for conlrast cnhancemcnt are Gadolinium (lll) based. 't'his Gadolinium (lll)

conlrast agcnts are lrequcntly uscd lor brain tumor MRI conlrast enhanccmcnt l9l.

4.1. Segmentcd res ults

'l hc names of somc liood and [)rug Administration (IDA) approvcd contrast agcnts are:

. Gadodiamidc(Ominiscan)

o Gadobenic(Multihancc)

'l'hesc types of mcdicrncs have their aftcr side clfects. With the use of thcsc conlrast

agcnts paticnls may' suffcr fiom diflerent conditions such as allergy etc. Some othcr

unknoun discascs ma) occur months aller the contrast harc been injectcd 1521. 
'l'hese

contrast agcnts are also vcry costl). Ihe proposed tcchniquc hclps thc doctors to gct good
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visualization rcsuhs uithout using thesc costl) contrast agents. In this way ican rcduce

the cost oIMRl lbr paticnts as *cll. Somc adYanccd as u,cll as expcnsive MRI machincs

are also alailablc uhich tacilitate the doctors 10 change thc contrast oI normal MRI

images. 1'hc proposcd techniquc also facilitates doctors to savc that exlra cosl of bul ing

advanced MRI machincs. In the rcsults. thc original names ol'paticnts arc not mcnlioned

due to patient prit'acf issuc.

4.2. Patients and their Diseases

'l'hcrc are total threc paticnts w'hom i would refcr to as paticnt l. paticnt 2 and patlent 3. I

starl ftom paticntl. [:r'erl patient has tuo cascs.'Ihe data sct is collecled fiom PIlvlS

hospital Islamabad. I also collcct mcdical reports ol cach patient along with data sct.

Al1er thc complction ol'my results. i discussed my resuhs with the collaborating

physician fiom I'lMS hospital. I le was imprcsscd by m1' rcsults and askcd us to

incorporate it in to mcdical imaging data viewing stations at PIMS. The abnormalitics in

thc MRI images of thcse paticnts according to thc doctor's rcport are given in 'l'able 
17.

Serial Paticnt

Number

Disease

I Paticnt I
't'his patient sutlbring liom tumor or non-cnhancing mass

in right sidc ofthe brain.

2 Patient 2 Crid o1' membranc

infcction.

appcars ln left side of brain duc to

l Patient 3
'l'he appcaranccs ol'mass lesion in left parietal region.
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4.3. Patients and thcir results

Iigure 10 shous original rmagc ol-paticnt l. case I

5r:

10c

rit

ND

l',1

Nou the results of this patient for K-2. K:3 and K:4 are shows in Figure I I . Figure l2

and I;igure l3 rcspcctively.

ril: 200 ),.0

rl...,l r'. i:i.i

.1' '
L.....=t-ii c,.

1 r a'-':.Y,'. ,. *-

-rt,.{

i - =-- .-r''
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Irigurc I I shous the results after K-means clustcring. ln this [rigurc I I i sct the numbcrs

of clustcrs as 2. l'igure I I (a) shows the result of simple K-means clustering. on original

MRI image. This does not givc any information about the disease of the brain. It onll

scgments thc brain from the surrounding air. Figure 1l (b) shows the result of my

proposcd lechniquc using squared l:uclidcan distance function in K-means clustering.

'l'he result is improved because it also gives information about the position of gray and

uhitc matter of brain. Figure ll(c) shows the rcsult of my proposed technique using

citybtock distance function in K-means clustering. It also provides better results as

comparcd 10 thc simplc K-means clustering. At this stage (K:2). thc proposcd techniquc

is nol pro\iding bcttcr resuhs. If i incrcase the numbcr of clustcrs it $ill gi"e bettcr

porlormancc.

figure 12 shou's rhe results after K-means clustering. ln this Figure l2 i set thc value ol

K j. so there \\ill bc threc clusters in the resultant image. Irigurc l2 (a) shous thc rcsult

of simple K-means cluslering on original MRI image. At this valuc of K rt gives some

inlbrmation about the gray and white matter of the brain. Figure l2 (b) shou's the rcsull

of' m1' proposcd tcchniquc using squared Euclidcan distance function in K-mcans

clustcring. The result is improved now because i have been able to segment thc diseascd

arca in the imagc. 't'he information of gray and white matter also appears l'igure l2 (c)

show's the rcsult ol'my proposed tcchnique using cityblock distance function in K-mcans

clustcring. ln this rcsult the inlormation of gray and white mattcr appcars individually' but

not rerv clcar and the discased scgmenl is also not very apparcnt.
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More information of

Gray and white matter

lL i
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Diseased Area

More information of

Gray and white matter

Diseased Area

ra)

. !.r.. I . r,l I Sr;lple h.-ntc.tn' ilrr.t,- r n: .rl k -

..i I LLtir,le:rn rir'tlllee itltct irlrJ1l\i'rg i)\\ I,l :,t , .

.'t L .l .t:iiter' ,lllei :tl.rlri\ rnr i)\\ i'l



54

In this lrigurc l3 i increase thc numbcr olclusters Iiom three to four, so K=4 Figure

shows the results after K-means clustering. Figurc l3 (a) shows thc result olsimple

means clustcring on original MRI imagc. At this value of K it givcs good inlirrmatron

about the discascd area along with gray and whitc matter of the brain. Ijigurc l3 (b)

shou's the result ol'my proposed technique using squared lluclidcan distancc llnction in

K-mcans clustcring. ln this image the area of the disease almost remains same but

distortion appears and looks like noise. The information of gray and white malter also

appears but is no1 r'ery clear. Figurc l3 (c) shows the result ofmy proposed tcchnique

using cityblock distancc function in K-means clustcring. In this result thc inlormation ol'

diseascd arca bccomes clear. l'hc additional information ofgray and white mattcr appears

individualll and clearly. So the cityblock distancc lunction gives good perform lbr lbur

numbcrs ofclusters. F'or the verification of this result, i apply the same technique on dala

of all other paticnts.

l3

K-
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Irigurc l4 shows Paticnt I . case 2
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Now the results ol-this paticnt for K=2. K-3 and K:4 are shows in l"igure 15. Figurc l6

and l"igurc l7 respect ively.
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In Irigurc l5 i set thc numbers ofclusters as two. Figurc l5 (a) shows the rcsult olsimplc

K-means clustcring on original MRI image of paticnt l. case 2. 'l'his does not give an1'

inlormation about lhe disease of the brain. lt only segments the brain lrom the

surrounding air. ['he Figurc 15 (b) shows the result of my proposed technique using

squared Euclidcan dislance function in K-means clustcring at K-2. The result is

improvcd because inlbrmalion about the gray and white matter of brain appears. Figure

l5 (c) shows thc rcsult olmy proposed techniquc using cityblock dtstancc lunctbn in K-

means clustcring. It also gives some information about gray and white matter but is morc

valuablc as compared to thc simple K-means clustering result as segmentation of the gray

and uhitc matter rcgion is bctter. At this stage (K-2), the proposcd techniquc ls not

providing bcttcr rcsults. lf i incrcase the number of K il will givc better pcrlbrmance.

'l'he Figurc l6 shou's the results aftcr K-means clustering. In this [jigurc l6 i sct thc I aluc

o1'K 3. -l'he Figurc 16 (a) shows the result of simple K-means clustcring. on original

MRI image . At this valuc o[K it gives some information about the gray and while mattcr

ol'thc brain but losc inlormation about the region of interest (diseased area). The Figurc

16 (b) shows the result of my proposed technique using square l:uclidean distancc

function in K-means clustering. The result is improved becausc now i can also casill'

mcntion the diseascd arca in thc image. 'l'he inlormation ol'gray and white mattcr also

appears improvcd in contrast but not individually. 'l'he Figure l6 (c) shou's the result ol'

my proposcd tcchnique using cityblock distancc function in K-means clustering. In this

rcsuh the inlbrmation of gray and white mattcr appcars individually. 'l his individual

infiormation of gray and white matter is also important for doctors.
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In this lrigurc l7 i increase thc number ofclusters from three to four, so K-4. I'igure l7

shows the results after K-means clustering. Figure l7 (a) shows the resuh of simplc K-

mcans clustering. on original MRI image. At this value of K. it gives good infbrmation

about thc diseased area along with gray and white mattcr of the brain but thc dctail of

gral' and \4hitc matter is missing. F'igurc l7 (b) shous the rcsult ol'my proposcd

tcchnique using squared Euclidean distance function in K-means clustering at K=4. In

this rosultant image the arca of the disease almost remains same but the distortion appears

on thc brain image. The inlbrmation of gray and white matter also appears but not so

clear. [rigurc l7 (c) shou's the rcsult ofmy proposed techniquc using cityblock distance

lunction in K-mcans clustering. In this result thc information ofdiscascd area bccomcs

clcar. ['hc addrtional inlormation of gray and white matter appears individually and

clearly. So thc cityblock distance function gives good perform for lbur numbers ol'

c luslers.
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lrigure l8 shows Palienl 2, casc I
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Nou thc rcsults o1'this patient for K:2, K:3 and K:4 are shows in Figure 19. Figurc 20

and F itsure 2l respectively.
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Iigure l9 shous the resuhs of second patient, case I aftcr K-means clustering. In this

liigurc lg lhe total number of clusters are two (K-2). Figure l9 (a) shous thc rcsult ol'

simple K-means clustering, on original MRI image. This gives noise in the dcsircd arca

of intcrcst as mcntioned in thc Figure 19 (a). I;igure I 9 (b) shou's the result o1' m1

proposcd tcchniquc using squarcd Iluclidean distance function in K-means clustcring at

K-2. 'l hc rcsult is improvcd bccause the noise in the diseased area disappears, I'igure

l9(c) shows the result of my proposed technique using cityblock distance function in K-

means clustcring. 'l-he error in desired area also cleaned up completell'. It givcs no

inlormation about gray and white matter of brain but is more valuablc as compare to the

simple K-means clustcring rcsuh at the same number of clustcrs. l"or the dctail

inlormation ol'gra1'and white matter of brain i increase thc value of K.

Figurc 20 shows the results after K-means clustering. In this image i set the numbcrs of

clustcrs as 3. Figurc 20 (a) shows the result of simplc K-mcans clustering. on original

MRI imagc. At this value ol K it gives some information about the gray' and whttc mattcr

ol'thc brain but noise appcars in thc diseased arca. Some unaffected tissucs also segment

as discascd area. Iiigure 20 (b) shows the result of my proposed techniquc using squared

I.,uclidcan dislancc function in K-mcans clustering at K=3. l'he resuh is improled now

becausc ihavc bccn able to mention the diseased arca in the image easily without an1

noise bul the infbrmation of gray and white matter still missing. Figurc 20 (c) shous thc

rcsult ol'mv proposcd tcchniquc using cityblock dislancc linction in K-mcans clustcring.

ln this result thc inlbrmation of gray and white matter appcars individually. 
.l 

his

individual inlbrmat ion of gray and white matter is also important.
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In this Figure 2l i incrcase lhe numbcr ofcluslers from three to [our. so K-4. Figure 2l

(a) shows thc rcsult of simple K-mcans clustering, on original MRI imagc. At this valuc

ol'K it gives good information about the diseased area. Small errors appcar near the

discascd arca as mentioned in Figure 2l (a). It givcs no information about thc gray and

uhite matlcr ol' thc original imagc. Figure 2l (b) shows the result of ml proposcd

technique using squarcd Euclidean distance function in K-means clustcring at K:4. In

this resultant image the area ofdisease almost remains samc but no error appears ncar

diseased arca.'l'hc inlormalion of gray and white matter is missing. Figure 2l (c) shou's

thc rcsult ol my proposed technique using cityblock distance function in K-means

clustcring. ln this rcsult the information of diseased area becomcs clear from noise So i

havc bccn able to scgment the diseascd area in the image without computing crrors fhc

additional information ofgray and white matter appears individualll'and clearll' So thc

cityblock distance lunclion givcs good perlormance when i sct numbers ol-clusters as 4
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Irigurc 22 shows l)atient 2. casc 2
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Now the resuhs ol'this patient for K=2, K=3 and K:4 are shows in Figure 23,ligwe 24
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In this I'igurc the total numbers of clusters are two (K:2). Figure 23 shous thc results of'

second patienl. case 2 after K-means clustering. Figurc 23 (a) gives the result of simplc

K-means clustcring. on original MRI image. -fhis gives noise in the desircd area of

interesl as mcntioncd in Figure 23 (a). It gives no useful information about the slruclurc

o['othcr gral' and u'hitc mattcr tissucs of brain. Figurc 23 (b) shous thc rcsuh ol'm]

proposcd tcchnique using squared Euclidean distance function in K-means clustering at

K:2. 'l'he rcsult is improved now because the noise on thc diseased area disappcars.

Irigurc 23 (c) shows thc rcsult of my proposcd technique using city'block distancc

lunction in K-mcans clustering. '[hc error in desired arca also cleaned up completell.

Nou' i havc bccn able to segment the area of interest u'ithout noise. lt also gives no

information about gray and white matter of brain but the result is more valuablc as

comparc to thc simple K-means clustering result at the same numbcr of clusters. I;or thc

dctail inlbrmation of gray and white matter of brain i incrcase the value of K.

'l'he I;igurc 24 shous the results of patient 2, case 2 aftcr K-means clusterinS. Hcre i sct

thc numbers ol'clustcrs as 3. 'fhe result of simple K-means clustering. on original MRI

image is shown in thc Figure 24 (a). At this value of K it again givcs no inlbrmation

about thc gral' and whitc matter of thc brain but noise appears inside the diseascd arca as

mentioned in Ijigurc 24 (a). Irigure 24 (b) sho*'s the result of my proposcd techniquc

using squared I:uclidean distancc [unclion in K-means cluslering al K=i. 'l hc result is

improvcd nou, bccause i have been ablc 1o mention thc discascd arca in thc image

without any insidc noisc but the inficrmation ol'gray and u'hite mattcr is still missing.

I''igurc 24 (c) shorvs thc rcsult of my proposed technique using cityblock distance
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lunction in K-mcans clustering. In this rcsult thc diseased area appcars uith sharp cdgcs

as compare to resuh of simple K-means clustering. l'or the information about gray and

whitc mattcr i need to increase the number of clusters (K) in the resultant image.
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ln this Irigure 25 i increase the number of clusters fi'om threc to I-our, so K=4. This figure

shows thc rcsuhs aftcr K-means clustering. Figure 25 (a) shows the result of simplc K-

means clustering. on original MRI image. At this value of K it gives good inlbrmation

about thc discascd arca. Small crrors appear near the diseased area as mcntioncd in

Figurc 25 (a). It also gives no information about the gray and u'hite mattcr ofthc original

image. Irigure 25 (b) shows the result ofmy proposed tcchnique using squared Euclidcan

distance function in K-means clustering at K:4. In this resultant image the area of the

disease almost remains same and no errors appears ncar diseased area. The inlormation of

gray and x,hitc mattcr is missing. l-o get the information about the struclure of gral' and

$'hite matler iuse cityblock distancc function in K-means clustering lbr K-4. I;igure 25

(c) sholl's rhe rcsult of my proposed technique using cityblock distance lunction in K-

mcans clustering. In this result the informalion ofdiseased area now becomes clear liom

noisc. 'l'hc additional information of gray and white matter appcars individually and

clcarli. So thc cit)'block distance function gives good perlorm lbr lbur numbcrs ol'

c lustcrs.
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I:igure 26 shorvs patient 3. case I
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Now thc rcsults of this patien( for K:2, K=3 and K:4 arc shows in Figure 27, I.igure 28

and Irigure 29 rcspcct ivcly.
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'l he l;igure 27 shovvs lhc results aflcr K-means clustering. ln this Irigure 27 i set the

numbcrs of clusters as 2. frigure 27 (a) shows the result of simple K-means clustering. on

original MRI imagc. It gives no information about the discase ol thc brain. It only

scgments the brain lrom the surrounding air. Herc i can see one spot ofenor which is not

requircd. Figurc 27 (b) shows the resull of my proposed technique using squarcd

[.,uclidcan distancc function in K-means clustering. ]'he rcsult is improved bccausc thc

noisc disappears lrom the resultant image. Figure 27 (c) shows the result of my' proposed

technique using cityblock distance function in K-means clustcring. It also segmenls lhe

brain liom surrounding air without introducing any noise. Al this stagc (K-'2). the

proposcd lcchniquc is not providing better results. If i increase thc number ofclusters it

will gi"e bettcr perlormance.

ln lrigurc 28 i sct the numbers of cluslers as 3, so thcrc will be three clustcrs in thc

resultant image. Figure 28 (a) shows the resuh of simple K-means clustcring. on original

MRI imagc. At this value of K it givcs partial information of diseased area of brain. 'l he

noise in the air also appcars. Figure 28 (b) shows the result of my proposed tcchniquc

using squared liuclidean distance function in K-means clustering. The rcsult is improrcd

nou, becausc i have been able to mention ruff idea about the diseased area in the image.

In this rcsult thc arca ofcrror also reduces. Irigure 28 (c) shou's the result olml proposcd

tcchniquc using citlblock distance lunction in K-mcans clustcring. ln this rcsult thc noisc

totally- disappcars and it also provide good information about thc arca of inlerest

ldiscasc).
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l'.igurc 29 shows thc rcsults aftcr K-means clustering. ln this Figurc 29 i set the value of

K-4. so therc will be four clusters in the resultant image. Figure 29 (a) shows the rcsult

of simple K-mcans clustcring, on original MRI image. At this value of K it givcs panial

inlbrmation ol'diseased area of brain. Figurc 29 (b) shows the rcsuh of my proposcd

tcchniquc using squarcd Iluclidean distance function in K-means cluslering. l'hc result is

improred becausc i havc bccn ablc to menlion rulf idca about diseased arca. Figurc 29 (c)

shows the result of my proposed technique using cityblock distancc function in K-mcans

clustcring. In this case the noise appears in the surrounding of diseased area, which is not

rcquircd.
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[:igure 30 shous paticnt 3. case 2

),lou the rcsults of this palient for K=2, K:3 and K-4 arc shows in Figure 31, Figure 32

and F igure 33 respectively.
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Iiigurc 3l shows the rcsults allcr K-mcans clustcring. In this [rigure 3l i sct thc numbcrs

of clusters as 2. [rigurc 3l (a) shows the result of simple K-means clustering, on original

MN image. It gives no information about the disease of the brain. So i have not bccn

ablc to scgmcnt thc discase. It only segments the brain fiom the surrounding air. Irigurc

3l (b) shows the result of my proposed techniquc using squarcd I:uclidean distance

lunction in K-means clustering. The result is improved because some inlbrmation about

thc diseased area appears along with some gray and white matter information. l'igurc

3l(c) shows the result ofmy proposed technique using cityblock distance lunction in K-

means clustering. lt also only segments the brain area fiom thc surrounding air.

In l"igurc 32 i sct thc valuc ofK:3. so there will bc thrce clustcrs in thc resultant image.

lrigure 32 (a) shows the result ol simple K-means clustcring, on original MRI imagc. At

this value of K it givcs partial information ofdiseased area of brain. Figurc32 (b) sho*s

thc rcsult of mv proposcd technique using squared Euclidean distance function in K-

mcans clustcring. 'l'hc rcsult is improved becausc some boundaries of discased arca

bccomc sharp. []igurc 32 (c) shows the result of my proposed technique using cityblock

distancc lunction in K-mcans clustcring. In this rcsult thc noisc totally disappcars and it

also providc good information about the area of interest (disease). lt still givcs no

inlbrmation about thc gray and white matter ofbrain. lf i increase the number olclusters

it w ill gir c bcttcr pcrlbrmance.
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ln this I'igure 33 i increase the number ofclusters from three to four. so K=4. 'l'his figurc

shows the results afier K-means clustering. Figure 33 (a) shows the rcsult ol'simplc K-

means clustering. on original MRI image. At this valuc of K it gives good inlormation

about rhe diseased area. It also gives somc information about thc gray and r.r'hile mattcr of'

the original image. l"igure 33 (b) shows the rcsult of my proposed techniquc using

squared Euclidean distance function in K-means clustering at K:4. In this resultant image

lhe arca of thc discasc almost rcmains same. The information of gray and thitc matter is

missing. 'l-o get thc information about the structure of gray and u'hite maltcr i usc

cityblock distance llnction in K-means clustering for K:4. Figure 33 (c) shous the rcsult

ol- ml proposcd tcchnique using cityblock distance function in K-means clustcring. In

lhis result the inlbrmation of diseased area becomes clear fiom noise. 'l-hc additional

inlbrmation of gray' and white matter appears individually and clezrly. 'l'he boundarl oI

thc discascd arca also appcars. So thc cityblock distancc lunction gircs good pcrlbrm lirr

fbur numbcrs ol'c lustcrs.
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All the above resuh shous that the proposed technique performs better using cityblock

distance in K-means clustering when i set the numbers of clusters as 4. '['he rcsults of

Figurc (13.25 and 33) clearly justify that the cilyblock dislance function gives better

performance as compare to squared Euclidean distance function in K-means clustering.

'l he rcsult ofpaticnt 2. casc I is an cxample where differcncc is also clcar. 'l'he rcsults arc

shown in l"igurc 34 as:
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There are some results where cityblock distance function is no1 performing belter as

shonn in Figurc 112. 17,29 and 3l). The proposed technique using cityblock distance

lunction in K-mcans clustcring is not performing better mostly when i set thc value o f

K:2 or K:3. l:xample of K:2 is shou'n in Figure 35 as:

Background air

rl.rl

iig11,, 1- l.,l i.,: .r:i l.e.r:cIlrl k I (.l k-rlcltn' elrr.ter ill rlrin: ,. :.: .,1 i,
ir.I.rIrr- iril!.:i'.'.. '.. l)\\ I'l trrrrl (l.rl k-n'tc.rns ilrr.tclrnr: rr.in!.itir-. .i. .t . .,

r' ,... )1.i :''

l"or more detail scc thc rcsults of Figure (12, 17 and 29).
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CHAPTER # 5

CONCLUSION

5.1. Conclusion

Proposcd scgmcntation technique is an application of medical image segmentation

tcchniquc lbr assisting in diagnosis of human brain diseases. Designed technique is very

ctlicicnt in its pcrlbrmancc and has the flcxibility to adjust the paramclcrs casily

according to the individual case requirement. As discusscd in Chaplcr 4, the results ol-

simplc K-mcans clustcring arc improved significantly by applying proposed Discrctc

Wavclct Packct Frames (DWPF) be fbre K-mcans clustcring i.e. using selectcd DWPITs

lbr application ol'K-means clustering. Normally clustcring of Magnctic Resonancc

lmaging (MRl) imagcs of human brain is based upon intcnsity values. Afler applying

proposcd DWPI-.. thc results of K-means clustering becomc betlcr and better visualization

ol-the diseased area is obtained. Clustering is performed by using two different distances.

'l'hc K-mean cluslering results using cityblock dislance provide more information

whereas the K-mcans clustering results of squared Euclidean distance onll- gives better

information aboul thc discascd area in spite of other detailed structural information of

gray and u hitc mattcr of human brain.

5.2. Future Extensions of Work

'l hcre are tw'o possibilities for the extension of work presenled in this thcsis in the

Ibllowing lll,o main areas.

o Selection of Wavelet Packet Frames (W?Fs)
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. lixtcnsionol'K-means

5.2.1. Selection of WPFs

ln the proposed technique the WPFs are selected on the bases of energy and entropy

valuc arrangemcnt as discussed in 3.5. The resuhs mal be improve by using any othcr

sclection crrtcria fbr uscful WPF-s i.c, pre clustering or learning mechanism.

5.2.2. Extension of K-means

K-mean can only converge to local minimum, even though thc reccnt rcsearch has sho*n

uith largc probability K-means could converge to the global optimum only whcn clustcrs

arc *cll scparatcd [a. 5]. Thc algorithm ol K-means has been extended in many othcr

ua1,s. Some ol- thcm deal with supplementary commonsense rules intended to increasc

thc probabilitl- of solving problcm. involving the minimum cluster sizc and splitting and

merging clustcrs. I'wo well known modifications of K-mcans in pattcrn rccognition arc

ISOt)n'l n l54l and I'ORGY [55]. In simple K-means clustering one data point rs a

mcmbcr ol singlc clustcr. ln 1973 Dunn propose fuzzy c-means cluslering [56] which is

later improvcd b1' tlczdck [57] is an extension of simple K-means clustering where one

data point can bc a part of multiple clusters. In K-mediod the clusters are represented by

using the mcdian of data in spite of mean [58'1. Using the above menlioned techniqucs

results ol'MRI scgmcntation may bc improved.
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5.3. Main contribution

lam using [)iscrete Wavelet Packet l-ramcs (DWPt") beforc appll-ing K-means

clustcring. In the history'of image segmenlation or clustering DWPF has not bccn uscd

with K-mcans clustcring. So it thc first time iam using DWPIrin K-mcans clustcring as

prcproccssing stcp for scgmentation and my results show that the segmcntation is

impror cd grcatl) using DW?Fs.
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