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Abstract

Abstract

Stemming is of critical importance for Arabic, which is a highly inflected Language,
having a significant effect on Arabic document retrieval, as has been established by past

research.

)

In this study we have experimented with a combined approach to stemming which we
refer to as Hybrid Stemming. This approach merges the benefits of two stemming
techniques, Light Stemming and N-Grams based conflation of words. Light Stemming
nullifies the effect of some preﬁxes and suffixes that are appended to words, while N-
Gram matching can conflate broken plurals diminishing the effect of infixes, and certain
other affixes not handled by light stemming. Although hybrid stemming has been
explored before using wordlists, it has so far not been implemented and evaluated in an
Information Retrieval System (IRS) due to unavailability of a standard sizeable dataset in
the past. We accomplished to establish the true standing of the Hybrid Stemming
approach in practice by designing an IRS based on the standard TREC Arabic Dataset.

Our study revealed dismal prospects for the Hybrid Technique for Stemming. Past
research gave motivating results for hybrid stemming without contrasting how strong a
role the light stemming part plays in the combinéd approach. We showed that a good
light stemmer which is able to conflate most word vaﬁants gives little opportunity to N-

Grams matching procedure to improve the retrieval performance any further.
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Chapter 1 Introduction

1. ‘Introduction

No one doubts that the acquisition of valuable information is of primary importance for
progress and development in our society. This information may not be obvious and
usable unless properly extracted and presented in a manner which makes it valuable for
people to use. Numerous fields are dedicated towards the effort to overcoming the
problem of information overload. Information Retrieval (IR) is a science which helps to
bridge the gap between humans and information systems by extracting the required

information for the inquirer.

Information is not limited by the boundaries of a region or society. Just as it spans across
cuitures, societies, regions and languages, IR research also faces the challenge of
overcoming the language barriers. English dominates as an electronic information
resource and hence in the past has been the main focus of most of the IR research. But in
recent years there has been growing amount of such resources in other languages like
Chinese and Semitic languages like Arabic, and hence are beginning to receive more and
more a%tention by researchers. We have chosen‘ to investigate techniques for monolingual
IR in Arabic as it is one of the most widely used languages with vast information starting
to become available electronically. It is also one of the most challenging languages to

process for IR.

Central to the problem of IR is the vocabulary mismatch problem (Larkey, 2006). The
same information needs are expressed using different terms inflected differently in the
query than in the relevant document. Stemming techniques are used to deal with the
morphological variations in a particular language in order to conflate the different word
forms to the same basic root or stem. Arabic is a highly inflected language having a
complex morphology and hence requires more sophisticated analysis techniques as
compared to English. Many of the approaches that are applicable to English are not
directly applicable to Arabic. Rather these approaches need further enhancements or a

completely different approach needs to be taken in order to overcome the complexities.

Design of Arabic Information Retriev_al System based on Hybrid Stemming Approach 2



Chapter | Introduction

The literature contains many strategies that have been employed by researchers in this
field including light stemming, lexicon-based, combinatorial and pattern based
approathes. These techniques can be purely statistical but mostly they are linguistically
oriented and sometimes a combination of the two. A comprehensive survey of Arabic

Morphological and stemming techniques was done by Al-Sughaiyar et al.(2004).

A hybrid approach for stemming, combining a linguistic and statistical approach based on
string §imilarity-measure, was explored in fhe literature (De Roeck, 2000; Mustafa,
2005). Hybrid Stemming, as we will refer to it, combines two techniques, affix removal or
light stemming (linguistic) and N-gram based matching (statistical) reaping the benefits
of the two approaches. The hybrid stemmer has been evaluated by researchers using
words, not actual documents retrieval due to non existence of any standard sizeable
dataset. We have furthered this earlier work by implefnenting the hybrid stemming
approach in an information retrieval system using the standard Arabic TREC' dataset

with evaluation measures provided by the TREC evaluation resources.

1.1 Information Retrieval (IR)

The gqal of IR is to find documents relevant to an information need from a large
document set. This information need is usually expressed by a query generated by the
user. The query is some times referred by evaluators of IR systems as ‘topics’ since they

are used to judge the accuracy of a pool of documents based on a certain topic query.

1.1.1 Monolingual vs. Cross-lingual Retrieval

»

At this point we distinguish between two kinds of retrieval method which come up in
discussions about multilingual retrieval. Monolingual retrieval is one in which the query
and the documents are in the same language whereas as in cross-lingual retrieval the
query and the document are in different languages. Our concern is only with monolingual

retrieval.

! Text REtrieval Conferences (TREC), http://trec.nist.gov

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 3



Chapter 1 ‘ S : Introduction

1.1.2 Vocabulary Mismatch Problem

A central problem in IR is the vocabulary mismatch problem as mentioned earlier. When
we want to search for a word in the documents, say, ‘swimming’, we would also like that
the search should retrieve documents which contain every other word form of the word
‘swimming’ like ‘swimmer’, ‘swim’ and ‘swam’. This is what is referred to as the
vocabulary mismatch problem. Word form analysis or morphological analysis would
conflate these forms to a single form, the lexeme, for indexing. Instead of indexing all
words, conflation of the words using morphological analysis techniques would index the
lexeme ‘swim’ representing all the other forms, ‘swimming’, etc. The operations
performed on the term to reduce it to a root or stem is known as stemming. For example
stemming the word ‘swimming’ refers to the operation of stripping the suffix ‘ing’,

removing the extra ‘m’, leaving behind the stem/root, ‘swim’.

1.1.3 _Workﬂow of an IR system

A simple workflow model for IR, highlighting the role of stemming, is shown in figure
1.1 below. After tokenizing the documents to extract all the terms in the document
collection, stemming is applied to the extracted terms. The stems, instead of the term are
used to create the inverted index file tabulating the stemmed terms and the corresponding
document in which the terms occur. When a query is submitted, it too must be stemmed,
resulting in the stemmed terms to be used for querying. Finally, using a matching

procedure, the documents containing the queried termed are retrieved.

T

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 4
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Figure 1.1: Workflow for IR highlighting role of stemming

1.1.4 Retrieval Models

The algorithm and procedures used in a system characterize each system and define its
techniques, which can differentiate between an efficient and effective IR system, and one
that fails to provide the users with satisfactory results. There are a number of information
retrieval models that utilize these techniques in the retrieval process of which the three
main categories are Boolean Model, Vector Model and the Probabilistic Model. These are

briefly described by Abu Al-Khair (2003) as follows:

Boolean Model: This is a simple classic model for information retrieval. As the name

implies, it uses the theory of Boolean algebraic logic. The query is expressed as a
Boolean expression of term using “AND”, “OR” or “NOT” operators. Documents are
retrieved based on whether the term in the query is present in the document. The
document is given a value or weight of 1 if the term is present in a document; if absent

then a weight of 0 is given.

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 5
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Vector Model: This is one of the most populai models used for retrieval. It is simple yet
not as naive as the Boolean model. In this model the degree of similarity between the
documents in the collection and the query gi;ven by a user is evaluated using similarity
coefficients such as the Dice coefficient or the Cosine coefficient. It uses non-binary term
weighting with each term having a weight from 0 to 1. The matching process is based on

these weights that are incorporated in the similarity measure to determine the correlation

between a document and a query.

Probabilistic Model: The systems using this model attempt to estimate the probability

that the user will find documents relevant to his query. It assumes that this probability
depends on the query and the document representation or description, and there is a
subset of documents that are relevant. All documents in this subset are predicted to be

relevant and documents that are not in it are predicted to be non-relevant.

>

1.2 Arabic Language Processing

1.2.1 Characteristics of the Arabic Langunage

There are certain distinct characteristics of the Arabic language as explained by Abu El-
Khair (2003) in his dissertation. Unlike English, Arabic language is that it is written from
right to left. Arabic language consists of twenty eight characters that are consonants and
vowels :{g se0pdd g lihgagadivn j33¢ g g &S ot} Each character could
have up to four different forms in writing according to the position of the letter in the
word whether in the middle, beginning, end or isolated. In addition of the twenty eight
characters three more symbols can be added to the character or the word and change the
pronunciation of the character or the meaning of the word, which makes a total of thirty
one characters. There is no concept of abbreviations and acronyms in Arabic. The plurals
are almost always fdrmed irregularly depending on the root and singular form of the

word.

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 6
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Certain vowels (represented as diacritic marks) may be included and or excluded from
writing. There are eight main diacritic marks 1n Arabic: (|.I'TTT1'L.I°]). These can change
the meaning of a word in a sentence depending on the position of placement. For
example, &X: he wrote, X : books <: written.

The Arabic language beldngs to a Serniticilanguage group. These languages have a
common grammatical system based on a rooi and pattern structure. Most of the Arabic
words are morphologically derived from a short list of generative roots, whiCh are bare
verb forms. These roots are mostly trilateral, sometimes quadrilateral, and rarely

pentaliteral. The root gives the basic lexical meaning of the word.

1.2.2 Arabic Morphology and Related Concepts

Stemming is of key importance for Arabic IR. In order to understanding stemming and its
key role for Arabic, it is first important to get to known some Arabic morphology and
other basic terms and concepts related to it. Various concepts and terminology have been
used by researchers in the literature while discussing Arabic morphology. We have

followed the terminology and concepts used by Al-Sughaiyer et. al. (2004):

i) Word: 1t is single isolated lexeme surrounded by two spaces that gives a meaning. For
example, () 32>l is one word. Words in Arabic are variant form of some root. All words

are classified as nouns, verbs or particles.

ii) Morpheme: 1t is the smallest element of a word imparting a function or meaning to the

word. Some morphemes may themselves be words. For example, in English we have dis-,

-ment, agree, similarly in Arabic we have O_y—', ds‘, etc.

iti) Roots: 1t is the original form of the word, providing the basic meaning, before being

transformed into other variant forms. This is different than the word base or stem in

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 7
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English, formed simply by stripping of affixes. For example in the word, O s2axall the

rootisZ, ¢, .

iv) Stem: It is a morpheme or set of morphémes which can be appended by an affix.

Independently, it expresses a central idea -or meaning. For example, in the word,

O3l the stem is 2esx after the prefix andi suffix.

K4

v) Affixes: In Arabic affix can be of three types prefixes (attached in the beginning),

suffixes (attached at the end) and infixes (attached in the middle). These morphemes are
appended to stems or roots to form new words or meanings. E.g. Prefix: From U, to
SN by appending J' in the beginning; Suffix: From <\, to S, by appending W at

the end; Infix: From U, to <5\S, by appending ! in the middle.

vi) Broken Plurals: These are irregular plurals formed not following any pattern. Like in

English, the irregular plural of goose is geese. In Arabic, as opposed to English which has

very few irregular broken plurals, they are found extensively.

vii) Stemming: This involves conflation based on orthogonal similarity i.e. by dropping or
nullifying the effect of affixes, roots or stems are left for conflation. In English, it is
simply dropping of suffixes, -s, -ing etc which yields us the word base or stems.
Stemming is more sophisticated and more important in Arabic because there are too

many variants of a word in the text as compared to English. For example, the word,

Ol 5l after applying stemming becomes s,

viii) Mophological Analysis: This refers to a deep analysis of a word to break it up into its

constituent part identifying the morphological pattern it follows and which root it

belongs. For example for the word, Ol , the analysis would output the suffix, ()3,

prefix, J, stem, )b, root, « L U= and pattern, Jeld .

Design of Arabic Information Retrieval .S’ystem based on Hybrid Stemming Approach 8



*

Chapter 1 ' Introduction

ix) Conflation: This refers to grouping together of the words that belong to the same root
or stem. Depending on the stemming approach used multiple words may be conflated to a

single root or stem which is then used to represent all the words in performing retrieval.
This is the case in for example the affix stripping approach. E.g. the word «2US! and L3S
get conflated to the same class/group with the common stem <US after the removal of the

prefix and suffix of the two words respectively.

In other cases the group of words forms a cluster with no single word representative in
which case the whole class of words replaces each word in the class while performing the

retrieval task. This is what we see when using N-Gram technique for stemming.

1.2.3 Conflation in Arabic

The need for conflation in Arabic can be seen from the example given in the table 1.1,
below. It shows 76 word varianté of the word child, (Jik). Although the number of
prefixes and suffixes are small, the huge number of word variants occur due to the
inclusion of conjunctions (<=, d , 5, etc) as part of the word, thus multiplying their total

number. Hence as this example shows, it becomes imperative for Arabic IR applications

to include conflation techniques in order to conflate these variants.

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 9



Chapter 1 Introduction
Arabic  English Arabic  English Araﬁic English Arabic  FEnglsh
Worc.l' transiation word  translation word  fansfation word translation
Jhadel  children illile!  their children Jades . by child Walals  then the child
A NLL]  children JUll  my children Wily by child ik then child
’ Waw)  our children JulY)  children Uiy by our child Juibe”  as children
JU:LT and his children dﬁ]n‘ﬂ children abe; by his child JE.US‘ as the child
du.\-‘l his children Jadad)  the child da.!-u by his child Jh.\-;1 to chitdren
LWhak!  her children o¥alel!  the children il by herchild Llilal o her child
‘..)LA-T their children Valatt  the child Ltale by their child Waled)  to the chitd
ool their childsen SUEaldt  the children odile by children Uakl,  and our children
L‘,}Li-.&j my children osdaled!  the ehildren \hade; by her chifdren JM'Y{, and the children
Jiall  chitdren dalall  the child Jale  child Jalayy  and by child
Yizl)  children nlale)  the children Male  child unlaless  and by children
k! vour children JLH-E by children USkile  children Uidey  and child
bl your children Jubl, bynischildren || LaMab  her children otlil,  and children
Akl your chitdren el by her children el child Wb, and our child
Wikl  our children Jm&g by the children || =Jdile  child liby and her child
ool his children Jaldy by the child Gtitde  children sdaley  2nd his children
Wkl her children ikl by the child b his child Laal,  and her children
oPkak)  their children Oedadaly by the children =128 ourchild wus.i; s and 1o her children
LAWe)  their children dadadly by the children Qi his child d‘“‘h 3 and to the child

Table 1.1: Word Variants of child (Jik)*

Whether to conflate on root or stems is a debatable matter. Earlier it was thought that

roots are better than stems for indexing. But these works were carried out using small,

nonstandard datasets. In recent years with the availability of standard datasets, like the

Text Retrieval Conferences (TREC) track, 2001, new evidence shows no definite

differences between roots and stems for indexing (Larkey, 2006).

rs

N

2 Chen & Gey, 2002

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach
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1.3 Stemming Techniques

The techniques investigated for stemming and morphological analysis are numerous. We

will overview the main course of research undertaken by researchers as seen in the

literature which justify our research endeavor.

A number of classifications have been proposed for stemming techniques in the literature.
Here we have chosen to broadly classify them as linguistic and statistical approaches
with further classifications under this broad classification as found in the literature. This

is shown in the figure 1.2, below:

Stemming
Linguistic Statistical
Diction;ry Morph Light Parallel Co Occur String -
based Analyzers stemming Corpora Analysis Similarity

Figure 1.2: Classification of Stemming Technigues

1.3.1 Linguistic Approaches

These require expertise of the structure and rules of makeup of a language and
understanding of the orthographic variation of words of a language. These techniques are
the main focus of most researchers in Arabic involving careful processing of text for IR.

Some of the avenues that are taken in the literature are briefly described below:

®

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 11



Chapter 1 - Introduction

Dictionary Based: Also referred to in the literature as the table lookup approach, this

early work on stemming uses manually constructed dictionaries. It involves building a
large table storing Arabic words found in natural text with their corresponding Arabic
parts (root, stem and affixation). As shown in table 1.2, multiple entries may exist for a
word with the same spelling to cope with possibility of multiple analysis i.e. different

affixations to the same stem/root.

Natural word Stem Roet Prefix Snfflx

AlvHivi Qb vHIyl  Mes| HUO JJg Al S

: vHIyl o] vEIYE Jms| HE Jug

ﬂ:ﬂ.ytb abas | vHIVE a3 Hli ,‘]_"?C h =

wAlMIvl Jasty | vHiyl Mei | HIL Jdpz| waAlJ,

| whvHlylAy o | vHIYD Qi | HIl Jp . wheay| AV o

Table 1.2: Lookup Table showing multiple entries of same word 3

Morphological Analyzers: A morphological analyzer is a tool for analyzing the

morphology of an input word. The analyzer includes a recognition engine, identifying
affixes and finding a stem or root within the inpuf word. They output the morpho-
syntactic information related to each word. That is they identify the affixes, the root, the
stem, the pattern of the word. Some apply part of speech tags to the words. They usually
use lexicons for affixes and stems/roots. For the purpose of IR not all information output
by the analyzer is utilized; only the stem or root is used. Several morphological analyzers
have been built for Arabic. But few are available publicly for evaluation in order to do

comparison studies.

3 Al-Sughaiyer et. al., 2004
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Affix Removal (Light Stemming): This is a éimple technique used for conflation. Also

referred to in the literature as light stemming, it involves identification and stripping
away of certain affixes which are carefully chosen and studied by linguists. In English
language we mostly use light stemmers only for suffix removal whereas in Arabic it

involves removal of suffix, prefix or sometimes even infixes in a words.

It is important to emphasize the effects of over stemming and under stemming in the case
of light stemming which result in poor conflation. If too few affixes are chosen then the
number of a classes that are formed for related words are numerous with related words
getting grouped separately. On the other hand if too many affixes are chosen for stripping

it results in fewer classes being formed with unrelated words being grouped together.

1.3.2 Statistical Approaches

These approaches are known to be language or domain independent involving little or no
application of linguistics. As compared to linguistic approaches, there have been

relatively few studies using statistical analysis.

Recently statistical stemming techniques are being explored which involve successor
variety measures but not many studies exist as yet. Other statistical techniques use co
occurrence analysis which are usually used to refine classes after application of stemming
but can also be used to build stem class. The technique mainly used for statistical analysis

is based on the conflation of words using string similarity measures involving n-grams.

*

Successor Variety: Successor Variety (SV) Stemmers are used to determine word

morpheme boundaries based on the distribution of letters in a large body of text. The SV
of a string or substring is the number (variety) of different characters that follow the
string in words in the text. For the first letter substring of a word this number is high as
there may be many words in the text starting with that letter. As more characters are
added to the substring this variety decreases until a segment boundary is reached at which

point this variety suddenly increases. Once the successor varieties of a word are
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determined, they are used to segment the word and extract the stem. An example by Al-

Shalabi et al (2005) is shown in figure 1.3:

Prefix SV  Letters
Test Word: READABLE :
Corpus: ABLE, APE, BEATABLE, FIXABLE, I;E g Ffili?
READ, READABLE, READING, READS, RED, | REA i1 D
ROPE, RIPE. , READ 3 AILS

) ) READA 1 B

As can be seen, for the word ‘Readable’, starting with | READAR 1 L
the first letter, the SV falls as each subsequént letter | READABL 1 E

READABLE 1 BLANK

is added and then suddenly shoots up. This substring

signifies it as a possible stem. Figure 1.3; SV of a word

Co Occurrence Analysis: Co occurrence analysis is a means of measuring the occurrence

of two words which occur close to each other in the text collection. If the occurrence of
two words is in close proximity to each other, more than would be possible by chance,

they are put into one cluster.

Xu and Croft (1998) proposed a promising language-independent technique to build or
refine stem classes using co occurrence classes. They have stated that refinement can be
done in the case of light or heavy stemming. Light or weak stemmers.produce more stem
classes. failing to group related words. While strong or heavy stemming tends to create
few class with words not related getting grouped together. No stemmer is perfect.
Therefore in order to refine the classes, Xu and Croft employed a corpus analysis
approach which is particularly effective in splitting up classes formed by strong
stemmers. The classes get re-clustered based on a co occurrence measure. Their results-
showed that by applying the technique to a good light stemmer, further refined classes are
obtain(;d. Also, by applying to a crude strong stemmer stem classes were obtained which
worked well. They tested their technique for English and Spanish which showed

improvement in retrieval effectiveness.
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String Similarity Measures_using N-grams: N-Gram is a popular technique used

extensively in Natural Language Processing (NLP), including text categorization,
degraded text recognition, spoken document retrieval and text searching and retrieval
(Mustafa, 2005). Here we would like to see its application in index term conflation and

document retrieval.

The idea of using n-grams for retrieval was first put forward by Adamson and Boreham
(1994). Their viewpoint was that the character structure of semantically related words is
quite similar. Hence this technique would be useful for automatic classification of words.
This technique has several advantages over light stemming, morphological analysis and
other afﬁx removal approaches. The latter suffer from the problem of being vulnerable to
differeﬁt regional spellings, misspellings, historical variant and random character €rTors,
whereas these morphological variants are catered for by the string similarity measures

(Mustafa, 2005).

In this approach, words are clustered together based their similarity to each other using
N-gram matching. An N-gram is an N character window of a string. The similarity
between a pair of words is calculated in terms of the number of common N-character
strings between the two words. A certain ranking or threshold value is set, which helps to
group the words containing most number of identical character substrings. Choosing the
right value of N and whether to consider contiguous or non-contiguous character N-
grams is what needs investigation. Different studies have been conducted with different
choices made by researchers, some even taking into account the differential weighting of

N-Grams to make the technique morphologically sensitive.
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1.4 TREC Dataset for Evaluation® _

The Téxt REtrieval Conferences (TREC) is%éo-sponso;ed by the National Institute of
Standards and Technology (NIST) and U.S; Department of Defense with the aim to
support research in the information retrieval v’community by providing the infrastructure
necessary for large-scale evaluation of text retrieval methodologies. It is overseen by a

program committee consisting of representatives from government, industry, and

academia.

For each TREC track, NIST provides a dataset of documents and topics to run on the
dataset. Participants of the conference run their own retrieval systems on the data, and the
retrieved top-ranked documents are judged against relevance judgments for correctness,
and evaluation of the results. The TREC test collections and evaluation software are
availab‘le to the retrieval research community at large, so organizationé can evaluate their
own retrieval systems at any time. They are large enough so that they realistically model
operational settings. Most of today's commercial search engines include technology first

developed in TREC.

The evaluation effort has been growing over the years as more and more groups
representing numerous countries are participating in growing number of tasks each year.
TREC has also included the first large-scale evaluations of the retrieval of non-English
(Spanish, Chinese and Arabic) documents, retrieval of recordings of speech, and retrieval
across multiple languages. In the year 2003, ninety-three groups participated representing
23 countries for task carried out in various languages. TREC has thus successfully met its
dual goals of improving the state-of-the-art in information retrieval and of facilitating
technology transfer with retrieval system effectiveness approximately doubling in the

first six years of TREC.

* From http://trec.nist.gov/overview.html.
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1.5 Retrieval Evaluation

1.5.1 Recall-Precision Graphs

The most commonly used measures for evaluation of retrieval effectiveness are recall

and precision. Recall is the ratio of the number of relevant documents retrieved to the

number of total of relevant documents
in the database. Precision is the ratio of
the total number of relevant documents
to the number of

retrieved total

documents retrieved. Recall basically
if the

have

tells us required relevant

documents been retrieved.
Precision tell us a measure of how
many of those documents retrieved are
actuall): valid and not irrelevant. Let us
denote the

number of relevant

Relevant
Docs not

Irrelevant
retrieved

Relevant
retrieved

Figure 1.4: Measuring Retrieval Evaluation

documents not retrieved, the number of relevant documents retrieved, and the number of

irrelevant documents retrieved, as X, Y and Z respectively, as seen in figure 1.4. The

total number of relevant documents in the database would be X+Y, and the total number

of documents retrieved would be Y+Z. The values of recall and precision would then be:

Y
X+Y

Recall =

Y
Y+Z

Precision =

In order to view the results of precision and
recall simultaneously, a bivariate graph is used

with recall plotted against precision. This

Precision

Recal

Figure 1.5; Plot of Recall vs Precision
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plotting can be seen on previous page in figure 1.5. As can be seen, the two measures are
inversely proportional. As the recall goes up, precision tends to come down and. vise
versa. Also, an improved performance is seen if the graph shifts outwards away from the
origin. This is visible by the dashed line in the figure. This dashed line shows higher
precision and recall values which is an improvement over the performance indicated by

the solid line.

1.5.2 Statistical Significance Test

Significance tests are used to gauge whether the improvement we see of one technique
over the other is significant or just a matter of chance. They help to add value to our
Recall-Precision graph by giving the exact measure of the significance of improvement.
There are numerous tests available, some of which are used to compare two methods and
some used to compare more than two methods. Most of these tests assume the
distribution of the values for measuring performance to be continuous and normalily
distributed and are referred to as parametric tests. Other non parametric tests do not

make these underlying assumptions.

Typical tests used for IR evaluation are the Sign test and the Wilcoxon Signed-Rank test,
which are non parametric test used to compare two methods. The sign test looks at the
sign of the difference in the score of two methods, ignoring its magnitude. If one method
performs better than the other, more frequently than would be expected on average then
this method can be considered to be superior. The Wilcoxon test takes into consideration,
in addition to the sign, the rank of the absolute value of the difference between the scores

of the two methods.

We have chosen to experiment with the Wilcoxon test as it is more powerful being
indicative of the relative magnitude in addition to the direction of difference where as the

sign test only considers the direction (Siegel & Castellan, 1988).
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The mean average precision score for each query is used as the measure of comparison. It
helps to have as many queries as possible for the analysis but as empirical studies show
that 25 is a minimum, which in our case is just sufficient. If the scores of the queries are
denoted by X; and Y; where i =1, 2, ..., 25 for each query then the difference D; in the
scores yvould be equal to X; - Y; .The Z-value for a particular analysis is computed by the

following formula:

Z= YR where, R; = sign(D;) * rank ( |Dj ).

VX R

From a table the p-value for the corresponding Z-value is obtained. If the p-value is less
than 0.05, then the difference in the two methods is considered to be significant otherwise

the difference is not significant.

b
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» 2. Literature Review

Research in Arabic IR is scant as compared to English with few standard evaluation
datasets and those too, only recently becomiﬁg available. Much emphasis has been laid
on stemming for Arabic as compared to English. Stemming does not extensively improve
retrieval for English as it does in the case of Arabic; yet standard stemmers like the Porter
or Lovin’s stemmer are available for English But no standard has yet emerged for Arabic;

hence the quest for improved and better stemming techniques are under investigation.

In this section we will be firstly reviewing research on stemming detailing work under
each category of stemming techniques. This is followed by a review of IR experiments at

the Text Retrieval Conferences (TREC).

Stemming
1. Linguistic 2. Statistical
1.1 Dictionary 1.2 Morph 1.3 Light 2.1 Successor 2.2 Co Oceur | |2.3 String
based Analyzers stemming Variety Analysis Similarity

Figure 2.1: Classification of Stemming Technigues

Numerous researchers have worked on different stemming techniques which are
categorized in figure 2.1. As stated earlier, we will be over viewing the main courses of
research undertaken in the past especially highlighting those areas which form the basis
of our research goal. In each category illustrated in figure 2.1, the most noteworthy work

corresponding to each technique explored for stemming is discussed in this section.
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2.1 Linguistic Approach

2.1.1 Dictionary Based

Al-Kharashi et. al. (1994), “Comparing words, stems, and roots as index terms in an

Arabic information retrieval system”

In this early work on stemming the authors have shown the superiority of root/stem based
indexing over words. They used a small text. collection, constructed a larger dictionary/
lookup table storing Arabic words found in natural text with their corresponding Arabic
parts (root, stem and affixation). Dictionary based approach involves building a large
table storing Arabic words found in natural text with their corresponding Arabic parts
(root, stem and affixation). Multiple entries may exist for a word with the same spelling
to cope with possibility of multiple analyses i.e. different affixations to the same

stem/root.

Although such dictionary/lbokup table based approaches are accurate, it would be
impractical to build the table for realistically sized corpora which are very large; there is
too much linguistic effort to develop the table; besides, there are storage overheads and

retrieval times needed for such data are long (Al-Sughaiyar, 2004).

2.1.2 Morphological Analyzers

Buckwalter, T. (2003), “QAMUS: Arabic lexicography”

An analyzer which returns stems was developed by Tim Buckwalter. The words are first
segmented using some rules into three parts: prefix, stem and suffix. Dictionaries of
prefix, stem and suffix are looked up to see if all the segments are present in their
respective dictionaries. If this is so, next the compatibility of the segments with each
other are checked using the compatibility tables. Finally the analysis is reported with each

word tagged by its parts-of-speech (POS). In order to use the analyzer for retrieval
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purposes, we simply take the stem from the initial segmentation phase and do not require
the later stages of processing into POS tagging. An example of the output of the

Buckwalter analyzer can be seen below:

Input Word: il > Al$mAlyp (Transliterafed)
Analysis: (Al$amAliy~ap) [$amAliy~]
AVDET + $amAliy~/ADJ + ap/NSUFF_FEM_SG

[$amAliy~] is the stem used for indexing. The rest of the POS tagging is not used for the
purpose of IR.

Al-Sughaiyer, Imad A. et al. (2001), “Rule Parser for Arabic Stemmer”

In this article the authors discussed that the current morphological analysis techniques for
Arabic language are based on heavy computational processes and the need for large
amount of associated data. So utilizing these techniques greatly degrades the performance
of information retrieval system. The authors proposed a new Arabic morphological
analysis technique which based on the patterh similarity of words derived from different
roots. This technique utilizes a very simple parser to scan coded rules and decompose a
given Arabic word into its morphological components. For this new technique the authors

showed good results without requiring complex computation.

2.1.3 Light Stemming

Darwish et al. (2002), “CLIR Experiments at Maryland for TREC-2002: Evidence

combination for Arabic-English retrieval”

Al-stem was a light stemmer built by Kareem Darwish which removed some common
prefixes and suffixes. It is available publicly for research purposes. In this paper it was
compared to Leah Larkey’s Modified U-Mass [2002} and was shown to be less effective
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than it, but not significantly (see table in figure 2.2 below). Al-Stem used too many

affixes for stemming. This resulted in heavier stemming.

Mean Ave Precision

TREC 2001 | TREC 2002
, .
Al-Stem 0.286 0.316
Modified U- 0.301 0.331
Mass

Figure 2.2: Comparison of U-Mass with Al-Stem

Mohammed Aljlayl et al. (2002), “On_Arabic Search: Improving the Retrieval

Effectiveness via a Light Stemming Approach”

Mohammed Aljlayl et al. (2002) presented two stemming algorithms for Arabic
information retrieval systems and empirically investigated the effectiveness of both
techniques. They showed that the root-based retrieval which based on the work of Khoja
stemmer performs well than surface-based retrieval. But they pointed out that many word
variants based on an identical root and creates invalid conflation classes that result in an
ambiguous query which degrades the performance by adding irrelevant terms. So they
proposed a novel light stemming algorithm for resolving the problem of ambiguity and
showed that this light stemming algorithm significantly outperforms the root-based

algorithm as shown in figure 2.3:

3
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Figure 2.3: Comparison of Stemmers

Kazem et al. (2005), “Arabic Stemming Without A Root Dictionary”

In this paper the authors discussed the root-extraction stemmer developed by Khoja and
pointed out some weaknesses in this stemmer. The authors implemented a root-extraction
stemmer similar to Khoja’s without requiring a root dictionary which can be difficult to
maintain. Then they compared their stemmer to Khoja stemmer and Larkey’s light
stemmers (light8, light3) and found that it performs equivalently to the Khoja stemmer as
well as “light” stemmers in monolingual document retrieval tasks performed on the
documents collection as can be seen in figure 2.4. A root dictionary, therefore, does not
improve Arabic monolingual document retrieval.

0800 1 58

0,700 -

i 0,000 ¥ v y <
0.00 020 0.40 050 0,80 1.00

RECALL
Figure 2.4: Comparison of Stemmers
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Abdusalam F. A. Nwesri. et al. (2005),: “Stemming Arabic Conjunctions and

Prepositions”

Abdusalam et al. (2005) have proposed three novel approacheé for dealing with
conjunétions and prepositions in this article. Cohjunctions and prepositions (Particles) are
prefixes and Arabic has 9 conjunctions and 20 prepositions. The Approaches are:
o If the first character matches a particle it will be removed if the remaining part is
three characters or more--Match and Truncate (MT).
e If the first character matches a particle, remove it if the remaining part exists in
‘the document collection--Remove and Check (RC).
o If the first character and the following characters form a well known prefix
usually (al), remove it along with that prefix--Remove With Other letters (RW).
All the Existing stemmers use a combination of these approaches. These approaches
focus on retaining valid Arabic core words, while maintaining high retrieval

performance.

Larkey et. al. (2005), “Light Stemming for Arabic Information Retrieval”?

Larkey et. al. (2005) have furthered their earlier work in Which they compared four light
stemmers (2002). In this paper (2005) they added another light stemmer light10. These
five light stemmers were only different in the number of prefixes and affixes to be
removed. These stemmers are compared in figure 2.5a. As can be seen that light10 gives

the best result.

In this paper they also did comparisons with morphological analyzers. Their goal was to
show the effectiveness of simple stemming without the need for considerable amount of
linguistic knowledge and morphological manipulations. Using TREC-2001 data, their
results showed that their best light stemmer, light10, which removed 7 prefixes, 10
suffixes and function words, gave better performance than the best analyzer, the

Buckwalter analyzer, as seen in figure 2.5b.
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2.5a: Comparison of Light Stemmers
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2.5h: Comparison of Light10 with more Morph Analyzers

The comparison of light stemming to morphological analyzer shows that without trying
to find roots or taking into account most of Arabic Morphology the light10 stemmer was
at par with the best analyzer, Buckwalter, if not better.

A

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 27



»

Chapter 2 . Literature Review

Hayder K. Al Ameed et al. (2006), “Arabic Search Engines Improvement: A New
Approach using Search Key Expansion Derived From Arabic Synonyms Structure”

Hyder K. Al Ameed et al. (2006) proposed a prototype which is an attempt to solve part
of the complexities that Arabic language exhibits with the search engines and digital
libraries. Arabic word affixation presents a‘dilemma for the users during the search

process especially when it appears with different word patterns than search query pattern. .

Another important point that is highlighted in the given paper is that, Arabic Information

Retrieval (IR) systems practices are still bases on word-matching rather than word-sense

approaches.

The study recommends the use of word stemming and wildcard search modules to solve
the word scripts mismatching problem which arise with word-matching approach. It

utilizes the synonyms facility in order to expand the queries in word-sense approach.

Momani M et al. (2007), “A Novel Algorithm to Extract Tri-Literal Arabic Roots”

In this article the authors implemented a novel stemming algorithm to extract tri-literal
Arabic roots. They selected an Arabic text documents containing more than 1500 words
and particles for testing the performance of the algorithm. They tested the algorithm in
two runs, the first run contained diacritical text and the second run contained bare text. So

these tests produced the proper roots with an accuracy of 73%.

2.2  Statistical Approach

2.2.1 Successor Variety

Al-Shalabi et. al., (2005) “Experiments with the Successor Variety Algorithm”

They have applied the successor variety technique to Arabic. In Arabic, unlike in English
which has only suffixes, we must deal with both the prefixes and the suffixes. For the
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suffixes the usual technique for English is applied.'But for prefixes, the author has made
a copy of the word corpus with the words in reverse order. The same successor variety
technique can now be applied to the reserved word corpus yielding the segment boundary

for the prefix.

The segment boundary was determined using the cut-off value method. Using this
methog a threshold for the number of succéssc}rs is chosen. Those substrings with a value
greater than the threshold are kept but later dropped from consideration if their
occurrence in the text exceeds a value of 16 (i.e. they are just initial letters of the word).
Hence we are left with two variables of a word, one w1th suffix removed and the other
with prefix removed. Taking the intersection of the characters, we are left with the stem

for indéxing. They showed 80 % accuracy for this technique.

2.2.2 Co-occurrence Analysis

Larkey et. al. (2002), “Improving Stemming for Arabic Information Retrieval:

Light Stemming and Co-occurrence Analysis”

As stated earlier, Xu and Croft (1998) first used this method to refine stem classes.
Larkey et al applied Xu and Croft's co-occurrence method to Arabic. Their results
showed that applying this technique to the stemmers did not improve retrieval
~~cffectiveness significantly as it did in the case of English and Spanish. The stem classes
o formed after applying refinement by co-occurrence analysis were an average size of 5
\‘:\ words per class, which is too small for Arabic. The technique worked for English, for
iwhich it was originally built, which has smaller stem class sizes due to fewer word
\.\ variants but not for Arabic which tends to have larger classes due to abundance of

variants for each word.

Their light10 stemmer showed much more improvement over this method. Light10 could

not itself be improved further by this technique.
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2.2.3 String Similarity

Mustafa et. al., (2004), “Using N-grams for Arabic text searching”

Mustafa and Radaideh used di-grams and tri-grams in order to find morphologically
related words in the text. Their results showed superiority of di-grams over tri-grams.
However, their tests showed that using N-grams based conflation to Arabic Corpus was
inefficient. This they presumed is due to the lexical structure of the language which is

highly inflected with extensive use of affixes.

2.3 Hybrid Approach

A hybrid approach combining the light stemming (linguistic), and the string similarity
measure (statistical) was investigated by researchers, as seen in figure 2.6. These are

discussed below in this section.

Linguistic Statistical
) Light stemming N-Gram
Matching
1 Hybrid Approach

De Roeck (2000)
Mustafa (2005)

Figure 2.6: Researchers of a Hybrid Approach
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De Roeck et. al., (2000), “A morphologically sensitive clustering algorithm for

identifying Arabic roots.”

A sophisticated hybrid approach using string similarity measures incorporating
morphological sensitivity was developed by De Roeck and Al-Fares (2000). They made

enhancements to Adamson and Boreham (19724).

Their approach is based on two stages. In tﬁe first stage light stemming was done. As
they explained, affixes tend to decrease the similarity coefficient (SC) between words of
same roots and increase the SC for words with different roots. In the second stage they
performed a number of modifications to add morphological sensitivity to cluster the
stems: (i) in order to minimize the effect of infixes, they have introduced the concept of a
“cross” which is a non contiguous bi-gram of the character before and after a weak letter
(alif, waw, ya). This is similar to the approach of Mustafa (2005), but different in that it
does not include non contiguous bi-grams for all the character combinations. (ii) They
have u‘sed differential weighting for bi-grams assigning a 0.25 weightage to bi-grams
with weak letters and 0.50 Weightage to bi-grams with potential affixes. The rest of the
bi-grams have a weight of 1. (iii) Experimentally, they discovered that the best results are
obtained using bi-grams, using single character overlap and blank inscrtions at word
boundaries. Word boundary blanks helps to give full opportunity to boundary letters to
contributé to SC. (iv) Finally;, they have replaced Dice’s formula to calculate SC with

Jaccard’s formula in order to cater for large impact of sﬁbstn'ngs given the shorter word

length.

Using wordlist they showed up to 94% accuracy of their technique. They were unable to
evaluate their performance in a search application due to non existence of standard

datasets at the time.
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Mustafa, S. H., (2005), “Character contiguity in N-gram-based word matching: the

case for Arabic text searching”

Mustafa, S.H., besides experimenting with non-contiguous n-grams used light stemming
before clustering. Using non-contiguous n-grams helps to eliminate the bi-grams
involving weak letters which do not contribute to similarity value between words. They

showed better performance using light stemming and non-contiguous N-Grams

conflation.

2.4 Arabic IR at TREC

In the year 2001 for the first time a Cross Lingual Arabic language retrieval track was
included in TREC with topics in Arabic, English as well as French. Since its inclusion
more work on Arabic IR has taken place than had so far been possible in the past.
Retrieval experiments were conducted using stems, roots and n-grams for indexing using
machine translation, translation lexicons, parallel corpora and transliteration (Gey and
Oard, 2002). The following is a brief list with short discussions of some of the IR
researci1 using the TREC 2001 Arabic track, (Abu El-Khair, 2003):

o Aljlayl et al. (2002) used the monolingual runs using roots and stems for indexing.
These roots and stems were derived using a stemming algorithm developed by the
author. They had better results with the stems than with the roots.

» Chen and Gey (2002) did experiments with monolingual and cross lingual runs. He

showed better results for the cross-lingual runs over the monolingual runs.

e Darwish and Oard (2003) compared three stemmers in their monolingual runs, the
light-8 stemmer, a slight modification of it, and Al-Stem which was developed by the
author and modified by Larkey. There were small differences in the performance of

the stemmers but they were not statistically significant.
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~ e Larkey et al. (2002) performed experimﬁ:nts to compare different quality of light
stemmers and co-occurrence analysis. ; They continued their work (2005) of
comparison of their best stemmer, light 10, with different morphological analyzers.

Their work has been discussed extensively in the section 2.1.3.

e Mayfield et al (2002) experimented w1th numerous character n-grams for indexing
using a probabilistic retrieval system. Insfead of Words, various sized N-Grams were
used for indexing. They investigated the:use of 3-grams, 4-grams, and 5-gram and
cor;lbinations of those n-gram lengths. The best results were obtained with a

combination of 3-4-5 grams and words.

« Savoy and Rasolofo (2003) conducted a study comparing multiple weighting schemes
from the Vector Space Model and the Okapi weighting scheme. The results indicate
superiority of the Okapi function with light stemming. Further improvements of

results were obtained with query expansion.

Although it has been increasing in the past few years, experimental research in Arabic
Information retrieval is fairly limited compared to other languages. The previous review
of expf:riments at TREC shows several stemming techniques that were utilized by
different studies in the retrieval process are attempts to improve retrieval effectiveness.
N-Grams for indexing have been successfully used Mayfield et al (2002) but so far no
study has yet been carried out using N-Grams based word clusters for conflating Arabic

roots as a stemming technique for Arabic using the TREC dataset.

2.5 ‘Problem Identification

As seen in the literature, pure dictionary based/table lookup approach is impractical. A
better use of lexicons was seen in the case of morphological analyzers which require less

exhaustive linguistic effort in creating the word stems from different word variants.
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Despite much pain staking work involved in building an analyzer we have seen that the
simple light stemming approach can perform at par with the best and more sophisticated
technique of morphological analysis. It offers a highly effective and simple approach to

conflation.

However light stemmer only caters to the incidence of suffixes and prefixes by their
removal. Infixes are not handled by lighter stemmers because they are indistinguishable
from consonants. Also broken plurals do not obey normal grammatical rules and hence
these also cannot be handled by light stemming. String similarity using n-grams
approaches cater to these issues since many of the characters are the same in the variants

of related words. (Xu et. al., 1998)

The work by Mustafa and Radaideh (2004) showed pure n-gram based matching does not
give good performance for Arabic. Given the highly inflectional nature of the language,

morphological variation cannot be ignored and need to be incorporated in some way.

We felt that the hybrid approach which combines light stemming and N-Gram matching
as used by Mustafa (2005) and De Roeck (2000) is the most promising approach to
cluster words variants and it is this approach that we chose to investigate further. So far
there has been no document search evaluated on this technique due to non-availability of
standard Evaluation Dataset in the past. In order to gauge the true standing of the Hybrid
Stemming approach using document retrieval evaluation measures we have implemented
an IR search engine using the evaluation resources of the standard Arabic TREC 2001

Dataset.

2.6 Objectives of the Research

Our objectives which we wish to achieve in this research are:

(1) To gauge the effectiveness of the Hybrid approach by designing an Information

Retrieval System (IRS) based on_Hybrid Stemming approach using the standard
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evaluation TREC dataset which is sizable cérpus of documents, as opposed to simple

words retrieval being evaluated as previously used.

(2) In addition we wanted to evaluate the following parameters for N-grams:

Formula for calculation of Similarity Coefficient (SC)

‘Use of boundary space N-grams

Character Contiguity of N-grams
Differential weighting of N-grams
Different values of the threshold

(3) We wanted to do a comparison between simple stemming and the hybrid approach in
order to see the significance of improvement of the hybrid approach over simple

technique of light stemming.

2.7 Justification for QOur Work

The hybrid approach as used by Mustafa (2005) and De Roeck (2000) is the most
promising approach to cluster words variants and this approach has so far not been
implemented on IR application as made clear by the following statements: '

o Email from Anne De Roeck (Jan 2007):
“We were not able to evaluate a search or IR application...there are now

datasets that can be used for testing tetrieval performance.”

o Mustafa wrote in his paper:
“The focus of the present research was on string matching using a word
oriented approach, the findings should not be taken further to conclude that text
retrieval will necessarily exhibit the same pattern of behavior... this issue
merits further investigation using a large document corpus.”
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3. Methodology

3.1 Design of the Hybrid Arabic Information Retrieval System

(HAIRS)

HAIRS, as we named our IR system, was built using the hybrid light stemming and N-
Grams string similarity based stemming approach. It is based on the model of a typical
IRS with additional N-Gram processing functionality with query expansion built into the
retrieval process. Since our research focus was an evaluation of an existing technique we
needed‘to choose a sizeable corpus which is a known standard for IR based research. We
used the TREC Arabic 2001 track which is currently the only widely used standard

dataset available for Arabic IR system evaluation.

For the basic functionality such as building the inverted index and doing ad hdc retrieval,
we used an information retrieval toolkit known by the name of LEMUR which can

handle Arabic document-based retrieval.

In this section we will first give an overview of the TREC Dataset outlining different
metrics and available resources of evaluation from TREC. This is followed by a brief
description of the LEMUR Toolkit and the functionality of the underlying API upon
which Z)Llr program modules were built. Finally we explain our system model built using
the N-Grams approach and its implementation using functionality of the LEMUR API.
The system model initially given in the proposal was slightly modified due to certain
intricacies in the initial approach not visible at the time, without compromising on any

objective of our research stated in the problem statement.

L]

3.1.1 Arabic TREC 2001 Evaluation Dataset

The Arabic TREC 2001 dataset is the only standard available dataset that is used widely
for the purpose of Information Retrieval. It is distributed by the Linguistic Data

T
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Consortium (LDC) as Catalog Number LDC2001T55. Although available at a cost
($1200), LDC was kind to offer it to us under an evaluation-only license at no cost for a

period expiring in June 2008.

The track was targeted at a wide audiences cérrying out research using monolingual and
cross-lingual IR as well as other NLP centric investigation. We used the resource for
monolingual Arabic IR testing. The eva_luatioﬁ resdurces include Arabic documents, topic
descriptions, relevance judgments, and Arabic Natural Language Processing tools.

Details of the resource were outlined by Gey and Oard (2002):

Documents: The collection contains 383,872 Agence France Presse newswire stories
(896 MB, uncompressed) in Arabic dating from 13™ May1994 to 20™ December 2000.
This doc-base was created by David Graff and Kevin Walker at LDC. The source
material was tagged using TPSTER style SGML and transcoded to Unicode (UTF-8).
Each document is short with an average document length of 155 words. There are
approximately 80 million words in the entire doc-base of which approximately 1 million

are unique terms. (Sample document can be seen in Appendix A)

»

Topics: Twenty-five queries or topic descriptions were developed in Arabic by native
Arabic speakers and then translated into English and French at NIST and were included
in the TREC 2001 track. Further fifty queries were added to the topic set in TREC 2002
track. The topic descriptions include a very short “title” field designed to be
representative of a query issued in an information retrieval system. A more extensive
“description” field designed to be representa;[ive of what might be offered as an initial
specification of what is needed to a search intermediary such as a librarian, and a
“narrative” field that is intended as a detailed guide for assessing the relevance of

individual documents.

We used the TREC 2001 track consisting of 25 queries using only the topics as queries to
evaluate HAIRS. These are listed in Appendix B.
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Relevance Judgments: In order to judge the validity of a éearch whether the documents
retrieved are relevant to a given informationéneed(topic) it is important to have human
judgmeznts of the relevance of documents t<2) topics which provide the ground truth
againsf which the effectiveness of an informé_xtion retrieval system can be judged. These
relevance judgments list the Boolean relevancfe: of each query to all relevant documents in
the doc-base to that query. By Boolean relevance we mean that it either lists whether a
document is relevant or irrelevant without specifying any measure of the degree of

relevance. (See sample in appendix C)

Pooling: Since it would not be practical to assess the relevance of every document to
every query, so a purposive sampling method known as pooled relevance assessment is
used in TREC. Participating systems are asked to rank the documents in order of
decreasing likelihood of relevance to a topic, and a pool of documents to be judged is
then created by combining the top-ranked documents from each system and removing
duplicates. Documents that are not judged in this process are treated as if they afe not
relevant when computing retrieval effectiveness measures. Although this only
approximates that value for a measure that would be obtained if complete relevance
assessments were available, the approximate values do provide a useful basis for

comparing systems.

¥

TREC Evaluation Software’: Trec_eval is a program to evaluate TREC results using

the standard, NIST evaluation procedures. The format for the command line is:
trec_eval [-q] [-a] trec_rel file trec_top file

Where ‘trec_eval’ is the executable name for the program, -q is a parameter specifying
detail for all queries, -a is a parameter specifying summary output only (-a and —q are
mutually exclusive), ‘trec_rel file’ is the qrels, trec_top file is the results file. The
results file has the format: [Query_id, iter, docno, rank, sim, run_id] delimited by spaces.
‘Query id’ is the three digit query number (an integer) from 1-25 of the twenty-five

queries, in our case. The ‘iter” constant, 0, is required but ignored by ‘trec_eval’. The

¥

> Extracted from http://www.ir.iit.edu/~dagr/cs529/files/project_files/trec_eval_desc.htm
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Document numbers are string values like ‘19940520_AFP_ARB.0017" (found between,
<DOCNO> tags in the documents, sample in Appendix A). The Similarity, ‘sim’ is a
float value. Rank is an integer from O to 1000, which is required but also ignored by the
program. Run_id is a string which gets printea out with the output. An example of a line

from the results file:
7 0 19940520 _AFP_ARB.0017 1 42.38 run-name

Input is assumed to be sorted numerically by query_id. Sim is assumed to be higher for
the docs to be retrieved first. Relevance for each ‘docno’ to ‘qid’ is determined from
‘text_qrels_file’, which consists of text tuples of the form [qid, iter, docno, rel] giving
TREC document numbers (a string) and their relevance to a query. Tuples are assumed
to be sorted numerically by ‘query id’. The text tuples with relevence judgements are
converted to TR_VEC form and then submitted to the SMART evaluation routines to

output the different evaluation measures.

Procedyre is to read all the docs retrieved for a query, and all the relevant docs for that
query, sort and rank the retrieved docs by ‘sim’/ ‘docno’, and look up ‘docno’ in the
relevant docs to determine relevance. Queries for which there are no relevant docs are

ignored (the retrieved docs are NOT written out).

Explanation of the Official Values Printed:

The evaluation output by the program for an example run is shown in Appendix D. A

brief explanation of each measure follows:

1. Total number of documents over all queries
Retrieved: 25000
Relevant:
Rel_ret:  (relevant and retrieved)

All values are totals over all queries being évaluated. Since there are 1000 documents

retrieved ‘for each 1000 there are total 25000 retrieved docs. The number of relevant is

obtained from the relevance judgments. Finally, the Rel ret are the relavant retrieved

calculated from both the file.

h)
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2. Interpolated Recall - Precision Averages: .

Y

at 0.00
at 0.10

at 1.00

We have already given details of recalil-precision evaluation in section 1.5.1.
"Interp;lated" means that, for example, precis‘ion at recall 0.10 (i.e., after 10% of rel docs
for a query have been retrieved) is taken to be maximum of precision at all recall points
>=(.10. Values are averaged over all queries (for each of the 11 recall levels). These

values are then used to form Recall-Precision graphs.

3. Average precision (non-interpolated) over all relevant documents. The precision is
calculated after each relevant doc is retrieved. If a relevant doc is not retrieved, the
precision is 0.0. All precision values are then averaged together to get a single number for
the performance of a query. Conceptually this is the area underneath the recall-precision

graph for the query. The values are then averaged over all queries.

4. Precision:
at’5 docs
at 10 docs
at 1000 docs

This measure gives the precision after X documents (whether relevant or non-relevant)
have been retrieved. Values averaged over all queries. If X docs were not retrieved for a

query, then all missing docs are assumed to be non-relevant.

5. R-Precision (precision after R (= num_rel for a query) docs retrieved): This is a new
measure, intended mainly to be used for routing environments and has been ignored from

consideration in our case.
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3.1.2 LEMUR-The Information Retrieval toolkit

Lemur is a toolkit designed to facilitate reseérch in language modeling and information
retrieval (IR). It was developed by collaboration between the Computer Science
Department at the University of Massachuseﬁs and the School of Computer Science at
Carnegie Mellon University. The system's uﬁderlying architecture was built to support
the technologies such as ad hoc and dishibutéd retrieval, with structured queries, cross--

language IR, summarization, filtering, and categorization.

Arabic language capability including the light 10 stemmer was recently added to the
Toolkit by Leah Larkey. This addition has eased the development of an Arabic retrieval

system for research and experimentation. The Toolkit uses Windows Code Page 1256

encoding (CP1256).

It suppbrts the construction of basic text retrieval systems using the traditional methods
such as those based on the vector space model and Okapi. The toolkit is available on the
Web as open source software which makes it possible to freely modify it if necessary.

The Toolkit code is written in C and C++, and runs on both UNIX and Windows (NT).
3.1.2.1.Lemur API®

The Lemur Application Program Interface (API) is intended to allow a programmer to
use the toolkit for special-purpose applications that are not implemented in the toolkit
itself. The API provides interfaces to Lemur classes that are grouped at three different

levels:

i

Utility Level: This includes some common utilities such as memory management, a
default exception handler, and a program argument handler. These utilities are useful
even if a program is not doing language modeling or text retrieval. There are also several

classes that support flexible document parsing. The main class is TextHandler which

8 Extracted from http://www.lemurproject.org/lemur/api.php
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allows for the chaining or pipelining of common parser components. The abstract class
DocStream makes it easy to incorporate a user-defined document stream handler into the
Lemur indexer, thus supporting different document formats. A basic document stream

handler that recognizes a pre-defined documeht format is also included.

Indexer Level: An indexer converts a raw te):(t colvlection to efficient data structures, so
that the information (e.g., word counts) may be accessed conveniently and efficiently
later. This indexer level depends on the utility level mentioned above. It provides a
"push" method where the application is responsible for sending the appropriate
information to an indexer through the Pushindex interface. The indexer level also
contains an abstract Index interface for the access of indexed information, two
implementations of this interface, and various kinds of indexing support, such as the
common data structures used by Index: Termlinfo, TermlinfoList, Doclnfo, and
DoclnfoList. This level supports not just retrieval but also any type of application that

requires efficient access to the frequency information of words in a large text collection.

Retrieval Level: This level has abstract classes for general retrieval architecture and
concrete classes for several specific information retrieval methods. Classes at this level
are most useful for users who want to build a prototype system or an evaluation system as

is the case with us.

3.1.2.2 Lemur’s Basic Components and Working

Indexing and building Language Models: The figure 3.1 highlights some of the main
components in the Lemur Toolkit and their interaction with each other. The arrows in the
figure do not exactly indicate the input/output relationships; rather they are just intended

to show how the components are built and depend on each other.
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Figure 3.1: Class Dependencies for Indexing and Language Modelin

At the Indexer level, raw text of documents is transformed using the DocumentStream
class into an abstract representation of a document used by the indexer. This
transformation process includes tokenization and any required stemming or
morphological processing that will be used by language models or retrieval methods.
From this stream of documents the vocabulary of terms and their corresponding doc ids
are extracted to build an inverted Index.

Another way of creating the index is through the Pushlndex class. As the name infers,
this clfixss is as an API for ‘pushing’ documents and terms into an index rather than

pulling them out of the document stream. The indexing application does the tokenization,
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stemming stop-word removal of the tokens before sending them to the PushIndex to be

pushed into the Index.

Once the index is created, Language Models (LMs) can be created from the documents in
the collection. A Counter instance is createdli for a particular document which holds the
empirical counts of the words (term frequenéies) in the document. From the counts the
actual model, UniGramLM, is created by applying an appropriate smoothing algorithm.
This algorithm assigns an appropriate probability to each word. LMs can also be created
indirectly by combining (smoothing) together other LMs.

Next we need a document representative and a query representative in order to perform
the retrieval. These representatives are used to encode the particular way that a document
or a query is represented in a particular retrieval method. Although built upon the same
index or raw query each representation will be different according to the particular kind
of retrieval method chosen. A TextQueryRep, which inherits from QueryRep is a
representation of the weight terms of a text query. The DocumentRep and the
TextQueryRep pre-compute the document collection statistics, such as inverse document
frequency or backoff weights for smoothing. As shown in the figure the DocumentRep is
built from the index and also depends on the UniGramLM for smoothing. The
TextQueryRep is built from the raw text of the query but also requires the index in order
to ensure consistency of the lexicon, tokenization, etc., and in order to have access to

smoothing methods or inverse document frequencies.

Making a Retrieval Method for Text Queries: At the Retriever level, numerous retrieval
methods are provided by the toolkit which all inherit from the class
Texth;eryRetMethod. This class implements a generic scoring function based on the
TextQueryRep DocumentRep and a class ScoreFunction. The dependencies are shown in
the figure 3.2.
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Figure 3.2: Class Dependencies for Document Retrieval

There are several functions that a TextQueryRetMethod must provide for efficient scoring

based on the inverted index:

(1) Given a query it must provide to the TextQueryRep.
@) Usihg the document id, it returns an appropriate DocumentRep instance to represent

that document.
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(3) Based the DocumentRep and the T extQueryRep, TextQueryRetMethod uses the
ScoreFunction to compute the score of aé particular document relative to that query.
This score shows the similarity between the document and the query. |

(4) Also provided by the 7t extQueryRetMethoc_:i is a query updating method used to update

the query for relevance feedback.

Some of the TextQueryRetMethods that are provided by the toolkit are the basic TFIDF
vector space model, Okapi, and a language modeling method using the Kullback-Leibler

similarity measure between document and query language models.

3.1.2.3 Lemur Retrieval Methods’

TFIDFRetMethod is the vector space model that supports three different TF weighting
methods for both query and document: raw TF, log-TF, and the BM25 TF. It uses the
Euclidean dot-product as similarity measure. This model is not considered to be a well
defined model as it contains certain heuristic values making it unsuitable to gauge
retrieval performance efficiently. However the Lemur team implemented a variant of the-
TFIDF model based on the Okapi TF formula originally derived from a probabilistic
model.:A reasonable baseline performance can usually be obtained by using this variant
with appropriate parameter settings. Details of implementation are available from

Chengziang Zhai, 2001.

OkapiRetMethod is intended to be an exact implementation of the BM25 retrieval
function as described in Robertson, 1994. The BM25 retrieval formula has a query TF for
each te;'m. In case the term is a new term extracted from the feedback documents, it does
not have a natural "query TF". It is unclear from the original paper how this is set, so

Lemur team has implemented it as an additional parameter.

SimpleKLRetMethod implements the KL-divergence retrieval model, which is an
extension of the query-likelihood approach (Lafferty, 2001). It essentially scores a

7 From section 2.8 on the webpage: http://www.lemurproject.org/lemur/api.php
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document by computing the KL-divergence between the query language model and the
document language model. Since they were only interested in ranking documents, the
Lemur team rewrote the KL-divergence formula which only computes the part that

affects ranking.

Which Model to Choose? This question has been researched in-depth by Abu Al-Khair,
2003 in this research thesis, “Effectiveness of Document Processing Techniques for

- Arabic IR” who explains his result as follows:

“To determine the most effective weighting scheme for Arabic language, three weighting
schemes were used, TF¥*IDF weighting, Okapi best match algorithm, and the Kullback-
Leibler Divergence Model as a language modeling approach. Without any additional
linguistic processing the three schemes had a good performance with Arabic which was
not surprising considering their previoué success with other languages as they depend
only on the corpus and query statistics. The differences between the three weighting
schemes were very minimal and not statistically significant. The TF*IDF scheme is the
best weighting scheme to be used with the Arabic language when used separately without
stemming or stop words removal. This contradicts some previous research indicating that
the BM25 algorithm is better when used with Arabic (Savoy & Rasolofo, 2003). One
reason for this is that the term frequency portion of the TF*IDF scheme in Lemur is
calculated using the term frequency portion in BMQS giving it the advantages of both of
schemes. A second is that in Savoy and Rasolofo's experiment the BM25 was combined

with a stemmer which particularly boosts the results with Arabic language.”

We choose to use the probabilistic Okapi model which is the base of the TDIDF model
and hence felt no need to use the TFIDF model. Given also that we would be using
stemmfng before retrieval the Okapi model is more suitable for our work. The Okapi
retrieval model has also been known to give better results by other researchers such as
Savoy and Rasolofo, 2003.
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3.1.3 -The System Model

The Proposed (Initial) Model: Broadly outlirﬁng how we initially designed the IRS, the
raw documents are placed in the data store. In the earlier model; three entities were
proposed to be created and kept in the database: (i) an inverted file index, which stores
the word stems and the corresponding documént ids containing those stems (ii) Clusters,
the ste;ns with SC above a certain threshold i(.iii) Similarity Co efficient matrix, storing
the SC value of all stems with each other. In order to create these entities there were three
steps to be under taken, (1) Preprocessing, (2) Stemming and (3) N-Gram Matching. The

model can be visualized in Figure 3.3.

1) Preprocessing: The text is first parsed to retrieve all the word tokens. The next step is

normalization. A Number of steps are taken to normalize the words: (i) Remove diacritics
(weak vowels), (ii) Remove non letters, (iii) Replace . ,and ! with ), (iv) Replace

final letter ending in &2 with s, (v) Replace final 3 withe.

Finally, in this step is the stop word removal. These are the common words that appear in
the text that carry little meaning. They can affect the retrieval effectiveness because they
have a very high frequency and tend to diminish the impact of frequency differences
among less common words, affecting the weighting process. The removal of the stop
words also reduces the document length and subsequently affects the weighting process.
They can improve efficiency due to the fact that they carry no meaning, which may result

in a lafge amount of unproductive processing (Abu El-Khair, 2003). Examples of stop

words are prepositions such as (= , e, ! etc., which are ignored from the analysis.
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re 3.3: Initially Proposed Information Retrieval System Model

2) Stemming (Stage 1 of Clustering): This is the first stage in the clustering process.

Different qualities of stemmers were to be applied to yield different stem class. The

output of this stage is stems which are used to construct an inverted file index. Different

indexes are built for the different quality of stemmers. Stems are also the input to the

. second stage of the clustering algorithm.
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&

3) N-Gram Matching (Stage 2 of Clustering): This stage applies a number of steps as

outlined in De Roeck’s approach above. The outputs of this stage are the stem clusters

. and the SC Matrix which are stored in the database

Searching: The user enters the query. The query terms are stemmed with the same
stemmer that is applied in the clustering pracess. Ail the stems in the cluster of the
stemmed query word are used in the documezfit retrieval. Ranks are assigned to retrieved
documents according to firstly, the number of exact 'matching stems and secondly, as the
measure of the value of the SC amongst stems of the cluster. Higher rank will be given to

documents containing stems with higher SC.

Limitations of the Proposed Model: We initially designed our system in accordance with
the proposed scheme only to discover that there are major drawbacks in the model: The

time and space requirements are too exorbitant.

The TREC dataset contains approximately 280,000 unique words. Each such word is
matched with every other word to give its similarity score. Hence the total time needed to
calculate the Similarity Matrix would be n?. We noted that it takes approximate 2 minutes
for a word to calculate its similarity with every other word on a P4, 1.3GHz machine,
meaning thereby that it would take 2*280000 = 560000 minutes = 389 days to calculate
the similarity; more than one whole year! De Roeck (2000) applied this method to a small
dataset'of maximum 700 unique words for which it appears to be feasible. Although it is
possible to build the matrix on distributed high speed machines but with limited resources
at hand and given the fact that we are at this point evaluating the N-Gram approach
requiring several SC Matrices to be compared it becomes impractical to adopt this course

compelling alternative methods can be investigated.

Also, there are space limitations for producing such a giant Matrix. If the matrix is of
float values each occupying 4 bytes the space requirement is again n It therefore takes
280000*280000 = 78400000000 bytes =~ 73 gigabytes of space for each matrix. A
triangular matrix occupying half the space would reduée this to 73/2 = 36.5 GB. Since the
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matrix is sparse, mostly containing zeros, a sparse matrix employing dimensionality
reduction technique can drastically reduce its size to practical levels. However, this could

perhaps slightly affect the efficiency of the system.

~ Although the actual retrieval process would not require extra time to give results, it is the
initial building of the matrix that is time consflming. At this point the aim of this research
is to discover the effectiveness of the N—Gram ‘based retrieval technique employing
several alternative strategies. Once the effectiveness of a particular technique is known to
be significantly efficient and worth implementing it can be presented for high speed

distributed processing to build a low dimensionality sparse matrix.

In order to achieve the objective of the research without the slightest compromise an
alternafive approach was taken to carry out the task of N-Gram based retrieval similar to

the model proposed by Mustafa (2005).

The Revised Model: In this new scheme we decided to do away with the matrix
calculation and instead built a weighted (similarity) graph of all the distinct terms in the
topics (queries) with all the unique terms in the dataset. The system was designed such
that if a new word is entered for searching in the query, first that new word is made part
of the graph by calculating its similarity with all the unique words in the dataset which
takes approximately 2 minutes per word to calculate. Each queried word once it became
part of the graph would not be required to undergo the same expensive process of
calculating similarities the next it appeared in the query. Thus eac;h query word is first
searched in the graph to see if it has already been processed before computing its
similarity with all the words of the dataset. Although, in this scheme it would initially
take quite long to do the actual retrieval, but as the number of queried words increases the
subsequent queries, with repeating previously queried words, would take almost no time
to form the expanded query for retrieval. The diagram in figure 3.4 shows the revised

model for retrieval;
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Figure 3.4: New Information Retrieval System Model

The pre-processing and light stemming stages are the same as previously explained in the
initial model. The N-Gram procedure indicated in the diagram forms grams of the words
depending on the type of technique employed, e.g. bi-gram, character contiguity,
boundary space, etc. to create them. The grams are sorted and duplicates removed for
matching the words. In calculating the similarity two measures were considered, the
Dice’s and Jaccard’s formula. These give the value of the similarity based on the number
of .common unique n-grams in each word. Finally, once we have all the words of the
query stored in the similarity graph, an expanded query is formed by selecting all the
words related (syntactically similar) to each query term that are above a specified
threshold. The expanded query is then used to retrieve the relevant documents using a

particular retrieval method.
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3.1.4 QImplementation Details

In this section we explain the details of impfementation of HAIRS using modules from

the Lemur toolkit and additional functionality upon which the system. was built.

Visual C++ 2005 was chosen as the platform for implementation as C++ is a powerful
programming language. The VS 2005 is a todl supporting both managed and native code
helping to provide integration with other related languages supported by the .NET
framework. It also extends support for building sophisticated windows application using

the managed components of the framework.

The Lemur API too was built for VS 2005. The size of the library is approximately 73
MB (in release mode). The toolkit comes with instructions to setup the library and start
using the numerous applications that come built-in with the Toolkit. Amongst some of
the applications that are provided by the toolkit are parsing, indexing, clustering, retrieval

and retrieval evaluation.

3.1.4.1 Indexing®

Index: An index is basically a collection of information that can be quickly accessed,
using some piece of information as a point of reference or key, which in our case are the
terms in a collection of documents. These can be accessed later using either a term or a

?
document as the reference.

Specifically, we can collect term frequency, term position, and document length statistics
because those are most commonly needed for information retrieval. For example, from
the index, you can find out how many times a certain term occurred in the collection of
documents, or how many times it occurred in just one specific document. Retrieval
algorithms that decide which documents to return for a given query use the collected

information in the index in their scoring calculations.

¥ Taken and adapted from http://www.lemurproject.org/lemur/indexingfaq.php
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Parsing and Document Format: Parsing refers to the process of breaking up text into
tokens which are then processed to build terfns. Before adding the term into the index,
there r;light be some considerations to be rxiade, such as whether or not that word is
important enough to add, whether to add the Word as is or to index its stem form instead,
and whether to recognize certain words as acronyms. Having an acronyms list, ignoring
stopwords (very common words, like "the", "and", "it"), and indexing word stems (so
"stém", "stemming", and "stems" would all become the same term) are features suppbrted

by Lentur. These features are all supported by-the pfbvided application, BuildIndex.

Since Lemur is primarily a research system so the included parsers were designed to
facilitate indexing many documents that are in the same file. In order for the index to
know where the document boundaries are within files, each document must have begin
document and end document tags. These tags are similar to HTML or XML tags and are

acfually the format for NIST's Text REtrieval Conference (TREC) documents.

The two most frequently used parsers are the TrecParser and WebParser provided by the
toolkit. Since we are using TREC documents we used the TRECParser. This parser

recognizes text in the TEXT, HL, HEAD, HEADLINE, TTL, and LP fields (see

Appendix A for sample). For example:

<DOC>
<DOCNO>
Document number -
</DOCNO>
<TEXT>
Index this document text.
</TEXT>
</DOC>

Type of Index: Lemur currently has two available index types: KeyfilelncIndex, and
Indrilndex. The indexes are different in that they might index different data or represent
the data differently on disk. Each in\dex has a "table of contents" file which has some
summary statistics on what's in the index as ‘well as which files are needed to load the

index. When we want to use an index, we will need its table of contents file to load it.

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 55



Chapter’3 ' Methodology

We have used the KeyFilelncIndex as it is the;easiest to use and has other advantages:

The index stores the indexed terms in an inverted list as well as the positions of the terms
within the documents. This index can also have a document manager associated with it to
store properties (metadata) about each document. The KeyfileIncindex also has the
additional ability to support incremental building by allowing new documents to be added

to the index. A Keyfile index has the extentioﬁ ".key" for its table of contents file.

Pre-processing and Light Stemming The Lemur toolkit provides support for Arabic
parsing of text. The three basic options for parsing are: (1) Normalization (2) Stopword

Removal (3) Light Stemming.

As discussed earlier the preprocessing phase constitutes the normalization and stopword
removal. During normalization the parser removes diacritics, punctuations, non-letters
and does certain substitutions, as discussed above, such as replacing the | and } with !.

The stopword list consists of 168 stopwords (given in Appendix F). As stated earlier,
these are the common words that appear in the text that carry little meaning and hence
can be ignored from the analysis. As for the light stemming, Lemur provides only one
stemmer, the light10 created by Leah Larkey. This light stemmer has been gradually
improved from its earlier version, hence the number ‘10’ in the name. It has thus far been

the best performer at TREC in comparison to some others like Darwish.

There are several combinations of options available to parse the text by specifying the
appropriate parameter for the kind of processing desired. Referred to as the Arabic Stem

Functions one of 5 options can be specified.

e .arabic_stop : Arabic stop words removal
arabic_norm?2 : Table normalization

e arabic_norm?2_stop : Table normalization with stopword removal
e arabic_light10 : Larkey’s light10 stemming
e arabic_light10_stop : light10, normalization and removal of stopwords
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The Lémur Indexing GUI

The index and inverted file was created using the LemurIndex GUI application, shown in

figure 3.5, which uses the underlying BuildIndex application provided by the Lemur
Toolkit. ‘ - o

i ()

7] buld  Dacuiverk Manage: for s videic

Figure 3.5: Indexing GUI

As visible in the figure, we created a Key File index and a Document Manager to handle
the index. The document format was set to Arabic and the arabic_light10 stop stem
function was chosen to stem the words.

Initially there were problems with the Indexing application. The indexing would be
created perfectly fine without the using any stem function; but with the stemmer the
application would fail. We wrote to the Lemur team who noted the bug in the program
and rectified three key problems in the Arabic stemming code of Lemur. The new release

Lemur 4.5 was the bug free version which we have used for indexing.
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3.1.4.2 HAIRS Application

The HAIRS application consists of various c:lasses'of which the main classes are those
responsible for creating word N-Gram tokens and calculating the similarity between
words. In this section we will give the details of how the API accesses the index and
~ details of the structure of the HAIRS applicatfon with explanations of the functionality of

each module.

The ap;plication was built with the Lemur APJ, incorporating the lemur.lib file and other
include files into the project. Since HAIRS application was in debug mode, the lemur.lib
file also needed to be in debug mode; hence we created a new lemur.lib file from the
Lemur source code, which was approximately 112 MB' in size, larger than its size in

release mode (72 MB).

Access to Index Information’

Once we have created the index, the Lemur API provides ease of access to the index.
Functionality is provided giving access to terms of the index along with numerous
statistics, such as accessing the unique terms, their unique term count, word frequency of
occurrgnce etc. Some of the functions supported by Index can be grouped in the

following way:

Open: An indexer must be opened before any access function can work. The open
function takes a single argument: the name of the table of contents (toc) file that is

created by an indexer.

Summary counts: There are various kinds of summary counts made available by the
index-manager. The count of terms belongs to two types: regular counts and unique
counts. The function name indicates this difference (i.e., termCount and
termCountUnique). The regular counts include every occurrence of the token, while the
unique counts ignore repeated occurrences of the same token. The counts supported

include:

? Extracted from http://www.lemurproject.org/lemur/api.php
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e Total number of documents (method docCount())

e Total number of different/unique terms in the collection, i.e., the vocabulary size
(method termCountUnique())

e Total number of terms in a document (1 e., document length) (method
docLength(znt doclD)) | '

e Total number of documents with a particular term (i.e., document frequency , €.g.,
used in the IDF formula) (method docCount(int termID))

e Total count of occurrences of a terrh in the collection (method termCount(int
termlD))

e “Total count of all terms in the whole collection (method termCount())

e Average number of terms in a document (i.e., average document length) (method

docLengthAvg())

Index access: The basic information that an indexer stores is a document by term matrix
with each entry denoting the frequency count of a term in a document. There are two
Ways to access this matrix: by document or by term. That is, with document ID as the
key, you can obtain a list of counts (called a TermInfoList in Lemur), each corresponding
to a term occurring in the document. Alternatively, you can use a term ID as the key to
obtain a list of counts (called a DocInfoList in Lemur), each corresponding to the count of
the term in each document in which it occurs. An index that supports the second way is
often referred to as an inverted index. We used the inverted index to access all the terms
in the doc-base to perform N-Gram procedure on. Other functions relating to terms were

also utilized as needed.

Grams and Word-Grams

Each word in the text is broken up into n-gram tokens in order to calculate its similarity
with other words. A class Gram is used to represent a single token which consists of an n-
sized character array and an associated weigh of the gram token. The default value of the
weight of each Gram instance is 1; this weight is changed when forming differentially
weighed N-Grams. ' |
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The class WordGrams holds a vector of Gram. This vector represents a textual word
broken down into overlapping n-sized character grams. The GetWieght() function in this

class returns the sum of the weights of all grams in a word.

N-Gram Procedure

The class, NGramProcedure, is responsible for the creation of the N-Grams. This class
has been designed to be a generic abstract élass fbr forming any kind of N-Grams of
words. It basically consists of a list of gram tokens of a words, similar to the WordGrams
class, which are processed by subsequent inherited classes to obtain a certain type of n-

gram tokens depending on the procedure chosen. A single virtual function,

NGramProcdure

LA <

e

Level 2

Level 3

Figure 3.6: N-Gram Procedure Inheritance Class

getl_grams(Siring) takes a word and returns its n-gram tokens. Subclasses inherit from
this parent class depending on the type of N-Gram Procedure to be applied. The

inheritance structure is shown in the figure 3.6.
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The levels show at each stage that the list of grams is modified according to the
procedure at that level. Thus at level 1 simpl_ve n-grams are created with a one character
overlap window by the simpleo function. 'il"hese' n-grams are modified to include a
boundary space gram token by the boundarjzo function at level 2. The list of n-gram
tokens is enhanced to include non-contiguous n-grams by the noncontig() function at
level 3. Finally, at level 4 different differential weighting schemes are applied to the n-

gram tokens by the difﬁveighto function.

Depenc'ling on the procedure being tested, n-grams are returned by the get grams()
function implemented by the class at each level. This function calls all the protected
functions in the hierarchy above, involved in the making of n-grams. Thus, for example,
NonContigBiGram class will call the simple() function of the Simple BiGram class and the
boundary() function of the BoundaryBiGram class in sequence before it calls its own
non_contig() function, which itself is a protected member function called by subsequent

classes at level 4.

The solid lines and boxes in the figure shows the part actually implemented; the dashed
lines and boxes in the hierarchy structure show possible future directions of

implementation and testing.

Similarity Calculation
SCMethod is an abstract class used to calculate the Similarity Coefficient (SC) of two

words. The virtual function, calc_sim(WordGrams, WordGrams), is used to calculate and

SCMethod

T

SCDice SClJacc
Figure 3.7: SCMethod Class Diagram
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return the similarity score given the input of two words in the form of Word-Grams

created by the NGramProcedure class. Two types of measures for calculating similarity

were implemented, the Dice’s measure and the Jaccard’s measure shown in figure 3.7.

Both inherited classes calculate the similarity based on the count of unique common gram
token in each word; the only difference is in the formula for calculating the SC value.
Default threshold values are set to 0.75 for Dice and 0.5 for Jaccard. The higher value for
Dice is because Dice’s formula tends to raise' the value of the SC whereaé in the case of
Jaccard lower SC values are obtained for the same two words. More measure of
calculating similarity can be implemented as subclasses to the SCMethod class, such as

the Manhattan distance measure etc.

Weighted Graph Data Structure and Related Classes

There are two ways of storing a graph. If the graph has edges from most vertices to every
other vertex 1.e. it is highly connected then a more efficient data structure for storing such
a graph is an adjacency matrix. But if the graph is sparsely connected with few
connections from a vertex to other vertices then it would be more efficient to store the
graph in an adjacency list. In our case the latter is valid since a queried word will form
similarities with only a very small subset of the total dataset vocabulary. We
implemented the adjacency list in the form a B-Tree for fast lookup of words in the tree

as compared to a list. The structure is shown in the figure 3.8.

Wordl

4 n

/ Word2 . W'ordS

Word3 Word4 V\;)rd6

Figure 3.8: Binary Tree of Word Clusters

Whenever a word that has not been queried before is entered, its similarity scores with all

other words are calculated and kept as an instance of class WordCluster. Each instance of

*
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WordCluster has a queried word string part and a vector of all words which are similar to
the queried word. Each similar word, represented as an instance of the class SimWord, is
itself composed of an integer id of the word 1n the unique word vocabulary of the dataset
and a score of similarity. A node in the tree, in figure 3.9, represents a WordCluster

instance with each instance holding a word and a vector of SimWord instances.

WordClusTree class is used to maintain a BT ree.of type WordCluster and handle any
lookup or insertion into the tree. A separate tree is used for each N-Gram Procedure type
and similarity measure chosen. When the application starts the B-Trees are loaded from
the file into memory. Whenever a query word is entered, it is first searched in the
appropriate B-Tree to see if it exists. If the entry is found, a WordCluster instance is
returned with the SimWord vector sorted on the similarity score. When the application
quits, the B-Trees are stored using in-order traversal onto a file. The advantage of storing
then in-order is that everytime the trees are being read from the file they are transformed

into balanced B-Trees in memory.

Building a Word Cluster

The WordClusBuilder class is the engine for building the Word Cluster of a queried
word. It has a handle open to the index in order to access the terms in the dataset. There
are two basic functions provided by this class. First, is the init words (NGramProcdure,

SCMethod) function which, given the n-gram procedure to apply, creates the WordGrams

Query
Word Index

Dataset Words

\ 4
NGramProc —»1 WordClusBuilder |« SCMethod

v
Word Cluster

Figure 3.9: Class Dependencies for Building Word Clusters

instance of all the words in the dataset. The word grams are sorted and duplicates are

removed to that time is saved later when the similarity score is being calculated. These
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WordGrams instances are kept in a vector in memory. Secondly,.the get_clus(string)
function takes the query word as input, computes the SC score according to the chosen
SCMethod subclass instance with all the WordGrams kept in the vector. Finally, the
WordCluster formed from similar words that exceed the threshold value and returned.
Note that it is not the responsibility of WordClusBuilder class to add this cluster to the

weighted graph/tree; this is done elsewhere.

Query Expansion ‘

The ra\')v query is transformed into a stemmed 'expanded query using the ExpQryBuilder
class. The appropriate B-Tree to be used is passed using the WordClusTree instance. The
function, build expQry(Document), takes input of type Document (see Section 3.1.2.2).
This query Document instance is then converted to a TextQuery object. TextQuery class
inherits from TermQuery class in Lemur which is an abstract interface for a query
contairiing a sequence of terms. Functionality for iferating over each term is provided by
TermQuery class. Hence, each term is extracted and stemmed if it is not already
stemmed. For each term of the query the tree is searched to see if the term has been
queried before and hence would be present in the tree. If the term is found the
WordCluster instance is returned with sorted the SimWord vector. An arbitrary value of
threshold is set for the desired level of similarity.” All words from the WordCluster are
appended to the new query, which are above the desired similarity threshold. Numerous

options can be chosen for expanding the query as outlined in section 3.3. If a stem is not

Docqment
l Query Terms
' WordClusTree Wor d‘ ExpQryBuilder [« WordClusBuilder
4 Cluster Exp Query Terms
Word Cluster QueryRep

Figure 3.10: Class Dependencies for Building Expanded Query

found in the tree, then using an instance of the WordClustBuilder a WordCluster of the
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query word is obtained which is used to expaﬁd the query, as well as inserted into the B-
Tree using the instance of the WordClusT ree.;Once the string of expanded query terms fs
obtained, a TextQueryRep (see section 3.1.2.2) of the query terms is returned by the
function build _expQry().

Retrieval and Evaluation:

Retrieval of documents is performed by the ﬁocReﬁiever class. This class has a function
RetEval() which reads the topics file containiﬁg queries and outputs a result file used for
TREC evaluation. A TreePopulator class is used to fill up the B-Trees with all the terms
in the stemmed topics file for a particular N-Gram Procedure. This helps to concentrate
on the retrieval computations saving time from computing SC values at the time of

querying. As stated in section 3.1.2.3, we have used the Okapi retrieval method.

A ScoreAccumalator, which holds the score of each document that is score incrementally
with respect to its query and document representative, is passed into the constructor of
okapiRetMethod along with the handle for the index. The parameters used for Okapi
retrieval method are the default with K1 = 1.2, B = 0.75 and K3 = 7. The description of

these chosen parameters can be found in (Robertson et al, 1994).

Each retrieval method provides a function, computeQueryRep, in order to calculate the
TextQueryRep of a given query. This computes a query representative according to the
type of retrieval method chosen based of the term frequencies in the text query. We
bypassed this method of computing the Query representative and instead created the
representative manually, setting the weight of each term if required by using the

setScore() function provided in the ArrayQueryRep, a subclass of TextQueryRep.

Once we have the query representative, we use the ScoreCollection function to score the
entire collection. This function calls the appropriate ScoreFunction of the okapiQueryRep
in order to score a document with respect to a certain query. The scored documents are
kept in an IndexedRealVector object which is basically a vector of all document ids in the

index and the corresponding score of each document.

1
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Finally, once we have the documents with ;their- corresponding score, the results are
output into a result file for the top 1000 doc(lment scores for each query. The format of

each line of the output file is
QId 0 Doc Num 0 Doc_score XXX

This document format conforms to the requi;ements of the TREC evaluation software.
Although five fields are taken as input by%the software only three are relevant and
actually used to calculate evaluation parameters, the query id (‘Q_Id”), the document id
(‘Doc_ Num’) and the document score (‘Doc_score’). Details of using the TREC

evaluation software are given in section 3.1.1.

3.2 Parameters for N-Grams

N-Gram matching for word conflation was first introduced by Adamson and Boreham
(1994) who observed that words that are syntactically similar are also related
semantically. They developed a technique to calculate similarity of two words as a factor
of the number of shared sub-strings. Further refinements and modifications to the N-
Gram parameter can shift its inclusion from being a purely statistical technique to one
which exhibits morphological sensitivity. This approach is a promising approach for
Arabic Root Based string matching and has been used by researchers giving positive
results on word-list with varying parameter for the formation of substring. In this section
we wil! explain these variations of N-Gram parameters which we have used in our work,

particularly with reference to Arabic words.

The Original Simple Approach: In their original study, Adamson and Boreham
developed an algorithm which drégs an N-Sized window across two strings with a 1
character overlap, and removes duplicate N-Gram tokens. The Similarity Coefficient
(8C) of the two strings was calculated using the Dice’s equation: SC (Dice) = 2 *
(number of shared unique n-grams) / (sum of uniqué n-grams in each string). An

illustration of the algorithm is shown in the table 3.1
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Language | String Bi-Grams Unique.  Bi- | Shared SC (Dice)
_Grams Bi-Gram
. | phosphorus | ph ho os sp ph ph ho os sp or
English ho or ru us ru us (7) ph ho -os | 2*(4)/(7+7)
Phosphate | ph ho os sp ha | Ph ho os sp ha | sp(4) =0.57
| at te atte (7)
adtal (Islam) | ot Y Qg | &l Y el (4)
Arabig oY Q| 2%G)(4+3)
ol (Peace) | pl ¥ Ju Al Y du (3) 3) =0.86

Table 3.1: Original Adamson’s N-Gram String Matching '

As can be seen from the table, words that are related syntactically are also related
semantically giving a higher value of SC. A word’s similarity to all other words in the
dataset is calculated. A threshold level is chosen as a cut-off to choose only those words
that are more similar to be grouped together. The higher the SC cut-off the fewer the
number of words will get clustered together. If a low SC cut-off is chosen more unrelated

words will get grouped together.

Simple N-Gram word matching has known to give positive results for English as shown
by Kosinov (2001). He compared three stemming approaches for English: (i) Affix
removal using the Porter stemmer, (ii) Successor Variety, with first, last and maximum
peak cut-offs (iii) N-Gram matching with 2,3 and 4 —grams sizes. The figure 3.11
indicatgs that Bi-Gram word matching clearly outperforms affix removal and successor

variety algorithm.
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Figure 3.11: N-Grams vs. Other Stemming Approaches for English Language10

But the same is unfortunately not true for Arabic. Experiments performed by Mustafa and
Radiedeh (2004), showed pure N-Grams matching was not a good option for Arabic due
to what they noted was high interference by affixes.

3.2.1 Combining Light Stemming with N-Gram String Matching

Due to the high incidence of infixes as noted by De Roeck et al (2000) and Mustafa
(2005), results could be markedly improved by ﬁrét stemming the word and then
computing the string similarities. The affixes used by these researchers were not specified
in their papers. We decided to use the light stemmer developed by Leah Larkey, known
as the l,ightlo. It is now a well reputed stemmer for stemming Arabic text being the best

performer at TREC. The following are the list of prefixes and affixes dropped by light10:
Prefixes: 5 «J! «JU «JS ¢l <5 <!

Suffixes: (5 ¢& ¢& Ay ¢dg ¢ g ¢ <o

' From Kosinov (2001)
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As noted in the prefix list, it consists mostly of removal of definite articles with the
exceptibn of waw (3); the prefixes are just thé definite article Al (JY) complemented with
a preposition or conjunction. The suffix list has a variety of different form of frequently

occurring ending affixes which pluralize or feminize the word.

3.2.2 Size of the Substring

. :
The size of the slice of a word to form word substring as gram token has been
experimented by researchers. Numerous sizes for N have been proposed, from uni-grams

to tri-grams. The various formations are shown in table 3.2 below.

Language Word Uni-Grams Bi-Grams Tri-Grams
English Text Text(4) Te ex xt (3) Tex ext (2)
Arabic P pld ! (5) A Y do @) | &Y 2 Jul(3)

I'able 3.2: N-Gram Sizes Compared

With uhigrams, in the calculation of SC the order of the letters is ignored. Hence any two
letters with common alphabets but different ordering of 1etters will give a high SC value.
This can give undesirable results especially in the case of Arabic which has short words
usually derived from a three letter root. A change in the order of the root letters would
completely change the meaning of the word. Hence usually, uni-grams are not used in

calculafing word similarities.

The study for N-Grams size for Arabic by Mustafa et al (2004) shows the bi-grams are
better than tri-grams. In their results, as depicted in table 3.3, better performance was
obtained for bi-gram retrieval than for tri-grams. This is perhaps due to the shorter word

lengths of Arabic word resulting in fewer tri-gram token being created.
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Digram Trigram

N-gram method Total - Avg. Total Avg.
Variants retrieved 429 . 858 428 8.56
Relevant retrieved 283 - 566 200 4.0

Table 3.3: Di-Grams (Bi-Crams) vs. Tri-Grams

This result was also obtained by De Roeck et al (2000) who investigated “empirically”

that bi-grams are better than “tri-grams.”

Consequently, as a result of this researcher, we chose to only investigate bi-grams string

matching for retrieval.

3.2.3 Formula for Similarity Co-efficient Calculation

The value of a measure of association increases as the number or proportion of shared n-
grams increases. Numerous coefficients of association have been described in the
literature. Several authors have pointed éut that the difference in retrieval performance
achieved by different measures of association is insignificant, providing that these are
appropriately normalized. Intuitively, this is what one would expect since most measures
incorporate the same information i.e. the number of common unique n-gram token and
the total number of unique n-gram tokens in both words. A simple measure of association
is

| XNY| (Simple Coefficient Measure)

which is the number of shared index terms. This coefficient does not take into account the
sizes of X and Y. One of the most popular measures used in document retrieval which
takes into account the sizes of X and Y is the Dice Co-efficient:

2*|XNY| (Dice’s Coefficient Measure)
X+ 1Yl

This co-efficient is a normalized version of the simple co-efficient measure. As pointed
out by van Rijsbergen (1979), failure to normalize leads to counter intuitive results as the

followfng example shows:
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Let S;(X 1)= o,

S2X Y= 2_* N -.

X+ 1) | |

if faj=1|n=1thenlXiNY=1=>8=1andS=1

also ile;>_|=10|Y2|=10thean7_ﬂY2|=1=§ Si=1land S, =1/10

S1 X, ) = 8 (X2, 12) which is clearly absurd since X, and Y, are identical
representatives whereas X; and 1> are radically different. The normalization for S;, scales

it between 0 and 1, maximum similarity being indicated by 1.

As De Roeck et al (2000) argued Dice’s equation boosts the importance of unique shared
substrings between word pairs, by doubling their evidence. Since Arabic words tend to be
short, the relative impact of shared substrings will already be dramatic. They replaced the
Dice metric with the Jaccard formula to reduce this effect:

Xnrj (Jaccard’s Coefficient Measure)

X uri

An example highlighting this difference is shown in table 3.4.

String Bi-Grams Unique  Bi- | Shared Bi- | SC SC
Grams Gram (Dice) (Jaccard)

okl A Yt eIYd‘mu»I@)

A Y du(3) | 2¥GN(4+3) | 3/((4+3)-3)

S PY FY de(3
f £ ¢ 3 ed) =0.86 =0.75

Table 3.4: Dice’s vs. Jaccard’s Coefficient

As seen from the table, Dice’s Measure tends to give a higher SC value as compared to
Jaccard’s. This increase in the case Dice’s measure is due to the doubling of the value of

number of common N-Grams in two word string tokens.
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Various researchers have used different similarity measures so in our study we
experithented with both the Dice’s measure as well as the Jaccard’s measure to see the

effect of each on retrieval.

3.2.4 Boundary Space

De Roc:,ck et al (2000) also noted that N-gram size can curtail the significance of word
boundary letters (Robertson and Willet (1992). Whereas the non boundary letters appear
in two gram tokens, the boundary letters appear in only one hence decreasing their
contribution to the SC value calculation. This is especially important since after
stemming the word, the remaining portion of the word’s boundary letters need to be
given their due consideration. To give them opportunity to contribute fully to the SC
value, 'word boundary blanks were introduced (Harman 1991). Also, the larger the
number of n-gram tokens, the greater its capacity to mask the shorter substring which can
contain important evidence of similarity between word pairs (Adamson and Boreham
1974). The following example shows the effect of introducing boundary blanks n-grams
(indicated by a *):

K

String | Bi-Grams Unique Bi-Grams | Shared SC SC
Bi-Gram | (Dice) (Jaccard)

() | 2% | o)

=0.73 £)
=0.57

o [ Fapl Y dw ok | el ¥ du e (9)

Table 3.5: The Effect of Boundary Blanks

This shows what a great impact boundary space has on retrieval. The SC has fallen
considerably between the two words using boundary space. The difference in the two

words has expounded due to the inclusion of the boundary space.
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3.2.5 Character Contiguity And Differential Weighting

Till now we have seen a string sliced int(; n-gram token of contiguous characters.
However as appears in the literature the térm N-Gram can be made up of any co-
occurring set of characters in the string e.g. a token made up of the first and third
character or the first and fourth character etc. Numerous studies have been carried out
with using non adjacent characters in n-grams giving a positive result. ' -

So what is the rationale of having non-contiguous characters for Arabic?

Arabic Morphology involves a complex infix structure. Word infixes may occur in two
places: after the first root radical and before the last root radical. This might lead to an
assumption that adjacent N-grams might fail to capture the similarity between related
infixed words. If this is a valid assumption then we would expect that non-contiguous N-
grams with a single character gap should improve the overall performance by lowering
the wefghtage of tokens or eliminating the tokens containing infixes. The non-contiguous
bi-grams are formed from the conventional contiguous boundary space bi-grams. Given a
character token W (i.e. a string of letters W[1], w[2], ...W[n] over a given natural
language alphabet), its set of bi-grams Dy, is generated in the following manner:
Contiguous Bi-grams: Dy, = (W + W3, Wot+ W3 Woa+ W)

Non-Contiguous Bi-Grams: Dy, = (W1+W,, Wi+ W3 Wot+ W3 Wot Wy . Woat+ Wi,
Wit Wh)

Let us see an example of the application of this formation given in table 3.6.

Word Continuous Bi-grams _ Non-Contiguous Bi-Grams

phus *o ol ¥ du o (5) Yo ¥t @ ¥ ludud* 0¥ (9)

Table 3.6: Contiguous and Non-Contiguous
Differential weighting schemes: The objective is to have an algorithm for conflation
which gives precedence to root consonants rather than affixes (De Roeck 2000). Light
stemming removes some of the affixes. The detection of affixes is not fool proof since

letters are common to both affixes and root consonants. However, since affixes are a
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closed class, it is possible to identify “suspect” affixes (De Roeck 2000). A list of
possible “suspect” affixes used to form different word patterns is given below:
Feo e ooy ‘é‘c_\ ‘d oo

Following De Roeck (2000) we explored the idea of assigning differential weights to n-
gram tokens. In their scheme equal weights oéf 1 was given to all substrings equating the
weight contributed by all letters, whether they:: are root consonants or not. Suspect affixes,
however, were not allowed to affect the SC between words on a par with characters
contributing stronger evidence. They detenhined “empirically” that 0.25 weight for
strings containing weak letters (¢ “‘.}), and 0.50 for strings containing suspect non-weak

letter affixes gave the best SC for their datasets.

We implemented a slightly different scheme for differential scheme weighting than De
Roeck. Noting that the suspect affixes, e <@ occur only in the beginning we
assigned the substring tokens occurring with these beginning letters a weight of 0.5.
Similarly, ! «= occur only at the end of a word, we assigned the token containing these
end letters a weight of 0.5. Weak letters occuf as infixes after the first letter or before the
| last letter, as stated earlier; n-grams containing these weak letters were assigned a weight
of 0.25. This scheme differs from De Roeck’s in that it is more specific as to when to
assign the differential weighting to the suspect and weak affixes. This scheme as
compared to De Roeck’s scheme is less vulnerable to more errors with fewer chances of
assigning low weightage to N-Grams tokens with suspect affix letters occurring as root

consonants.

String | Non Contiguous Unique Bi-Grams | Shared Bi-Gram SC (Dice)

Jac Q=) de()) a=()) #*() E*()
*J(1) *a(1) Total: 7 do(V) p=() E*O) | (2#5) = (741.50)

d‘l&" .Ln(~,\'0) &e (++°) &*(\) ?*(,) *d(\) *?(\) =0.74
JI+i¥e) al(+,¥o) as()) le(s,Yo) Total: 5 '
*J() *a(1) Ja()) Total: 1.5

Table 3.7: Differentially Weighted N-Grams

v
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String | Non Contiguous Unique Bi-Grams | Shared Bi-Gram SC
' (Dice)

[ 1) de() =) ) £*O)
*J(1) *#()) Total: 7 O O O ey s )

T T EM W) @ () 250 70y | I d) | =0

*J0) *a(0) de()) JIY) A1) p=(Y) Total: 1
Total: Y

Table 3.8: Non-Differentially Weighted N-Grams

An exz;mple showing this differential weight assignment is given in table 3.7 (on the

preceding page). The same calculation without using differential weighting is given in

table 3.8.

As the examples show the words J«e and Jslxs are related but due to affixes their SC
value is lower without using differential weighting. Assigning lower weights to the n-
grams with the leading  and the infix ! decreases their contribution to the SC value thus

giving a higher measure of relatedness between the two words as desired.

3.2.6 Threshold of Relatedness

The tvs;o measures of association, Dice’s co-efficient and Jaccard’s co-efficient both give
significantly different values for threshold. Dice’s measure gives a comparatively higher
value than Jaccard’s measure. A suitable threshold level must be chosen for each
measure. Choosing a very low level of threshold will result in more expanded words with
less but less similar words being clustered together. Likewise choosing a very high value
will result in too few related words being clustered together with closely related words
getting left out. An example illustrating the conflation class at different levels of
threshold using Dice’s Coefficient for the word a3t is shown in table 3.9.
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Threshold | Word Conflation Class

0.75 Cupadil Sl o3l Judle il oDl Ll adlal o3LlS 3y alaY okl
U] ety Dl LY sl Y et oo Sl gaedl pgadbal Liadd pliaY
AluY @Bt Ll el Cadlal LY ol o3

0.80 ) Gadlal 3ldal Jodle (dle pdte Ll adlad oSLalS 2Dl DY oDkl |
Shiadal gpadlusl pgadlal Badlasl pDliinsy

0.85 CuaSas Db 3 LoDl Sl 230lS 53l 2Dy o

090 Ay D

Table 3.9: Conflation class at Different Levels of Threshold

So how to choose the correct level of the threshold?

We have experimented with several different levels of thresholds. Starting with a specific
minimum value we kept on increasing the threshold value in fixed value interval until the
difference in performance was insignificant i.e. the mean average precision value

difference was less than 0.01.

Also important is the interval of increase of the SC cut-off. Dice’s measure is more
sensitive to the increase of the SC value than Jaccard’s. Slight change in the threshold
value (;f SC resulted in significant word class change. We experimented with 0.1 interval
differences for Jaccard’s measure starting with the minimum value of 0.5 for the
threshold and 0.05 interval differences for Dice’s measure with the minimum starting

threshold cut-off at 0.75.

3.3 Query Expansion

Query Expansion basically refers to adding of search terms to a user's query. It is the
process of a search engine adding search terms to a user's weighted/un-weighted search
with the aim to improve precision and/or recall. For example a search for "car" may be

expand_ed to: car, cars, auto, autos, automobile, and automobiles.
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There are two main issues to be considered while adding terms to expand the query: (1)
Which terms to include (2) Should the terms be weighted differentially and on what basis
to apply the weights terms. Other considerations include whether to expand based on
individual terms of the initial query or to expand based on the concept of the query topic.

The additional terms may be generated manually or automatically. Manual expansion
involves the human extending the qhery based on certain heuristic; whereas, in automatic
expansion the system automatically expands the query. Automatic expansion may be
based on search results referred to as relevance feedback or based on a knowledge
structure which may be collection dependant or independent. This categorization is

shown in figure 3.12.

Query Expansion

Manual Automatic
Knowledge Structures Relevance Feedback
Collection Dependant Collection Independent

Figure 3.12: Query Expansioh Types

The idea behind relevance feedback is to take the results that are initially returned from a
given query and to use information about whether or not those results are relevant to
perform a new query. Relevance information is utilized by using the contents of the
relevant documents to either adjust the weights of terms in the original query, or by using
those contents to add words to the query. Relevance feedback is often implemented using
the Rocchio algorithm.

Our technique of string similarity based exapnsion falls under the category of automatic
expansion based on knowleadge structure making use of the collection dataset. Each term

in the query is matched with all the words in the corpus collection in order to
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automatically determine all related words for each query term. Hence in this scheme each
term of the query rather than the concept of the whole query topic is considered for
expansion. Once we have the weighted graph of terms and their related words in the

corpus along with a value of the similarity weight there are numerous techniques to

expand the query:

Term Counts greater than two: Only those words/stems are chosen for expansion whose
word count in the entire dataset is greater than 2. This eliminates words from the corpus
which are spelling mistakes or are too uncommon to appear only once or twice. We saw
such misspelled word occurrences were very common in the expanded query and

believed they had to be removed else they reduce the importance of other words in the

expanded query.

Normalization: Each stemmed word in the original query, referred to as a concept, can
have different number of expanded words. Therefore each concept must have a total
weight of 1. Hence all the words under a concept are normalized to 1 i.e. weights are
assigned to each word of the concept such that the sum is equal to 1. This normalization
was done so that the query would not be re-balanced to give more weight to a concept

merely because it had many synonyms.

Formula: Weight of term = (1/number of terms in each concept)

Normalized Weights of Each Query Term Based on SC Values: We considered assigning
weights to each of the terms of a concept that were expanded. Thus a weight was
assigned based on the SC values of the words that are above the chosen threshold.
Highest weight was given to terms in a concept which had an SC value of 1 and the sum

of all the weights in a concept was equal to 1 as required by normalization. |

Formula: Weight of term = (SC Value of term/Sum of all SC term values of a concept)

Normalized Weights of Each Query Term Baséd on Frequency Counts (FC): Weight are
assigned to words of a concept depending on the frequency of occurrence of the word in

the dataset and then normalized. The words were assigned the relative weights based on
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their term count in the corpus. In this way words which occur more frequently were given
emphasis over words which occur less frequently in the document collection.

Formula: Weight of term = (FC Value of term/Sum of all FC term values of a concept)
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4. Results and Evaluatio_ﬁn

This chapter presents the results of numerous evaluation experiments conducted to
achieve the required objectives outlined in the problem statement along with an analysis
of the experimental results. We will briefly outline the initial experimental setup followed

by the data analysis and discussion of the results.

4.1 Initial Setup

This section describes the initial steps followed to prepare the data, indexes and the query

set for the experiments.

e The data set described iﬁ section 3.1.1 consists of 383,872 documents. The files,
which were originally encoded with Unicode in UTF-8 format, were converted to
Windows Code Page 1256 encoding (CP 1256) because the Lemur Toolkit can only
handle Arabic language in (CP 1256) encoding. |

e The same step was followed for the query set; the queries were converted from the
ASMO 708 encoding to (CP 1256) encoding.

o Title for each of the 25 queries was extracted from the original query set to be used
for the study. '

e Two indexes were built; one using the light 10 stemmer and the other using only the
table Normalization and stopword removal functions in the Light-10 stemmer. The
normalization and stopword removal that are carried out has already been discussed
in section 3.1.3.

e In order to avoid confusion each technique was given a code that was used to
represent it throughout the experiments:

o No stemming: NoST
o N-Gram procedure: NG
‘o N-Gram procedure using Dice’s measure: DIC

o N-Gram procedure using Jaccard’s measure: JAC
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o Simple Adamson’s N-Gram Procedure: SMP

o N-Gram Procedure with Boundary Grams: BND

o N-Gram Procedure with Non Contiguous Grams: NCT

‘o N-Gram Procedure with Differentiél' weighted Grams: DIF

o N-Gram Procedure with a specific ihreshold e.g. 0.75

o Light-10 Stemmer: L10

o Simply Expanded Query: EXP

o Expanded Query with Term Count greater than 2: GT2

0 Expanded Query with Normalization: NRM

o Expanded Query with Weighting according to Sim Coeff: WSC
o Expanded Query with Weighting according to Term Count: WTC

Techniques for N-Gram procedure are sometimes represented by combinations of codes
to emphasize the particular property of the procedure being compared. For instance, when
compar'ing N-Gram parameter combinations, L10_NG_DIC BND represents N-Gram
procedure involving light stemming and boundary N-Grams using Dice’s measure for

similarity calculation.

4.2 Results, Data Analysis and Discussion

In this section we present the results of the experiments conducted. We first start by
presenting the results for highlighting the importance of using the hybrid N-Gram based
stemming approach. Thereafter the results for different parameters for N-Grams using the
two measures of association, Dice and Jaccard, are evaluated. The best threshold level is
also obtained empirically. Finally a comparison of the best hybrid N-Gram procedure
approach is compared to simple and straight-forward light stemming approach using the

industry recognized light-10 stemmer.
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42.1 No Stemming and Hybrid Stemming

We first start by comparing search based on index of document without any stemming
(normalized and stopwords removed) to N-Gram based Stemming and hybrid N-Gram-

Stemming (which includes N-Gram procedure as well as light stemming):

Experimental Runs:
e Raw, non-stemmed retrieval: NoST
¢ Raw, non-stemmed N-Gram based retrieval: NoST_NG
¢ Stemmed(light10) N-Gram based retrieval: L10_NG

Comparison is shown in the figure 4.1.

No Stemming vs NGram and Hybrid

£

.g —o—NoST

s -a—NoST_NG
o ~- L10_NG

0 01 02 03 04 05 06 07 08 09 1
Recall

-

Figure 4.1 : Comparison of N-Grams And Hybrid N-Grams Against Unstemmed Document Retrieval
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Results Summary:

Run ID . Rank*‘ P-Value** , Significance***
NoST 0 .

NoST NG 1 0.0526 " Slightly Insignificant
L10 NG ' 2 <0.0001 Highly Significant

* Higher rank shows better performance

** Relative to NoST.

*** 4 pevalue < (.05 shows significant improvement

Analysis of Results:
e Without using Stemming, the use of N—G;ams for conflation, showed
improvement but slightly insignificant.
e But, when we applied light10 stemmer before N-Grams conflation (Hybrid

‘Stemming) the improvement is highly signiﬁcant

Discussion:

Previous researchers (Mustafa and Radaideh, 2004) working on non-standard TREC
Dataset showed no significant improvement in results using N-Gram procedure; so we
first showed the comparison of plain non stemmed index retrieval (NoST) to an expanded
query using simple (Adamson’s) N-Gram procedure (NoST _NG) as seen in figure 4.1.
This result tallies with the previous work showing pure N-Gram based stemming to be

not very fruitful.

Also, as De Roeck and Mustafa determined in their experiments that combining light
stemming with N-Gram procedure (Hybrid Stemming) showed considerable
improvement in results. Hence, our experiments with Hybrid Stemming (L10_NG) show

considerable improvements over unstemmed non N-Gram based retrieval No_ST).

So far these results are in accordance with the results of past research on wordlist. This
Wwas our motivation behind adopting and further researching this particular technique for

stemming. The results have been confirmed using a large-sized standard TREC Corpus
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which was not available at the time of research of the studies carried out by these past

researchers.

Before we go on to investigate the various parameters for N-Gram Procedure we will first

see how we expanded our query in order to achieve the best results.

4.2.2 Query Expansion

In section 3.3, we discussed several methods of expanding the query which incorporated
all the word variants of a word. We experimented with all the different methods outlined
in the section.
Experimental Runs:
¢ All words in the conflation class expanded: EXP -
¢ Only terms with Term Count (TC) greater than 2 in dataset expanded: EXP_GT2
e .TC>2 and Normalized: EXP_GT2 NRM
e TC> 2, Normalized and weighted according to SC: EXP_GT2_NRM_WSC
e TC>2, Normalized and weighted according to TC: EXP_GT2 NRM WTC

Comparison is shown in the figure 4.2.

Results Summary: ,

Run ID Rank P-Value* Significance

EXP 0

EXP_GT2 1 - Highly Insignificant
EXP_GT2_NRM 2 0.484 Insignificant
EXP_GT2 NRM_WSC | 3 0.2061 Insignificant
EXP_dT2_NRM_WTC 4 0.0003 Highly Significant

* Relative to EXP.
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Query Expansion

——EXP

—=— EXP_GT2_NRM
EXP_GT2_NRM_WTC

~~~~~ «EXP_GT2

—%— EXP_NRM_WSC

Precision

0O 01 02 03 04 05 06 0.7 08 09 1
Recall

Figure 4.2 : Comparison of Various Query Expansion Methods

Analys;s of Data:
e No improvement could be seen by excluding words whose count is less than 2 in
the corpus as we had thought.
e As expected normalization did help to improve resﬁlts but not significantly
e Incorporating weights showed marked improvements:
o With SC weighting the result showed little improvement

o But with TC weighting the results are much better

Discussion:

These results show that normalization and appropriate weighting is of critical importance.
Using enly normalization gave equal weightings to all the words of a concept which does
not take into consideration the relative importance (usage) of the word in the dataset. The
best result obtained using normalization and weighting based on Term Count shows that

there are varied term frequency counts in the corpus literature some having very small
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value while others very large; hence the weight assigned to the words according to the
term counts helped to boost the results remarkably. This differential weighting of terms
makes Sense as all words in an equivalence cIaSs are considered to be the same therefore
the different weights assigned only helps to giﬁ/e each word the appropriate importance as
found in the corpus. If same weight is assigne{d to a word which occurs less frequently as
compared to one which occurs more frequbntly then documents cbntaining the less
frequently occufring word would tend to be scored higher by the retrieval scoring -

function thus adversely affect performance.

Next, we investigated the different parameters of N-Grams described in section 3.2 using
the best query expansion strategy just explained. These various parameter were compared
under the two schemes of similarity association measures, the Dice’s and the Jaccard’s

measure.

4.2.3 N-Gram Parameters Using Dice’s Co-efficient

Using the original measure of association in Adamson’s N-Gram procedure (1994), the
Dice’s Coefficient, we first determined a suitable cut-off level of threshold to be used.

Thereafter this cut-off value was used in subsequent experiments with N-Gram

parameters.

4.2.3.1 Choosing an SC Cut-off Value

Starting at threshold cut-off value of 0.75 and increasing the SC cut-off with small
intervai increments of 0.05, we want to find a suitable cut-off value at which the
improvement by a certain increase is significant and subsequent increments are
insignificant.
Experimental Runs:

e Simple Hybrid N-Grams using Dice’s measure with SC cut-off at 0.75:

'NG_DIC_SMP 075 ' '
o Atcut-off 0.80: NG_DIC_SMP 080
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e Atcut-off0.85: NG_DIC_SMP 085
e At cut-off 0.90: NG_DIC_SMP_090

Comparisons are shown in figure 4.3.

Dice Thresholds
o
2 —e—NG_DIC_SMP_075
8 —s—NG_DIC_SMP_080
o NG_DIC_SMP_085
NG_DIC_SMP_090
0O 01 02 03 04 05 06 07 08 09 1
Recall
Figure 4.3 : Comparison of Different Threshold Levels for Dice’s Coefficient
Result Summary:
Run ID Rank P-Value* Significance
NG _DIC_SMP 075 0
NG_DIC _SMP 080 1 0.171 Insignificant
NG _DIC SMP 085 3 0.036 Significant
NG_DIC_SMP_090 2 0.0526 | 0.337** | Insignificant

* Relative to NG_DIC SMP_075
** Relative to NG_DIC_SMP_085
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Analysis of Results:
e No significant improvement is seen at ihreshold level 0.80
e Best threshold level is 0.85 for Dicé’s Measure with the improvement being
significant. : |
e At a threshold of 0.90 the improveinent relative to the 0.85 level is highly

insignificant hence makes it an appropriate value for SC cut-off.

4.2.3.2 Comparing N-Gram Parameters

Using the threshold level 0.85 we will now give a comparison of the three enhancements
made to the simple N-Grams procedure discussed in section 3.2 namely, boundary N-

Grams; Non-Contiguous N-Grams and differential N-Grams.

Experimental Runs:
e Hybrid Simple N-Grams using Dice’s measure: NG_DIC_SMP
¢ Boundary N-Gram: NG_DIC_BND
° ‘Non-Contiguous N-Grams: NG_DIC NCT
o Differentially weighted N-Grams: NG_DIC DIF

Comparisons are shown in figure 4 4.

Summary of Results: ‘

Run ID Rank | P-Value* Significance
NG_DIC_SMP 3

NG _DIC_BND 1 0.095 Insignificant
NG_DIC_NCT 2 0.305 Insignificant
NG _DIC_DIF 0 0.076 Tnsignificant

* Relative to NG_DIC SMP
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Analysis of Results:
o Simple N-Gram procedure turned out to be the best in comparison to all the
‘enhancements done to the technique, though the difference is insignificant
e Worst result is seen in the case of différential weighting, although there too the p-

value shows it to be insignificantly worse.

Dice N-Gram Parameters

Precision

—+— NG_JAC_SMP
—=— NG_JAC_BND
-~ NG_JAC_NCT
> NG_JAC_DIF

S e

0 01 02 03 04 05 06 0.7 08 09 1

Recall

Figure 4.4: Comparison of N-Gram Parameters using Dice’s Coefficient

S

Discussion:

Differentially weighted N-Grams were used by De-Roeck (2000) who got good results
for her data. Using a slightly more refined version of De-Roeck’s differential weighting
scheme, the results we have obtained on TREC Dataset are not so encouraging. In order
to possibly see the failure we looked closely at the expanded query of the differentially

weighted N-Gram conflation techniques which can be seen in table 4.1.
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Original oY 2 3 ) Syl el o
Stemmed e plle pokaal sy LA CA
g aYla AVl e vRe CA
el ple Sl e pa
Expanded | s Al Ay Chue 0 =
(Differential- | <u = pllaa aobuls Lidas 30 Caa je
Dice) o | L s | G
Le La3lud O 5 b ye
e by s 3aS v e

Table 4.1: Expanded Queries of Simple and Differential Weighted N-Grams Procedure Compared

Interestingly, the procedure for differential weighted N-Grams correctly conflates the
word variants of a word in the corpus almost exactly in accordance with the rules of the
Arabic grammar for word formation as defined in the procedure for differentially
weighted N-Grams; but unfortunately the words do not relate semantically very well to
the word used in the particular context in the query. For example the words, e |2 23
;%2 , are variants of a verb which means o parse, having no relation to the word <=,
meaning the Arab World. Similar is the case for the word, u=_=. Although the variants
of the word (=3« are correctly formed, it seems that incorrect forms highly dominate

over the correct forms in the expanded query hence giving us the undesired results.

4.2.4 N-Gram Parameters Using Jaccard’s Coefficient

Like in the case of Dice’ Coefficient, we first determined a suitable cut-off level of
threshold to be used. Thereafter using that SC cut-off value we did the comparison of the

different N-Gram parameters.

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 91




Chapter 4 Results and Evaluation

4.2.4.1.Choosing an SC Cut-off Value

With Jaccard the starting threshold cut-off value of 0.50 with interval increments of 0.1
were used. Again our aim is to find a suitable: cut-off value at which the improvement by

a certain increase is significant and subsequent increments are insignificant.

Experitental Runs:
¢ Boundary Hybrid N-Grams using Jaccard’s measure with SC cut-off at 0.50:
NG _JAC BND 050
e Atcut-off 0.60: NG_JAC BND 060
e Atcut-off 0.70: NG_JAC BND 070

Comparisons are shown in figure 4.5.

Jaccard Thfesholds

—+—NG_JAC_BND_050
—=— NG_JAC_BND_060
-.NG_JAC_BND_070

Precision

0 01 02 03 04 05 06 07 08 09 1
Recall

» Figure 4.5: Comparison of Different Threshold Levels for Jaccard’s Coefficient
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Chapter 4
Summary of Results:

Run ID Rank P-Value Significance

NG _JAC_BND 050 0

NG _JAC_BND 060 1 0.017* Significant

NG JAC_BND 070 2 |- *x Highly Insignificant

* Relative to NG _DIC SMP 050
** Relative to NG_DIC SMP_060

Analys;s of Results:

e Significant improvement is seen at the cut-off level of 0.60

¢ No further improvement was obtained at the level of 0.70 and above.

4.2.4.2 Comparing N-Gram Parameters

Here we will illustrate the results of only one of the three varied N-Gram parameters over

the simple N-Gram procedure namely, Boundary. We chose to ignore differential

weighting and hence non contiguous procedures for N-Grams as it did not turn out to be a

promising approach as seen in the case of Dice’s Measure N-Gram Parameter

comparisons.

Experimental Runs:

e Hybrid Simple N-Grams using Jaccard’s measure: NG_JAC_SMP
e Boundary N-Gram: NG_JAC BND

The comparison is shown in figure 4.6.

Summary of Resulls:

Run ID Rank P-Value* Significance
NG_JAC_SMP 0 ,
NG_JAC _BND 1 0.058 Slightly Insignificant

* Relative to NG_JAC_SMP
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Jaccard N-Gram Parameters

—o—NG_JAC_SMP
—a— NG_JAC_BND

Precision

Recali

Figure 4.6: Comparison of an N-Gram Parameter using Jaccard’s Coefficient

Analysis of Results:
e Using Boundary N-Grams gave slight improvement over the simple N-Grams

approach.

Discussion:

The radically different effect of using boundary N-Grams in the case of Dice’s and
Jaccard’s measure is a rather surprising result. Including boundary space tends to lower
the SC value of words with dissimilar boundaries. This drop in SC value appears to have
a significant impact in the case of Dice’s measure, considerably reducing number of
words conflated and hence deteriorating performance. Experiments we conducted by
lowering the SC cut-off for Dice’s measure with the expectation to increase the

conflation class size but did not help to achieve better performance.
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4.2.5 Dice’s vs. Jaccard’s Coefficient

Now we wished to compare if using Jaccard’s measure would give any advantage, as
asserted by De Roeck (2000) (see section 3.2.3), over use of the originally proposed

Dice’s measure in Adamson’s approach.
Experimental Runs:

e Hybrid Simple N-Grams using Dice’s Measure: NG_DIC_SMP
e Hybrid Boundary N-Grams using Jaccard’s Measure: NG_JAC BND

A comparison showing the best performers in each approach are compared in figure 4.7.

Dice's vs. Jaccard's Measure

—+— NG_DIC_SMP
—s— NG_JAC_BND

Precision

0 01 02 0304 0506 07 08 09 1
Recall

? Figuve 4.7: Comparison of Dice’s and Jaccard’s Measure
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Summary of Results:

Run ID Rank | P-Value* Significance
NG_DIC_SMP 1 -
NG_JAC BND 0 0.233 - Insignificant

* Relative to NG_JAC _BND

Analysis of Result:

e Dice’s measure using simple N-Grams shows slightly better performance than

‘Jaccard’s Approach

Discussion;

De Roeck’s claiming better performance using the Jaccard’s measure appears to be
invalid. This and previous experiments establish. the superiority of the original
Adamson’s approach using simple N-Grams and Dice’s coefficient for association over
all other variations proposed in the past by researchers. Despite the added intricacies in

the variation of each N-Gram procedure they failed improve retrieval performance.

Now that we have the best hybrid N-Gram procedure for stemming we wish to evaluate
its performance against the industry’s well-acknowledged light stemmer, the Light-10.
This will give us a true idea of how good our hybrid stemming approach really is in

comparison to simple light stemming.

4.2.6 Hybrid Stemming vs. the Stemmer, Light 10

Our Hybrid Stemming approach itself incorporates the light stemmer, Light-10. By doing
a comparison of Light-10 with the Hybrid N-Gram stemmer we will determine how much

better, if at all, is the hybrid approach over and above the light stemmer.
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Experimental Runs:

e Lightl0 stemmer: L10

e Hybrid Stemmer:Light10 + N-Grams(simple, using Dice’s measure): L10_NG

The comparison is shown in figure 4.8.

Light10 vs. Hybrid

c
5 —e—L10
8 —u—L10_NG
n- e e e b
L
Recall
Figure 4.8: Comparison of Hybrid N-Grams against Light Stemmer, Light-10
Summary of Result:
Run ID Rank | P-Value* Significance
L10 0
L10 NG 1 0.245 Insignificant
* Relative to L10
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Analysis of the Result:
o -Hybrid stemming appears to be very slightly better than the light-10 stemmer

Discussion:

Here we see a twist in the tale: The superior performance of the Hybrid approach that we

saw in the figure 4.1 was in fact due to the high quality light 10 stemmer. As the results

here show that the combined approach virtually gave no improvement over the retrieval

»

performance of the light-10 stemmer. Since no researcher in the past has really given

such a comparison we were deluded by the improvement of the hybrid approach to be

actually of the N-Grams procedure whereas in-fact the real role played in the

improvement of the hybrid approach was of the underlying light stemming that is

incorporated.
Original ol sl 8 AW Clian gl 5 ya all () g3
Stemmed | w_= plle p sl o R O
(VYoV Ve | (8Y v Af)adle [ (0N V)l [ (CAAMA)uuse | (YAYA)Gme [ (V2 1TY) 08
(Yor)alas [ (YO)SY | (V1T Cuusmna
' (1)ldle () z)em“t.}
(*V)allal (T)pdulS
Expanded (£)dlaal (1 V) eShuad
() ¥)altas (A
. (£)alaS (VUEAA) DL
(£)udhs
(7 )l
Table 4.2: Hybrid N-Gram Expanded Query with Term Count
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A closer analysis of the data reveals the reason of the failure of the Hybrid stemmer.
Consider the original, stemmed (using light-10) and eéxpanded (using simple Adamson’s
N-Gram Procedure) query along with the term counts of each term in the corpus, shown
in table 4.2 (on the preceding Page). The table shows the expanded query of each
stemmed word from the original query along with each expanded word’s term count in
the corpus. This expanded query shows that although the N-Gram procedure has done
well to identify most of the word variants in the corpus literature which is why past
researchers got good results for the hybrid approach, but these word variants are so few in
number in comparison to the stemmed words that they hardly showed any improvement
in the over all performance. Only one word variant in this query, »>= gives comparable
term count to it original stemmed word a3l but the word, a2\, itself is not directly
related to the sought word, a2\, It seems obvious that light-10 stemmer with its
carefully selected list of affixes was able to conflate of most of the word variants
occurring in the corpus literature. These few variants that are missed out by light-10 are
in any case present in the documents containing the high frequency occurrences of the

stemmed conflated words.

4.3 Evaluation

The main reason of the N-Grams technique’s failure to show an improvement over the
light-10 stemmer is stated as follows: Light-10 is a very robust well tested stemmer
which conflates most word variants. Arabic text, specifically newswire, contaihs SO many
definite articles that most word conflation is accomplished simply by kremoving the
definite article J! (Al) and its variant found in light-10 suffix list. The conjunction 3
(waw) and most of the other frequently occurrmg suffixes which are removed by the
light-10, misses out only a few occasionally occurring variant forms of a word. These
occasional forms are also likely to occur in the same document as the other forms, so the
documents that are retrieved by the light-10 are most likely to contain the missing forms
as ‘well, without losing out on performance. It is these occasional forms that are captured

by the N-Grams matching technique but unfortunately do not show much improvements
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in the overall performance since it retrieves almost the same documents that have been

retrieved by Light 10 stemmer.

4.3.1 Original Contribution

In this work we have accomplished the following novel tasks which have not so far been

given attention by any researcher:

e Design of an Arabic Information Retrieval system based on Hybrid N-Gram for
conflation of words.

o Evaluation of the Hybrid Technique using standard TREC Dataset.

o An unprecedented comparison the Hybrid approach against the industry
\recognized light stemmer, Light-10.

e We successfully used a novel query expansion technique to accommodate

conflation classes

In the past, due to absence of standard sizable datasets much work on Arabic IR has been
unaccredited. For stemming which is critically important for Arabic it is difficult to show
the accuracy of a particular technique unless it is tested on an actual document retrieval
system. Use of wordlists, in the past, to evaluate the performance of a stemming
technique does not necessarily indicate a good retrieval performance. The words retrieved
for a particular technique are judged relevant or irrelevant according to the dictionary
meanings of the words retrieved. This is misleading as each word in Arabic, without the
use of diacritics, can be a noun or verb having various meaning; in an IR system the
documents contain the words in a particular context and therefore the stemmed or
conflated word classes must conform to the meaning of the word used in that particular
context. The true realization of a particular stemming technique needs to be evaluated on
a document retrieval system using a sizable dataset such as the TREC dataset which is
exactly what we accomplished in this research. The true standing of the hybrid stemming

approach has come to light as a result using a sizable corpus for evaluation.
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4.3.2 Impacts of this Research

&

So far there is no standard stemmer available which is used to stem Arabic. This is in
contrast to English for which there exist several standard stemming algofithms such as

the Lovin’s and the Porter’s stemmer. As we have éeen and mentioned before that Arabic
| is a Language which contains many inflections of a word while being a morphologically
complex language. Little work that has beeﬁ done on stemming for Arabic so far has
shown-"co give significant improvements in the performance for retrievél. This research is
at a preliminary stage. With very few datasets available for testing and evaluation, the
stemmers have so far been tested for a particular dataset and not evaluated as to how they
would fair on other types of datasets. This area of work .holds lot of promise for Arabic

IR.

Our work was to investigate a particular technique for stemming Arabic text. Through
this work we have managed to bring to light the weaknesses and strengths of the
investigated technique which in the past showed promising results. The technique lacked
credibility as it had not been tested on any standard for the world to judge against. Hence,
there was a question mark about the usefulness it holds for Arabic IR. Also as a result of
this work we again brought to light the supremacy of the Light-10 light stemmer which is
gaining recognition in the research community and would probably become an industry

standard stemmer for stemming Arabic text.
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5. Conclusion and Future

Research
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5. Conclusion and Future Research

5.1 Accomplishment of Qur Objecﬁves

In thisresearch we have accbmplished our objectives that we had stated in section 2.6.

The three key issues that were catered to in this work, as stated in the objectives, were

verified experimentally:

o Design of an Arabic Information retrieval system to determine Hybrid Stemming
Superiority. The degree of improvement in retrieval performance of pure N-Gram
matching based stemming and the Hybrid stemming approach over raw (unstemmed)

retrieval.

o N-Gram Parameter: The effect of variation in the parameters of N-Gram procedure in

the net retrieval over the traditional Adamson’s N-Grams approach.

*

o Comparison to Light-10: How well does the Hybrid approach perform against the
industry-recognized stemmer, Light-10 by Leah Larkey.

The outcomes of these experiments are summed up as follows:

Hybrid Stemming Superiority: Research in the past showed pure N-Gram approach not to

be a good performer for Arabic text. However, as experimenter showed that by
performing light stemming before doing N-Gram matching can considerably improve the
results of the retrieval. We carried out this experiment on the TREC 2001 dataset and the
results confirmed the outcomes of results of past researchers. It showed the pure N-Gram
approach to be insignificantly better but the hybrid approach to perform significantly

better than raw unstemmed retrieval.
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N-Gram Parameter: We experimented with altering several N-Gram parameters, namely

) inc]yding Boundary Spaces (ii) C»haracterAContiguity (iii) Differential weighting (iv)
Measure of Similarity, and (v) Threshold cut-off level. We found that there was
insignificant difference in the performance by accommodating each of the parameters
with traditional Adamson’s approach, involving simple contiguous bi-grams with one
" character overlap without the use of boundary space using the Dice’s coefficient of
association, giving over all best performance. "

Use of differentially weighted N-Grams :based on presence of morphemes thus
contaminated the purely statistical nature of N-Gram matching. But results obtained were
not encouraging as past researchers have thought it to be. Although using this technique
gave us word variants conforming to grammatical rules, but the class tended to more

often include unrelated forms of the noun/verb in context.

Comparison to Light-10: Comparing the combined, hybrid techniques (Light-10 and N-

grams procedure) gave us an eye opener result. The actual deceptive superiority of the
hybrid approach, seen in the first experiment, was in fact attributed to the underlying light
stemmer; N-Grams matching hardly played a part in the improvement of the result.
Closer analysis of the data revealed the cause of failure of the Hybrid approach. The word
variant; expanded by this method included valid and relevant words but these variants
were so few in number in proportion to the light-10 stemmed words that they received a
very low weighting in the expanded query to have significant effect on retrieval

performance.

5.2 ‘Conclusion

We have seen that stemming is of key importance having a large effect on Arabic
information retrieval, far more than the effect 'found for most other languages. The results
obtained from the first experiment showed the clear difference in the results with the light
stemmgr light-10 outperforming the unstemmed retrieval. This is consistent with the
hypothesis of Popovic and Willett (1992) and Pirkola (2001) that stemming should be

particularly effective for languages with more complex morphology.
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We have compared light stemming with several different variations of N-Gram stemming
- approaches some incorporating morphological concoctions: performing. lighting
stemming before N-Grams; differentially altering N-Gram tokens based on presence of
inflectional morphemes. Although the hybrid N-Gram stemming (which incorporates the
light stemmer) can equal the light stemmer, we have not been able to attain significantly

better performance using the hybrid approach.

Why would the sophisticated hybrid N-Grams procedure not perform show significant
improvement over a simple stemmer? The main reason of the N-Grams technique’s
failure to show an improvement over the light-10 stemmer is that the Light-10 stemmer is
a very robust and well tested stemmer which conflates most word variants giving little
opportunity to N-Grams technique to improve performance. Similar results were obtained
by Larkey et al (2005) while comparing Light-10 to morphological analyzérs. There too
the simple light-10 performed at par with the sophisticated technique of morphological
analysis. They, like our-selves, also noted that it is sufficient for information retrieval that
many of the most frequently occurring forms of a word be conflated without the need to

worry about the less frequently occurring forms.

Although the word variants conflated by the Hybrid stemmer do have a high level of
accuracy, it just so happens that the particular corpus on which the evaluation has been
carried‘out contains few occurrences of the word variants in the conflation class. The
inefficiency of the Hybrid approach is seen to be so, for the case of Arabic newswire text
which contains formal terminology. Perhaps in other less formal document sets one
would expect more occurrences of the other word varian;ts to be seen, which the Hybrid
technique conflates, in which case we would expect a definite improvement in

performance.

N-Grams based string matching has other disadvantages too. There are factors which

make this approach unfeasible and impractical:
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@) ’O(nz) cost of computing the word similarities of all the unique words in the
corpus collection. This is exorbitant given that each corpus may contain over a

few hundred thousand words.

(i)  The high storage requirements for keeping track of all similarity values which is

.again o).

In the light of the studies in this research we Kave been able to identify the weaknesses of
the N-Grams matching with application to a practical retrieval search and standard
evaluation dataset. The superiority of the simple light stemmer, light-10 has once again
come to light, remaining unchallenged and being so far the best recognized stemmer for

Arabic 'experimented with at TREC.

5.3 Future Work on Stemming

The need to use stemming for Arabic retrieval has become well established. Even though
the Light-10 stemmer has proven to be effective, further comparison and investigations
for stemming algorithms in Arabic are needed. Exploring different algorithms as we did
in this study may lead to a successful stemrﬂer; either the Light-10 becomes a standard
stable algorithm or a better one may be found. These studies are only a.beginning.
Refinements to build an industry standard stemmer for Arabic as the Porter’s or Lovin’s
Stemmer have become a standard for English language, improvement along the following

lines could be explored:

Improving N-Grams: More Intelligent and carefully determined differential weighting
schemes could be explored which assign lower weight to less likely affix N-Gram tokens.
This technique perhaps if intelligently used still does hold a promise as it can handle both
affixes’and broken 'plurals. Developing a stemming algorithm that can better handle the
broken plurals in the Arabic language without making too many mistakes could be very
useful for retrieval. The N-Grams based stemmers that were used in our study did handle

this problem reasonably well but not all word forms were captured. The Arabic language
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has a considerable number of these broken plural words, and if there is an efficient
algorithm that can reduce them to their singular form, it could improve the retrieval

results significantly.

Light Stemming: A more intelligent and sophisticated light stemmer could be explored; an
algorithm could be explored which carefuliy analyzes‘ the pattern of a word before
applying a particular kind of affix removal. Arabic text tends to have recurring suffixes
which tould be removed recursively at each stage. Three letter affixes which are also
quite common in Arabic could be appropriately removed by giving consideration to the
length of a word. Similarly infixes which tend to form word pattern can also be identified

and carefully removed.

Morphological Analyzers: Perhaps a better morphological analyzer and better use of
morphological analysis to conflate words, could work better than a light stemmer as
studied by Larkey et al (2005). They had only tried a few “obvious” alternatives to
improve the performance of a morphological analyzer. Ultimately they claimed that one
would like to be able to conflate all the inflected forms of a noun together, including
broken plurals, and all the conjugations of a verb using morphological analysis, which at
the moment is not possible. Clearly, they believe, there is room for future work that

makes intelligent use of morphological analysis in information retrieval.
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Appendix A. Corpus Sample
Sample Document from Arabic Newswire LDC Corpus

<DOC>
<DOCNO>19940520_AFP_ARB.0001</DOCNO>
| <HEADER> : j
J0LA) Uy gS/A galt ANS g ¥ Al bl pajd AoV g £ e a ey
</HEADER> ' :
<BODY>
<HEADLINE> : f
KHT; LS Lyl il ) ulaa 41 4 00 ABUl 4,8 alf A28 oY
FI WA
</HEADLINE>
<TEXT>
<pP> '
LsS Of Araall Gupedd) (il 45 0l ol (B Ay, 10 At 405 sl clef - (@ dif) © -0 ¥ Ld
ST ey Lo Cupming (B il gliga dunad Bk 5 LAY (5 g5l Joliall Gyl oy Ailatl
Gt udaa (M & 1 (i) M eililadal) (3USY,
</P>
<pP> :
b Ll Cpaga sl Cpdihall Ga (3 d ool agadll 138 B 50 M Gl NS b gt S84
il 38 Seliall Qb &y i les o 19381 B9 Adladdl U 68,
</P> '
<p>
LS () Olgr e i) (M 1 pgd Jlay o Bl g (AiSaa A il lae ff A LA Ot ol
Lila g yas Loy Aataiadl 481 pall ilpf Y 4y g palt b il LB Adlad),
</P>
<p>
Y a) ites B Atladdh | )e8 ils 13 Laa 5L (gt Ay H30) A3URY A8 gal) ANl o M Ly
63 g 3all wiual (5 9 puall o g g% hall Ll A daladliuad (S s adiall 368 gl o i3,
</P>
</TEXT>
<FOOTER>
R AR CYA YA T
</FOOTER>
</BODY>
<TRAILER>
634002 £9 (sl uaa
</TRAILER>
</DOC>
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Appendix B. Query Set
Arabic Newswire LDC Query Set

Query | Translation Query
No. .
1 Performing Arts and Islamic | o &l Claiall 5 paall (g8

Institutions in the Arab World

gridl pllad

2 .| Arab consumption of Arab ‘and | 4l s duall Ll Gl Dighal
' western ’ . , _

Cinema

3 Arts in the Arab World after the Gulf | aall alladl b zaddll caja ay ¢ gidll
War

4 Naive painting and Westerners in the | Ghsll 8 Comall 5 4ubill pgu)l
Arab world @Al

5 .| Traditional craftsmen facing | b sleiSill dgal ga A ¢ gtilll £ liall
technology

6 Major Arab cities and new ways of Epall Gkl g Lol Gaall clyys
Advertising Jeatd

7 Criticism and political poetry in the | all alladl & abusdl 2 &0 g adil)
Arab World

8 Arab children and Arts in primary | casdl & Ggill 5 ol Jikl
and high schools Ay 400 g il

9 .| War victims, plastic surgery and | Alaadl) dalall ow Gl Lk
Islam plua¥!

10 Polio eradication in the Middle East | @sdli A Jubyi Jl& o gLl

b g

11 Measles immunization campaigns in | @&l 2 duaall Lo pAll claa
the ‘ g ’
Middle East

12 Bilharzia/Schistosomaisis prevention | jaa ,d Lulgldl aia
in Egypt

13 Theater in Egypt 2aa b r sl

14 Israeli tourism in Jordan SN (A il ) Lalpad)

15 Satellite TV in rural areas Ldy )l gl A Loladl) i gl

16 Environmental protection laws in | s & fdl Llea il 58
Egypt

17 Israel's nuclear capability St (g8 Ay g gl B LiSH

18 Egyptian-Libyan relations during the | <lmedll e Ul Ll § jeaa G cilBal)

| 1990s
19 Alexandria libraries 40N e,
20 Tourism in Cairo 5 alal A dalul)
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Query

Query | Translation

No. ~

21 | Significant archaeological finds in the | jadl ddhia & Laa 40 L)
Dead Sea area Caall _

22 Local newspapers and the new press | sl dlaall ¢sild o 4dall ciauall
law in Jordan ' il b _

23 Information technology and the Arab | jall pllall 5 Clagladdl pac
World :

24 Water resource problems in the Nile | saly oasa B oluall 3jlge OIS
Valley 4 Jall

25 European and American roles in|4de & Sy ao00¥ gl

Middle

S s (3800 b alal
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Appendix C. Relevance Judgments

A Sample of Relevance Judgments Against LDC Corpus
(Taken from Abu El-Khair, 2003)

Query Number

Document Number

T Total Documents

10

19940921_AFP_ARB.0058

19980713_AFP_ARB.0094

19941020_AFP_ARB.0025

19980911_AFP_ARB.0122 |

19941027_AFP_ARB.0147

19990202_AFP_ARB.0001

19941219_AFP_ARB.0030

19990316_AFP_ARB.0028

19950110_AFP_ARB.0084

19990316_AFP_ARB.0124

199501 10_AFP_ARB.0085

19990629_AFP_ARB.0158

19950125_AFP_ARB.0156

19990630_AFP_ARB.0068

19950221_AFP_ARB.0150

19990701_AFP_ARB.0081

19950306_AFP_ARB.0095

19990719_AFP_ARB.0126

19950307 _AFP_ARB.0026

19990920_AFP_ARB.0100

19950318 _AFP_ARB.0065

19990923_AFP_ARB.0050

19950614_AFP_ARB.0062

19990929_AFP_ARB.0092

19950614_AFP_ARB.0063

19991003_AFP_ARB.0253

19950926 AFP_ARB.0030

19991013_AFP_ARB.0078

19951001_AFP_ARB.0089

19991013_AFP_ARB.0105

10951001_AFP_ARB.0090

19991029_AFP_ARB.0082

19951021_AFP_ARB.0063

720000106_AFP_ARB.0032

19960205_AFP_ARB.0090

20000131_AFP_ARB,0104

19960304_AFP_ARB.0079

20000313_AFP_ARB.0088

19960724_AFP_ARB.0067

20000314._, AFP ARB.0166

19970213_. AFP _ARB.0068

20000328_ AFP ARB.0068

19970311_AFP_ARB.0069

20000421_ AFP ARB.0047

19970509_AFP_ARB.0137

20000425_A AFP _ARB.0081

19970530 AFP_ARB 0096

20000425_AFP_ARB.0108

19971015 AFP_ >_ARB.0056

20000516 AFP_ >_ARB.0072

19971015_AFP_ARB.0075

20000907 AFP ARB.0039

19971020_AFP_ARB.0090

20001018_AFP_ARB.0022

19980312_AFP_ARB.0114

20001022_AFP_ARB.0002

19980529_AFP_ARB.0097

57
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Appendix D. Trec_Eyal Output Sample
Treceval Evaluation Stats Output Sample
for Run DICE SIMP 75

Summary Statistics
Run ID: : DICE_SIMP_75
Number of Topics: 25
Total Number of Documents over all Topics ‘
Retrieved: ‘ ' A 25000
Relevant: - 4122
Rel-Ret: 1633
Recall Level Precision Averages Document Level Averages
Recall Precision Precision
0.00 0.7859 At 5 Docs 0.5440
0.10 0.5000 At 10 Docs 0.5200
0.20 0.3980 At 15 Docs 0.4960
0.30 03112 At 20 Docs 0.4640
0.40 : 0.2543 At 30 Docs 0.4187
0.50 0.1513 At 100 Docs 0.2836
0.60 0.1200 At 200 Docs 0.1994
0.70 0.1032 At 500 Docs 0.1112
0.80 0.0300 At 1000 Docs 0.0653
0.90 0.0300
1.00 0.0300 R-Precision (precision after R (=
num_rel for a query) docs retrieved):
Average precision over all relevant docs

Non-Interpolated: | 0.2175 Exact: | 0.2681
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Appendix E. Selected Expanded Queries

Expanded Query for Run Id,
LI10

TQid: 1> we Jle el{‘ e pae O
Qid: 2> @ wue bwu e Dl
Qid: 3> we dle cah s O
Qid: 4> e Oby g Lhiasm)
Qid: 5> La sl siSianl g0 MlEi plina
Qid: 6> el duaa Gk e (a8
Qid: 7> ce lle (baa el S8
Qid: 8> 5l elaid usfae O3 e Jib
Qid: 9> Pl draighse a Yo
Qid: 10> Jauss) 555 Jlikal QL3 elisd
Qid: 11> by 3,8 Guas zilides
Qid: 12> yas b el e
Qid: 13> sas g
Qid: 14> 03 Jiih ul o
Qid: 15> s (3hlie ¢luind 58
Qid: 16> s digrlen 58
Qid: 17> il 5 £l
Qid: 18> gt el L) yome (e

Qid: 19> Ll Lia

Qid: 20> U Fhw
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Qid: 21> e s hae oo il LS|
Qid: 22> o)) s Cilaa fi Jan Cinia
Qid: 23> e dle aglas pac

Qid: 24> i 3 Gasa e 3 se JSa

Qid: 25> el Gy pYudae yyal izl oy

Expanded Query for Run 1d,
: NoST- NG

Qid: 1
s sally ssn pall Sassapall g Sl sall G g2 gm ol G jally G sedly Gyl i 58 05l G5 058
Ol A4Sl Aga Y dpadlaad adtad) 4padal) s 4Dl il poll AT Ball il pall o pal Cilasns 3alld
el g el padl Jladh el e lladly Allalld alladt allall g dalladt allall pltad lladl dgadlusdy Sl 5 el
Gl (o padls o el

. Qid: 2
Mot M 1 Mai ) DL o) SIS By Pt S1NL 1 Sl & Y
S gl S gl LSl SO ISl @Dl g ASMgTu e@gin ity elDgiu) i d)\.g.m*
Al g el lainall el Laigal] g Laiguadl G jad Gajall g 4y el jadld opalls (ajadl el LeSaLY @DginYl
A A (ol A g padl A e el dan sl g alla 4y el

Qid: 3
ALelly Nals ] (Mall g Al ol alad il sl el il sl g sl o i 5l 5 iy il
Gl adl adl g el g el pall Jladl Ll Qe

Qid: 4
A all (ol a5 Ola gl (ke sV Ol sl s sl g 0 gAY (bl g kel gua 31 gua M gan W gua W g gl
ualt aally g all g el

Qid: 5
b 51K 4l 50 dgad s 4gal 309 460! 31 Aganl sal 4l 0 (0 20l (gl () ol e licall deliall pliall
LU PP REUP P R P R PR PR PR P PET TR i PR R PP IR R PR 1
. A 5l Sl g i il

Qid: 6
Gkl y Bl 4 jal (g yalh s sadl Ay jally 4 jall g 4 el g adl Gl aall cpaally aally il aadl 35S el S
Cysall dnally aaall 3yl 8yl (3 ,ally
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_ Qid: 7 o .

Glanabaall Glandaadl Gualal 4sutiadl (! g"“t:‘“‘]' oyrdll yeilli g2l ‘5_):.5]‘ Jrdll g paddl a4 a2illy q.\n“ asil)

2ol adl g am el Ay el el Jlalt Ll Gl MM@"‘“"“?M‘MJNN\ Allall allad SMadh bl 5 iyl
ol _

Qid: 8 ’ - 3 - . .
oaotaalt 5 ¢y gl g 0 33l ¢ gl el el o oall g el dggpall g el calall Jilal Jadally adidall Jilall g Jadall

. Qid: 9 :
Axlyall Goad sall G pall Copalli 1 adl 4psall Gsally alls Coal Ulasay Yaa g silaa Gl Uaa
ok a3l MYy Akl a2l Sa¥1 S daliend Jaeadll 4sdiaall 4al jad 21 jall 4al ol

Qid: 10 o
AULY YUkl y JibYG JUb (kY Jikyl y JilY Ykt Sk Ja sl oLl oLisilli olasill y oLisill
Lo g¥ Jana g g1 Jas g 5 Ja g W9 5l (3l (Bl (30 (3 Jlikel JikYIS

- Qid: 11 |
dasa 9 o g Y1 daa g¥1 g Jau oW1 (380 N (3 g (BN 3,00 (500

Qid: 12
e L el L el s Ll L el aia

Qid: 13
' et g paal o psally 2 asall g oa puaall = pesall

Qid: 14
(il g i pa¥Y bl Y dabit ¥l g 4l yuYt q.h:\bu‘ﬂ Al Y Cl:.\“-" dabiadl datudl g 4atudi
Ortalai oV gl oY g bl puntY Cith a1 g Al a1 Lt pas Ak yuad i oY aliih pua i yuay
Y QYL AN G,V GV a3V 03 W5 AN skt ¥ bt ) bl )

Qid: 15
4 5l g il daliall (3labial (3labialld (3hbiall g (3halially Blaliall iluaill g il ailindll y agilondll el giily ol gl
A

Qid: 16
v 4l il g Al dglend Ay e dilan (ol il i ol s Al 5 o iy (ol 8

Qid: 17
dﬁ‘y\gdﬁ‘yﬁdﬁ‘y\} d:.\:\\_)u\‘,q_\:\:\‘)u\ dgi\y\gjﬂ‘hd‘,ﬂ‘Judj‘,ﬂ\Md‘,ﬂ‘ o;ugot;ug\._\o;us.‘buug‘
g-‘.-!:“.)“‘" g,r‘:“‘.)“‘y “-.'JX:!:‘L)““ O:?l.'l:“)““ 9-‘:‘-“,)“‘" d:.‘:“,)“‘YJ 4:.‘l:!:"‘)"'“‘ -".'.‘L‘:".)““ Q:".)““ d:‘:‘\.)"“ d.-!:“.)““-s ‘d.?:".)““ d:-‘:“)“‘”
ottt et L il g Jh ¥
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Qid: 18 |

LS L Ly Ul e 4S8 il B CiliBNally g 8] BNl ABSAS AESlly AR g B
T Ol gl g Chigenll U op 1 oL o1y #U81 (ad ] Landly Ll

~ Qid: 19
A )it Sl 4y jaiSii 4).\.\5....‘;{1 A iS4 HaiSi g 4a S LSk GiliSa g Clisa

Qid: 20 '
Q\A_)Am\ _)Am‘ a_)h\:d a}\.ﬂ\é a_)h\:e.“_’ o_)h\.ﬂl.rl a_)AG.“ CL*“'" AAL).ML“J 4;1._“;“_, ﬁw‘

Qid: 21 _ N
adlga Lgalga Al 4y i (il 4 jil g 4y i aglELEESH LHELAIS) CHELAIY LAISH ATELATSH ChBLASSY iLaas] y il
gl dalgal Lgalgony gl Lpalgal Ll Al g eal (galgen Lpale daliar Ll Leal g plss Lgalel pgalen ol Lgal ples
Cuadl 7l jadd ol jadl g sl g aall jaudt (Bhaia dibic agilaic Allaial 4ihaic § Lgihic dilaie 4ikais dlolga Lalgs
Cyal gl oalpall Cupall g Cupaalt ddall

Qid: 22 _ .
OJ]L@@)}GU_,SGO}SGJO}S@O)JGUM‘M\JM\M@AA&MM‘L_EAAAS.‘JUM.“'—
GV A9 a0 g a1 gaadl waally cpauaall sapaall gusall aaall Gilaall ditaally dilaall  dilaall ) g6l
GAOY BT gL o,V

, Qid: 23
sbeall o ghea y e glaa Cila sleall e shadll g 4iita sleall e gleal il slaally e slaall e glaally il sladl jome
l. Sl gl ; a5 pal g jall et Jladt bt alle Al Al adlalt oHall g dalal allall allad el cilaladl

Qid: 24
b‘:\A]‘_’b‘:IA]L_Ib‘:IA]‘ )\JA.\_)\_’.\)\JA!JJ\JAJ.\_)‘_,A;\bJJ‘_,AJJ‘JA)\S&AQMJQM%QMQM
o bl dill s Qs il (500 55 (gaf 52 () 55 ool 5b 0l g a5 (53095 unal g g s (5305 m g olaal slaalls

Qid: 25
50995 Omag o0V (2905Y Oma Y A sV (2500 gt sall jaal Hgalld Hgally 5 gally e ysall gy gall Al
dnlee land dglany dilae 5 4gdenS dgland e 4S5 W1 (S 3oV Ay 5 5Y (290 9)Y oy ss¥) il g YW1 (g gy gY)
G2 3o 5 (5 (3 50 (3 2Dl Ul (DUl s TS el Sl WSl L Lpshae s
o g¥ dase s o Jauu 31 5 awa oY

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 122




Appendices

Expanded Query for Run 1d,
L10 NG/NG DIC SMP /NG DIC SMP 085

Qid: 1
Qid: 2
G e i L L (it Lt oy pgSAgid Mgind o3l Wil gy g

Qid: 3
e (el L. e e ]l s o pm

Qid: 4
e by Gt bl Gusa s p s S o s g g La g o g g0 0 g

Qid: 5
Lin 31555 Aal s ) g i po il yas Ayl Ay S S Sy 305 Ly i linm plival i g lica
TS5 Cua ol 935 Sun ol 9385 Ui g 93 L o} 435 L of g3

Qid: 6
Jleaily el Caal s Gyang Uia Cyaad s 35k G e 3 S

Qid: 7
Cupacbpor Chaabos Ll8 LusY Luabd Cabnny (sl Lol Cubans dbauad b Gl ol Lilps (b jad 85
e allaS alley Jladd allad Lalle allas alle QulanlS LlS Gy (ubans¥ Ll Ly Liad ) (b Gl (iada

Qid: 8
G bt ula laa G jlaer g plaad G lae G e Jik

, Qid: 9 .
IS pBaly pDLY w3l laan el draat ciadja labya 1l 1 £l s s Blanday Waial Waua
S Pl La3ld e

Qid: 10
Lo ¥ o gb (38 Vi Jlikaly i Uit Yt JL gLy ¢ Loiail gzl
Qid: 11 '
L 5¥ dan gf (3 ni Quan iy el el Jaa
Qid: 12
s L )lehy i
Qid: 13
e T ppaaS 7 g = puaal s posa g yuia
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» o Qid: 14 |
il b J551_pult Oy il yuad L poad il yuad Qi 5o Iyl raliun rlauns lual Lals Linlsus s
N i Y e Bl ) ki pul it pea¥Y il pod Ll puad (3 yuad S s il ld il s

e
Qid: 15 -
iy ) bbia (3 Uilolia (3hlia) (3habiay (3halia Jiliad peiluad tgliad 538
: Qid: 16 =
’ | e 1o Lea Ol gl Ul 58 Ol 58l )8
Qid: 17

Ot paad ity iy it pust Ly il poad S s S5l push 5995 995 £LiSH ST a6 liS Uiy £liS
o gLttt Bt pua¥Y Canlii) st QLS ol 3yl (i s ) pusld Sl S

Qid: 18
i o105 L LB 31 gl (ol Loy Ll Ll Ll L G e 3Dl (3DMad ($Dhy (DY Dl Bl

Qid: 19

Qid: 20
U el Caabin s zhd el balu lu

Qid: 21 ,
" e (3hieS Bhid (3hia Ciilie (3hie ol i GLAISH CLEKL GLAKY CaLax)

Qid: 22 '
G il iyaa 1o s s wia dilaeay Lilsas Gilaaal GilawaS Cilais Glawa (8 Jas isia
G (L Al oY ot Bl

Qid: 23
e S ey Jinal el Lale e plle o le o shed Lshan o shaas oslan s
Qid: 24
d;\:l.)‘U‘AP\:\AJ“,AJJ‘JJJ‘J@JJ‘J&]JJ‘J&M(}S&L@MQ&M&L

Qid: 25
ol @3 Jae 8y 5l 18 5ad @l el 5550 9908} (roosh e CaosY Laosh st baost s s
Jana g¥ Jaas b 3 Ol ANy ga%as Ledbas CaaMan Dl
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Expanded Query for Run Id,
NG DIC DIF /NG _DIC DIF 060

. . Qid: 1.
oDl 2T s 38 o ay inn ol Lussa 3 Conman 3o a3 sy e L g gy Canda o g ja g 0 28 O
e L Gy Cuje @l o el g)c?lole]wf\,]\\alb Al a2t Ladbual Lallis a3alS a3kl
Qid: 2 |
alaas t5laizus Laipur alizes e Lo G ns S e Gl el e llgiad Clgiul dlgin W) gty Dl
st e Lot el ke e e le Qs Cue s el e
Qid: 3

cyma Le G e cmd gl e dled s dlldlle sl i cu e b Qs 0
Qid: 4

Cayye iy el e Ol cu e Cuse Le csl ureqip ki phaiy jhil jlad gagag) su)lase) py
Qe biye Qi '
Qid: 5

an) g3 dal g dal go 28 0l gl ) g 2 g5 b il iy ANAD TSy Baglis i Al 2GS LS eiea Lia Ciebica flica
S gh 9365 Ly o1 35 Lo 1 53 g 365 L o1 3550 L 1 360 i 50 956 Ly 51 9385 a0 4 g 4l gl 42 0
Qid: 6

b (ke Bk 3,k 35k Gayma e Gaym G e cuai Giel e el (3 O3e QS ST S S ) S
gt leaals 1als Jlesl jledl jlald s Culal Cyaa <l )l
Qid: 7

e alel alas all alle (abuabe (aikios okl Caubans abibd o Loy jeie | yad sl pod G e yly youd IS 3
Gorabe QG e @l el
Qid: 8

26130 ol G yhaay G phaad aplai gl Gl 8 Gy Lie Guym S pe e el qae Jill il Sl Jika
3 g el
Qid: 9

Jaadin daea (Jal dhaa diala diead dzana s ja Calpa il oa szl Cuja bsa s sl lua blaua
AYLe a3 Ledlad Lallis o30S 30y 43t Yo el Y :
Qid: 10

o g Jan g Jaasl g gb (350 3y Uy (3 5 Yhikal Jlikaly JUida JUikal YOS 5 JLaY DL DL L L ol
Okl g Uns g Jad o Uslas g} s 9 ol
Qid: 11
B gh Jaag bl g a1 5350 3 e U 555 ancan sl 58 il el e (el il (e oy o Jan
Okl g Uns g Jad pn g Usls gf Jaan ¥ il

Design of Arabic Information Retrieval System based on Hybrid Stemming Approach 125



Appendices

Qid: 12
e L gl el e g i i

Qid: 13
e g m yaa g e g e L e 7 peadS 7 puaas 7 usal £ puae

. Qid: 14
il yuad (Ui _yun ol paad Lyl st 3ua Y it s Sty (s Sl sl i ol Iyl il Lnbpan
O 03 BaLh 30 ) et i el (0 puad Sl e

Qid: 15
Cag_Ji iy 0 iy Uiy Gy gy (g iy oy b Gy )y 0 e gy iy (Blalial (Blalia (3lali (lalia Liad gluad 58
Qi)

. Qid: 16 -
ran gy (o2 (o Lea Ul 8 ) 68

Qid: 17
ol it Y i by B S S e S s B yuad S sll 5955 99 9531 53 558 lSY Ui LS (1S
Qi _paat il ymaad 0l (L5 pmay Qs ad i pon LS

Qid: 18

Qid: 19

Qid: 20
A b8 Calia b 2l

. Qid: 21
Pl g5 plal plea Lala Lust o ol L gl plale 3 LiliS] L) L) bl Ly b
Cuy o Cray Cige sy sae sy el e sy ey Jaia Bhil (3haii (3hai) (3hi Ciikia (Blaiad Bhiay (3hiS (3hie Cula

Qid: 22
O O Bat o gayl Bhaa Cdaa

. Qid: 23
Com e el e pled allae ol alle Gl glaay o sbeay Loglaa o gleal gabns o gllay Cila glas a slen | ae oo

Qoraly e
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Qid: 24
Lxl.a‘d\.o‘;»b\.ul.\ndjb\.b JJ‘JMJ)‘_’A]JJ‘JJJ‘_’Q(JS&H‘MH&AJ&&M&NMMM&M
Sk el 3 o iy Jiii i gh Bilie YU i e Jiish Qb U Jiei diise Ji Qi) s O Laga ga sy i sn
dujudujﬂdﬂ)unﬂuJMLLueJduﬂdu\d&m

Qid: 25
2331033 s LA H3de Hy 33 53 Ay 93 Y 58S D e il )3 Cijled 3388 )l sd Hss) Slsd LS 5
&l jla S paal ey sal el yaal 5390 Gt Lol Qo @09 QuosY Qaosl sals s sy HNi e
LL:AJ.u\A)\u).u(.\M YLHC.JA&MdAMLla.b‘LLA;JJMSJ&JJJJ‘JJJJ‘JJWJJJM\&J‘\:ISJ‘)AH&_)M‘
Un.u).hu\ L}“J‘ LLLJJ\LuJYLLﬂJ\LuJ‘LﬂJLubLu\J‘ UJ““O)“‘UJ“UJ“L‘L"(‘M?LL’?L‘S(‘MY
. bl

Expanded Query for Run 1d,
NG JAC BND /NG JAC BND 060

Qid: 1
a3ty Ladlaal ( paSaat @ binad 2Bl 5 3s¥ aNliias) agadaat pSd upo pisa 3o g2y (puilh () i LIS i 8 (i 0
e alle agadluiul
Qid: 2

Ll 26 aigun Liilaigan Laiun (3 e (JDAgrinad DUl 2¢Ol Ngiust gt giuly \S gl SDLginY oDl
bt e e Wi

Qid: 3
e plle il Caa b ) 5 O a8 8 o o

Qid: 4
e Oy Gt Gupg e b a gy

Qid: 5
L 513 L 530 i 8 S0 L 535 Cagnl g0 4l g dinl gl A a4 g Lif5 IR 1l A0S lilsy )l L
T 3V5iSE Cua g1 iS5 G ol 1S5 Lu gl
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Appendix F. S’topword» List
From Light10_Stop Function of Lemur Toolkit
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