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Abstract

CONTEXT: Software Process Improvement (SPI) initiatives create new and improve existing 

processes to increase productivity, customer satisfaction, quality o f  product while reducing cost, 

and time to market thus maximizing Return on investments. During the last decade the softM’are 

industry is paying a lot o f  attention towards software process improvement (SPJ). As a result 

today there are a various models, frameworks, methodologies and initiatives fo r  SPI e.g., the 

Quality Improvement Paradigm (QIP), the IDEAL model and SPICE, CMM, CMMI (Capability 

Maturity Model Integration), ISO and Bootstrap.

Problem with SPI is not to develop the model but how to use these models. That is the reason 

there is not as much amount o f  work on real implementation o f  SP I Literature has evidence 

about the successful SPI implementation but SPI is considered as problematic activity due to its 

reluctant nature. Software Process Improvement (SPI) o f  any kind requires a substantial 

contribution ofeffort, time, resources and money. Hence literature is also evident about the SPI 

implementation problems.

OBJECTIVE: The main focus ofresearch is to know about the state o f  art in SPI and to fin d  

out the strength o f  evidence in empirical work reported within SP I literature. This research is 

aimed to systematically review the empirical studies o fS P I (Case studies, Experiment, Survey, 

Experience report). The objective is to gather the empirical w orkfrom  different SPI domains at a 

single place to know about the state-of-the art in empirical literature o f  SPI. Few numbers ٠/  

SLRs have been conducted on SPI but those are domain specific a n d fo r  limited time o f  starting 

ending date. They do not give an up to date picture o fSP Ifrom  all SP I areas.

M ETH O D  -  Methodology o f  systematic literature review (SLR) is used. A protocol has been 

developed and executed. Search strings developed and mentioned in the protocol were applied 

to the databases to extract relevant papers. A set o f  papers were identified after reading 

abstracts o fpapers extracted after application o f  search string. A quality criterion was applied 

on this set to finally select the studies fo r  data extraction. ^٠٢ analyzing the data frequency 

count is used fo r  quantitative data and technique o f  thematic analysis is used to analyze the 

qualitative data.

OUTCOME: The outcome o fth is  research gave current picture ofSPI. Results showed that the 

people involved in carrying out the SPI activities are the most important part o f  SPI. People 

related motivators are the highest scored motivators fo r  SP I S ta ffa n d  management are the key



success factors ofSP l. But surprisingly most o fthe SPI implementation problems alsofall in the 

s ta ff and management categories. Results also made it clear that after 2009 the industry is 

focused on S I implementation and CMMl is the most used reference model. There exist a number 

oftools, techniques, methods and models fo r  successful implementation / ، ٠؟ /  but among all these 

models are highly used and most o fthe  models are inspired by CMMl. That is the reason CHM  

and CMMl are the rich area o fS P l with extensive work. Other ٠٢̂ ،^  with good amount ofw ork  

are Requirement Engineering process improvement, Assessment and Personal software process. 

The areas that demand fo r  more ٠٢١̂ ^ are configuration and knowledge management, software 

development process improvement, measurement and architecture maturity. Strength o f  evidence 

is calculated by research methods, data collection methods and stiufy settings. This SLR is very 

helpful fo r all the practitioners o f  SPI in software industry especially fo r  the developers and 

managers. / /  has many opportunities fo r  further research so it is ،^٠ very usefulfor researchers 

o fS P l



Chapter 1: INTRODUCTION

1. INTRODUCTION

Software process improvement has become the key approa^ to improving software quality and 
reliability, bringing employee and customer satisfaction, and getting return on investment. 
During the last decade the so^ware industry is paying a lot of attention towards software process 
improvement (SP!). ^ s  a result today there are a various models, fram ework, methodologies 
and initiatives for SPi e.g., the Quality improvement Paradigm (QIP), the IDEAL mode! and 
SPICE, CMM, CMMI (Capability ^aturit^  ^odel Integration), ISO and ^ootstra^. These 
models provide set of guidelines and practices to carry out the development process. Software 
Process Improvement (SPI) of any kind requires a substantial contribution of effort, time and 
money from the organisations t^at try to follow it. ^ia^i [I] calculated results from literature to 
prove the impact of SP) on improving high quality product, custo^^er satisfaction and reducing 
development co^t and time; and these are the main reasons to go for $PI.
Enough amounts o f em^iric^l studies exist in literature but most of them are exploratory in 
nature. They focus on the identification of problems caused by SPI and solutions are provided on 
general level. And those solutions are fit in some specified context. There is no standard or 
recipe for the successful implementation of SPI. ^ o s t  of the studies provide frameworks/models 
for SPI but t^eir true implementation is not carried out in real context and if implemented; it is 
for some speci^c sub area of SPI. Although in some studies successful initiation of SPI has been 
discussed as well.
Dur focus here is to systematically review the empirical studies on the SPI. This systematic 
review is not for any specific sub area o f SPI. Rather it is on broader level and covers all 
empirical studies relevant to SPI from all sub areas of SPI. And this SLR is not for any denned 
interval of time. Date constraint is not put in search. This SLR will be ver^ useful in knowing the 
sate of art in SPI. With the help of SL^ we will come to know the actual practices being used for 
SPI, tools, models and techniques. Barriers in the initiation of SPI will also be clear. So it would 
be very easy for the other re^e^rchers and practitioners to know from this SLR that what SPI area 
requires more work and most of the empirical work belongs to which ^reas of SPI. This SLR will 
also be very helpful for future research ofSPL

1.!Problem Discription
In the field of SPI few number of Systematic reviews have been conducted in the sub areas of 

[2], SPI for small ه  medium companies [3] [6], evaluation framework for SPI ٣], 
Evaluation and measurement strategies for SPI [5]. The problem with these SLRs is that these 
are not only for some speci^c ^ub area but also for some defined interval of publications based 
on starting and ending date.

Our work is different from others in terms of scope and objectives. This SL^ is for all sub areas 
of SPI to collect empirical evidences. Results will be obtained without date restriction up to 
2011. t]nlik^ other SLR on the subject, we are not targeting speci^c sub area within the concept 
but we will cover all empirical studies relevant to SPI from all sub areas o f SPI. Secondly search



IS not restricted to any specific range of starting/ending date; Results will be obtained for entire 
range ofpublications up to 2011.

1.2 Objtctive Of the Study
The objective of tl  the Software ٠٢١ s study is to systematically review t^e empirical literature؛̂
Process Improvement (SPI). We are talking about the state o f the art in SPI. Empirical studies 
(case study, experiment, and survey and experience report) relevant to any SPI area are our 
concern. The aim is to bring the empirical work at a single place ^om  different sub areas of SPI. 
There is no restriction for starting or ending date on search process until restricted by any 
database. So the objective is to show the up to date work ؛n empirical SPI. This SLR will be very 
useful in knowing ^he sate of art in SPI. With the help of STR we wآll come to know the actual 
practices being used for ^PI, tools, models and techniques. Carriers in the initiation of SPI will 
also be clear, so it would be very easy for the other researchers and practitioners to know ^om 
this SLR that which areas of SPI belongs to most o f the empirical work and which area is under 
lack of consideration. This SLR will also be very help^l for future research o f SPI.
^ a jo r  inspiration of this SLR is from [40]. They conducted same SLR but for Global S o ^ r e  
development (GSD). w ^ modified the all the procedure according to our area of study i.e. 
So^ware Process Improvement (SPI).

1.3 Methodology: Systematic Literature Review
S^stem^tic reviews aim to provide the means for carrying out literature reviews that are thorough 
and unbiased, such that their results are of scientific value, initially. Systematic Literature 
Review (SL^) was used to support evidence based medicines, ^ a n y  steps were defined 
according to t^at view point. B. Kitchenham customised those steps and provided guidelines 
how to لاse SLR in So^war’e Engineering [?]. kitchenham defines SLR as:
“A systematic literature review (often referred to as a systematic review) is a means of 
identifying, evaluating and interpreting all available research relevant to a particular research 
question, or topic area, or phenomenon of interest.”
1 decided to use this methodology because it has more efficient feature than the conventional 
review like these are more clear, unambiguous, unbiased and in a denned systematic way. 
Systematic reviews aim to provide a comprehensive summary o f existing empirical literature 
about a defined question but in a systematic way.
Some of the features that differentiate a systematic review from a conventional expert literature 
review are:

Systematic reviews start by defining a review protocol that specifies the research question 
being addressed and the methods that will be used to perform the review.
Systematic reviews are based on a defined search strategy that aims to detect as much of the 
relevant literature as possible.
Systematic reviews document their search strategy so that readers can assess their rigor and 
the completeness and repeatability of the process (bearing in mind that searches o f digital 
libraries are almost impossible to replicate).
Systematic reviews require explicit inclusion and exclusion criteria to assess each potential 
primary study.
Systematic reviews specify the information to be obtained from each primary study including 
quality criteria by which to evaluate e^ch primary study.



A systematic review is a prerequisite for quantitative r^eta-ana]^^؛s.

According to Barbara’s guidelines th ee  main phases are denned in SLR ؛.€. Planning, Execution 
and Reporting tbe review.
Protocoi document is the outcome of first stage planning th^ review, figure ا shows the 
associative activities with each phase. ■

؛ئإأةأإآأوقآ

خأآءءأوقه65سةةأ

Plan Review

Conduct Review

Report ١٧٢^؛

Figurel SLR Steps

following information must be contained inside the protocol and is part of systematic review 
planning.

1.3.1 the Research Questions (RQ)
formulating the research question is the most important part o f any systematic review. Research 
question drives the entire systematic review methodology in the following way:

• $earch for those primary studies that address the research question
٠ In data extraction phase data items must answer the research question
• And in the analysis phase data must be synthesized in such ه way that research question 

can be answered.

For clear understanding structured approach is used while constructing research question, 
^tr^cture^ question has the following parts:

Population
-  People, pro]ects types, applications types affected by the intervention 

Intervention
-  So^ware method, tool, procedure 

Comparison
-  What is the method/tool/procedure being compared

l:



-  Any constraints on type of primary studies to ^e included for comparison 
Outcomes

-  Impact oftechnology in terms relevant to pract؛tioner$
Cost, quality, time to market

• Context
-  ^l^e context in which the experiment/research ؛s being carried out e.g. academia 

or industry

1.3.2 Search Strategy
Search strategy defines the steps that will carry out the actual search process. It is necessary to 
follow the search strategy. Common way of search strategy for research question is to break it in 
some major parts, identify synonyms of each term and then construct sophisticated search string 
by using “AND” and “OR” operators.

1.3.3 Study Se١ec ا؛ on Criteria
Once the primary studies are obtained they are checked for their direct relevance to the research 
question. Only those primary studies are selected that provide direct evidence to the research 
question. Study selection is multistage process. Primary studies can be selected on the title and 
abstract basis. In the next step full copy can be obtained for ^rther in depth inclusion/exclusion 
decision. Criteria is defined that n w^ich basis the studies will be excluded or included e.g. on 
the basis of languages, settings, date of publication etc,

 Study Quality Assessment ه.1.3
In addition to general inclusion/exclusion criteria it is considered critical to assess the quality of 
the study. For that purpose a quality instrument is developed that is composed of checklist of 
factors that need to be assesses in every study and relevant scores are assigned, ^u t the problem 
is there is no agreed quality instrument. So it must be formulated according to type of research 
question with the help of many checklists provided in the literature* The asse^^ment scores of the 
studies help in the analyses phase to judge how reliable the results are. T e s e  checklists are also 
helpful in reducing the biasne^^ o f researcher.

Extraction واوه 1.3.5
The objective of this stage is to design data extraction forms to accu^^tely record the information 
researchers obtain from the primary studies. To reduce the opportunity for bias, data extraction 
forms should be defined and piloted when the study protocol is defined. The data extraction 
forms must be designed to collect all the information needed to address the research questions. 
Data extraction forms have the data items for general study information like publication date, 
abstract, aim etc and specific data items to answer the research question. Data extraction forms 
mu^t be piloted on some studies to check its completeness and accuracy but it is possible th^t 
data extraction forms evolve as the protocol is executed.

1.3.6 Synthesis
This is the phase where we decide how data will be analysed after extraction. In systematic 
reviews the researcher gets qualitative and quantitative both types o f data. The guidelines [38] 
^u^gest that when researchers ^ave a systematic literature review that includes quantitative and 
qualitative studies, they should:



٠ Synthesize the quantitative and qualitative studies separately.
• Then attempt to integrate the qualitative and quantitative results by investigating whether the 

qualitative results can help explain the quantitative results. For example qualitative studies 
can suggest reasons why a treatment ^oes or does not work in specific circumstances.

1.3.7 Reporting the review
^ ^ e r  the synthesis the results should ^e summarized. The last s t a ^  is reporting the systematic 
review and this output is ca!led technical report. It contains information ahout all the steps when 
^ou plan and execute the protocoi. There is need to keep the detailed record of what happened in 
conducting review it is mentioned in the review report. It points 0 مح1آا € deviations from protocol 
and the reasons to those deviations.

1.4 Thesis Organization
This first section was about introduction of the research and the methodology to carry out that 
research. Remaining sections are organized as: Chapter 2 is about defining the protocol it 
contains information how actual protocol was defined and what st^js were defined to conduct 
SLR. Chapter 3 t^lls about executing the protocol. How eac^ defined step was achieved and what 
are the deviations from protocol definition. Ch^pter^ describes the results that were achieved 
after executing the protocol and how these results were analyzed to draw conclusion, ^nd ^naily 
chapter 5 concludes the results of last step and describes the p r in c i^  findings that were obtained 
as a result o f this SLR and the future implication of this effort.



Chapter 2: PROTOCOL DEFINITION

2. Protocol Definition

2 ,!Background and Motivation
Any software process should be continuously improved to become a standard execution ^uide. 
When a software process is immature it means it is executed without set of guidelines and 
practices, and the outcome of a project depends اarجeلاإ in the way the practices are carried out. 
Process capability is an inherent ability of a process to produce desired/planned results. When a 
process is capable o f doing this, it is called mature. The main objective o f mature process is to 
produce the quality product that meets the customers’ need. And to achieve this task the 
continuous improvement is required in overall process.

The history of process maturity and foundation of SPI starts ftom the establishment of ^oftwar^ 
£n^ineering Insti^te (SEl) at Carnegie Mellon University in 1984. SEl was established by us 
department of defense (DoD) for making standards of excellence ^or software engineering and 
to speed up t^e evolution of advance technology [8]. Watts Humphrey was founded the software 
process method and served as director of program from 1986 until the early 199^s [9]. SEl 
released the technical report of process maturity model in ]98? [8] and later on by Humphrey 
[10] [11]. In 1987 highly in؛]uential paper of Leon Osterweil, in which there was great emphasis 
on formal models, was published around the time Wattة Humphrey developed the ^rst CMM 
version [15].
^asic principles of that method were based on statistical process control and concepts of 
Deming, ^uran, Crosby and others [16]. These early ideas became the foundation for Capability 
Maturity ^odel ( C ^ ^ )  released in 1991[41]. CMM characterised the levels of maturity based 
on ^ey process areas th^t define practices/activities/improvements for each process area [42]. 
This structure of CMM provided basis for upcoming models CMMI, ?SP, TSP and others.

There are various models to ^uide SP] initiatives— such aSj CMM, CMM] (Capability Maturity 
Model Integration), ISO and bootstrap. These models provide set o f  guidelines and practices to 
carry out the development process, but successful SPJ requires efficient change management, it 
does not ma^er what t^e model is adopted [16].

^ ^ n y  models and techniques are suggested in literature that tells a^out the guidelines for SP[. 
^u t for their implementation very liftle amount ofw or^ exist in literature. Though, the concept 
of SPI was realized in 1980s but literature shows that most of the work was started after 1990؟ 
Recently the trend is moving towards the implementation of these guidelines (models). Among 
all other models comparatively more empirical wor^ exist in literature on the implementation of 
C ^ M l on different levels and perspectives: such as CMMI Levels implementation for speci^c 
practice-requirement change management [1?], high perceived value practices for CMMI Level2 
[18], comparison o f CMMI and SPICE [19] and integrating CMM! with Six Sigma [20].



Some empirical work has done on successful initiation o f ?̂ل programs in smaii and 
medium organisations (SMEs) [21] [22] [23] [24]. However, the research efforts to date are 
limited, inconclusive and without suf^cient theoretical rationalization [25],

we discussed above that ^?1 methods are characterised by process areas. So each empirical 
study belongs to some process area(s) ofSPI. Some explore Organizational area of S?1 [25] and 
[2?] while other focus project management [26]. Similarly other areas as process management, 
project management, support, supply also have work done كح w^ll. So this S ^ ^  will help out to 
find which area is under more consideration and which is being ؛g^ored and why is it being 
ignored (challenges).

l^is؛ory of SEI shows that quality was the main reason to initiate software process improvement 
(SPl). because !^□mphrey’s personal role at that time was to improve ^ua li^  and productivity in 
software development and to simplify the software crisis. However, litera^re tells about many 
other reasons\causes\factors to initiate SPI. For example to reduce software development cost, to 
reduce ti عص-ا٠ -mهrketء to improve management visibility in software development, to increase 
productivity, to improve the quality of the software developed, to meet customer requirements, to 
automate the production of relevant development documentation [27], to improve cost and 
schedule predictability (business reasons), improve quality and due to customer support [29]. 
While some SPl motivators are related to developers, project managers and senior managers 
[28]■

Software Process Improvement (SPI) of any kind requires a substantial contribution of effort, 
t i^ e  and money from the organizations that try to follow it. Despite o f enough empirical work on. 
SPl literature shows that SPl is a problematic activity [30]. Change management theory suggests 
four related organizational elements must change to have laةtأnج effects: process, structure, 
people, and management [31]. So to implement SP! means to get ready for change at large scale. 
It requires commitment, resources, and skills at all organizational levels, and the most important 
thing is it carries a large risk o f failure. So many organizations are reluctant to adopt the change. 
£ven they hesitate to absorb the minor change either in process or in infrastructure, ^nd  those 
who try to adopt that change do not fillly succeed. Many comp^nle^ give up SPl effort and one 
possible reason is that their goal is just to achieve a particular certification level rather than 
letting the ^roce^s of reaching the goal be their reward.

The reluctant nature of SPl put barriers in the initiation and therefore ؛ittle amount of work exists 
in literature about actual initiation of SPI. Although literature has enough models and techniques 
about ^?1 but the most challenging issue that the SPI field is facing today is how successfully to 
implement the SPl? It is not the problem with SPI to develop models and standards but the main 
problem is how to successfully implement t^ose models [28]. Regardless of so many techniques, 
tools and models why SPl is not success^lly implemented; it was imperative to identify the 
obstructions, literature has empirical evidences for these challenges such as: the resistance 
factors implementing SPl [32] [34], cultural differences a^ecting the initiation of SPI [33], 
organizational readiness to implement SPI [26] and other demotivators of SPI are discussed in

[3ق[]36.]

In the field of SPl few number of Systematic reviews have been conducted in the sub areas of 
CMM [2] [39], SPI for small ه  medium companies [3] [6], evaluation framework for SPl [4],



Evaluation and measurement strategies for SPl [5]. These SLRs are limited not only sub area 
specific but also for some denned interval of publications.
Our work is different from ©timers in terms of scope and ob]ectiv^. ١٨̂̂  are conducting SLR for 
all areas of SPI; any empirical evidence related to SPI is our concerned. Secondly we ^re not 
limiting our search to any specific starting and ending date. Results ^11أ be obtained without date 
restriction up to ^ ٥١ ل .
Prom this SLR we will come to know about the state of art in SPI at broader level. This SLR 
would be very helpful not only in summarising the empiriءa١ data but will also be helpful in 
finding the following patterns and many other.

• What type of tools, techniques and models etc are being used in the world to implement 
SPI?

• Which of the areas of SP] are under more consideration and where more work is 
required?

• Where i  ̂the gap in literature concerning SPI?
• Problems in implementing SP]

2.2 SLR Protocol
Protocol defines the number of steps that were decided to carry محاه Systematic review and the 
strategy to perfonn those steps as well. These are the set of guidelines to perfo^ SLR. All types of 
constraints are mentioned inside the protocol before actua]ly conducting the SLR. Thus de^^ing the 
protocol limits the biasness of researcher in deviating from standard steps, ?©!lowing are the sections 
that were defined in the protocol in planning phase.

2.^ Research Questions
One of the rationales for thi^ ^LR was to summarize the existing evidence concerning SPI. So 
evidence based investigation was mainiy focused. To understand state-of-the-art in Software 
Process Improvement, in terms of gaps and commonalities in existing en^pirica! results, the 
following two research questions were formulated The research questions were formulated to 
form a baseline for state-of-the-art and hence the objective was that the systematic review should 
form a stepping-stone for both ^ tu re  research and for practical use by practitioners. Thus, the 
research questions were as follows:

RQ.l: What is the state-of-the-art in S?I?
RQ.2: What is the strength of the evidence reflected in the empirical literature on S?I?
The aim was to understand the existing research directions within software process improvement 
and in particular empirical research on the topic. The lalter i  ̂ pa^icularly important since it 
provides information about what we actually know in terms o f having evidence. Empirical 
findings may vary due to the strength of the studies, taking aspects such as sources of evidence 
and research approaches into account. Some researchers explore the impact of SPI by conducting 
experiments either on large or small companies (S ^£s). While others present survey that more 
exploratory in nature (empirical based). €ase studies exist in l i te ra ^ ^ to  check the impact of SPI 
initiation.

> RQ.l: What is the state-of-the-art in SPI?



This question was decided to answer in the form of where, wh^t, and wh^. Following 
sub questions were derived fro^  RQl to answer ؛t.

1.1 What are the geographical locations of the companies involved in SPj?
(Geographical location o f organizations)

1.2 What are the challenges/issue/problems of SPI?
1.3 What research topics in SPI have been addressed so far?
?What are the tools and models used for SPI ا .4
1.5 What are the future directions for SP] i.e. what type of more work can be done in 

SPi?
1.6 What people ^nd institutions are most active in this area and who is leading the 

research?
1.? Categorization of t^e empirical observations in terms o f $^ccess and failure, i.e. how 

successful are the cases reported (^ow);
١.^ ^ow  many SLRs have been published in the area o f ة?ا ?
1.9 Reasons for going to engage in process improvement i.e. Motivators of SP] (wh^).
1.10 Improvements reported in empirical literature o f in terms of success or 

failure?

The strength of the empirical evidence in the ^eld provides important information when making 
decision both about future research and how to practice distributed development globally. Thus, 
we derived sec o ^  research question from the results of ^rst research question

> RQ.2: What is the strength o fthe evidence reflected in the empirical literature on 
SPI?

following data will be extracted to answer RQ2:
■ S ه٢ لا c^ة  o f  ̂ vid^nce (methodological)
" Research approach (academic, indu^trial etc)

It was decided that the strength of evidence will be determined by counting the studies 
frequencies for each SP! area.

^ ro ^  those frequencies it was decided to ^nd out which area is nnder more consideration and 
^hich area is under l^ck of attention. (Gap in literature)
The major question w^s R ^ i and the R ^2 was derived from R Q l, so it will be answered by the 
results of RQl. separate search string and inclusion/exclusion c ^ e ria  were defined for RQ2. 
It can be understood as the RQ2 is sub part of ̂ ^ ١.

S tructured Questions:

R O .l: What is the state-of-the-art in SPI?
> Population: software projects
> Outcome: SPI challenges/problems, geographical areas where SP! is more in practice, 

tools, techniques and models for SP!, SP! success factors, reasons to initiate S?1 
initiatives

> No Intervention, No Comparison



R 0.2: What is the strength of the evidence reflected in the empirical literature on SPI?
> Population: software projects
> Outcome: frequency of studies in different areas of SPI, SPI areas with extensive wor^, 

SPI areas that require more work
> No Intervention, No Comparison

2.4 Search Strategy
For this search strategy inspirations were from the guidelines of Barbara ^itchenham 
[34] and used them according to requirements o f these research questions, ?©]!owing 
steps were performed to conduct search strategy

١. Major/key search terms were derived from research questions;
2. Alternative spellings and s^non^ms were identi^ed for major terms; also 

alternative terms used in literature were considered (e.g. Software Process 
Enhancement, Soft^vare Maturity Attitude)

3. Then the Boolean AND was used to connect two key terms in the search 
strings and Boolean OR to allow synonyms and alternatives.

4. According to the use of each database, the search string was broken down and 
unique ID was assigned to each segmented string for every database. Those 
unique strings were customised to be applied on the available resources.

5. Used endnote reference manager for managing citations.

2.4.1 Major/Key Search Terms for R Q l and RQ2:

As it has been mentioned above that the major question is R ^ I. So the key 
terms and search string was made for RQI only. RQ2 was derived from R ^I 
and answered by analyzing t^e results from R ^ l .  So there was no need to 
construct separate search string for RQ2. ?هll٠wأnج were key terms for R ^ I :

- SPI
Empirical

> A lte rn ativ e  spellings ^nd syn on ym s ^or m ajor term s and use o f  B o olean  “ A N D ”  and  “ O R ” :

SPI: (SPI OR Software Process Improvement OR Software Maturity 
Attitude Software Process Enhancement 0 ^  Software Process Enrichment 
OR Software Process Assessment OR Software Process Evaluation OR 
Software Process Appraisal OR Soft^vare p ^cess  Review OR Process 
improvement OR €MM OR 0 ^ ^ 1  0 ^  Capability Maturity Mode! OR 
SPICE)

Empirical: (Empirical OR Industrial OR Experiment OR Case Stud^ OR 
Survey OR Experience report)



>  In tegratin g  B oolean  < O R >  and <A N D >

((SPi OR Software Process Improvement OR Software Maturity Attitude 
Software Process Enhancement OR SoflAvare Process Enrichment OR Software 
Process Assessment OR Software Process Evaluation OR Software Process 
Appraisal OR Software Process Review OR Process improvement OR CMM OR 
CMMI OR Capability Maturity Model 0 ^  s ? ]€ £ )  AND (Empirical OR 
Industrial OR Experiment OR Case St^d^ OR Survey OR Experience report))

> Use 0  ̂tools fo r  autom atin g the search  proem s

To speed up the process of documenting following tool was used that helped in 
automating the process.

End notes [for documenting bibliography from searches]; search results were 
retrieved in End notes and later on the basis o f titles and abstracts were 
included or excluded. It helped in documenting the searching results.

2.4.2 Resources to be searched

A ran^e of data bases was selected for rigorous search and to reduce the bias.
. Pol!owing data bases were decided to search for the retrieval of primary studies:

1. Springer !in^
2. IEEE Explore
3. ACM Digital library
4. Science Direct
5. El Compendex

Other sources to be searched
Various databases have been selected to reduce the bias o f study including 
published Technical Reports, Journal Papers and Conference Proceedings.

- Then it was planned to go for secondary studies mentioned in references of 
th^ primary studies by applying same procedures as applied for primary 
studies.

2.5 Study Selection Criteria
• The initial selection was based on the TITLE and ABSTRACT of the paper.
• All obtained data from the search process was archived in data base according to 

the database from which it was retrieved.
• Prom data ba^e the duplicates were removed after initial scan of results.
• Inclusion and exclusion criteria were applied on the results to sort out the 

accepted papers.
• ^ull papers of all studies that were not clearly disqualified were then obtained. 

Disagreements in the studies were resolved by discussion with supervisors,
• On accepted papers detail inclusion criteria which is a Quality Instrument for 

studies, was applied to assess their quality.



• The excluded papers and reasons for exclusion were recorded ؛n a file, and the 
included papers and study type were recorded in another ^le.

2.5.1 Study Inclusion and Exclusion Criteria

The criteria were intended to identic those studies that provide direct evidence the research 
questions, ?ollowin^ are the inclusion and exclusion criteria for our research questions:

> Inclusion Criteria:
The goal of the selection process was to identify t^e articles relevant for the objectives of 
the systematic review. Only those studies were included that were empirical based i.e. 
experiment, case study, survey or industrial experience repo^ and where the main focus was 
Software ?roces^ Improvement or ^  checklist was applied to all the studies for جllowinه۴ .١?
their inclusion or exclusion decision.

£^ch question ١٧^̂  answered in terms of Yes/ No/Unclear 
Is the study relevant to SPI?

^  Is the study empirical based i.e. Experiment, survey, case study, experience report.

Only those studies were included that were marked as “Yes”. The studies marked as “Unclear” 
were discussed with supervisors to decide for their inclusion or exclusion.

> Exclusion Criteria

Those studies were excluded that were based on personal expert opinion.
- literature surveys and books were excluded.

One study can be reposed in multiple papers so on the basis of validity score 
so inc!uded the highest ranked paper and excluded others.
Multiple studies can be reported in one paper; if  any of them did not stand to 
our inclusion criteria then only that study were excluded.

2.6 Search Process documentation
>  search  D ocum en tation

The customised search strings were applied to the data bases according to decided 
strategy. As the process went on, the results were saved by the following decided 
strategy.

]٠ Folders by the name of ̂ pecif]ed data base were created.
ii. Within each database folder, ^ rt^er sub folders were created with the 

name of un أ٩ uع IDs for each segmented search string.
iii. All records for one unique search string were stored in the one library of 

reference manager (endnotes).
iv. R su lts  o f that unique search string were kept in that folder created by t^^ 

name of unique ID ofthat search string.
V .  $ame process was performed on all data bases, 

vi. Records were scanned to remove duplicates



٧؛؛ . Inclusion/exclusion criteria were applied on each folder by the name of 
specified database. Two separate folders were decided to create for 
included and excluded papers, 

viii. Data base was updated for included and excluded papers, 
i^. Reasons for exclusion were recorded in a file.
X .  All included papers were moved to one folder.

xi. ^on^icts for papers where inclusion or exclusion was ambiguous were 
consulted with the supervisors

>  S econ d ary  S earch  D ocum entation

From accepted primary studies, secondary searches were made and same 
procedure was followed as for the documentation o f primary searches.

2.7 Quality Instrument for Assessing Validity
After iuitial selection of studies, a more detail criteria was required to ]ud^e the 
quality of study to see whether it is worth considering as evidence to answer our 
research question or not.
Quality Instrument was designed for assigning numerical values for factors in the 
checklist to be evaluated for each study, ^ y  main focus was on the st^dy design.
The research questions and inclusion / exclusion criteria suggested that evidences 
were expected to be in the form of empirical studies like case studies, industrial 
.e٨ce reports etcأxperح
So ؛irstly a check list was created or assessing the quality o f study and assigning 
numerical values to the questions 0̂ that that studies can be ranked.
It was planned that if any paper is considered to be very poor in quality it will be 
excluded at this stage and will be recorded in the file of excluded papers with reasons. 
One paper can report multiple studies, in that case those studies were evaluated 
individually for their criteria to be included or excluded.

>  A p p ly in g  Q u a lity  In stru m en ts C h eck list

^ y  quality checklist was composed of two parts; first part contained generic quality criteria that 
were applied on all empirical studies. This part contained 7 quality questions but weight age was 
decided to assign out of 5.
Second part contained quality questions specific to that study type e.g. experiment; survey etc. 
Scores for this part were also calculated out of ءك So each study obtained scores out of ١٠ 
scores from generic part + 5 scores from relevant part of study type). For reviewing the case 
study the checklist of Martin and Runeson [27] was followed. Quality assessment checklists for 
other empirical data e.g. sui^ey, experiment and experience report etc were used from guidelines 
of_Kitchenham [? تال7مل  Each question was marked as *‘yesF̂ l**, “partly=0.5” and “no^0’\ 
Following is the quality checklist:

Are the aims clearly stated? YES/NO
Are the study participants or observational units adequately described? (YES if all are



defined, PARTIAL if anyone missing, NO if اه! are missing)
• Domain o f study
• Types of participants
• Team experience 

Are t^e data collection methods adequately described? (YES if all are denned, ?A ^T]A ^ 
if anyone is missing, NO if all are missing)

• All measured clearly defined (units, scales, counting rules)
• Data collection method described
• Form of data collection described e.g. tapes, videos, recording, notes etc

Are the statistical methods justified by the author? (YES/NO)
Is the study design appropriate with respect to research aim? (YES if both are defined, 
PARTIAL if anyone is missing, NO if both are missing)

• Study design described
• Study design justified______________________

]s the statistical methods used to analyze the data properly described and referenced? 
( Y £ S ^ )

PARTIAL if anyone is missing, ؛Are negative findings presented? (YES if all are defined
NO if all are missing)

• Limitations expressed explicitly 
• External threats to validity with respect to subjects/material/task

Is all the study questions answered? (YES/NO)
Do the researchers explain future implications? (yes if any of the following is true)

• €onsider other ways in which research can be used
• bindings transferred to other populations
• Identify new areas of research

■■ءدأبمءءمء:بم*ءء
■ ش

Was t^e survey design appropriate with respect to research aim? (YES if both are 
defined, PARTIAL if anyone is missing, NO if both are missing)

• Survey design described
• Survey design justified '

Was the denominator (i.e. the population size) repo^^d? ( Y E S ^ )
Did the author justified sample size? (Y ES^O )
Is the sample representative of the population to which the results will generalize? (YES 
if î  is randomized otherwise ^ 0 )
Have “drop out^” introduced biasness on result limitation? (Y E S ^ O ^ o t Applicable 
when there are no drop outs. In that case scores will be calculated out o f 4 and then 
accordingly out of ذ)

Weretreatments^andomly a llo tted?  (YES/NO)
If there is a control group, are pa^icipants similar to the treatment group participants in 
terms of variables that may affect study outcomes?
No if:

• Some treatment groups were given less training than others.



Training was of better quality for some treatment groups than others (e.g. 
experimenters were experts in one method but not another).
Experimenters ^a^e more attention to some groups than others.
Some treatment groups were recognized as more important or prestigious than 
others.
Some treatment groups expeCed expertise not available to the sub]eet^.

Could lack of blinding introduce bias?
¥es if either of the following is true;

• Experimenters l^ew  which subject was in which experimental group during the 
experiment.

• Outcome assessment (i.e. any marking/evaluation of experimental outcomes) 
made it clear which group a subject was assigned to.

^ re  the variables used in t^e stud^ adequately measured (i.e. are the variables lively to be 
valid and reliable)?
^hese are indicators of valid measures:

• The measures are plausible measures of the construct they are meant to represent.
• measures are direct measures of defined concepts.
• The measurement scales are respected (e.g. categorical measures are not treated as 

ordinai or interval)?
• The ^ata collection process is defined and appropriate

ذ
Is case study context defined? (YES/NQ)
Are suf^}cient raw data presented to provide understanding o f the case? (¥£S  if following 
is true)

• Are the data collection procedures presented, with relevant motivation?
۴ following is؛ Is the case ^tudy based on theory and linked to e^istin^ literature? (¥£S

true)
?er cases-defined، ؛ ^• Is the theoretical basis - relation to existing literature an

Are ethical issues addressed properly (personal intentions, i^egrity issues, consent, 
review board approval)? (YES if any of the above is present)_________________________
Is a clear Chain of evidence established from observations to conclusions? (YES if all are 
defined, PARTIAL if anyone is missing, NO if all are missing)

• Is اhe observed phenomenon correctly implemented (e.g. to what extent is a 
design method under study actually used)?

• Are the data collection procedures well traceable?
• Is a chain of evidence shown with traceable inferences from data to research 

questions and existing theory?

Has the assessment of Software Technology been properly described? (YES/NO)
^ id  the author discuss the limitations of the results and conclusions? (YES if both are 
defined, PARTIAL if anyone is missing, NO if both are missing)______________________



Interpret t^e results, explain their consequences, and draw conclusions. (YES if all are 
defined, PARTIAL if anyone is missing, NO if all are missing)_______________________

2.8 Data Extraction
• Data-Extraction form was decided to apply to all the accepted papers and 

differences between results was resolved by returning to the relevant literature, 
discussion, and when necessary consultation with supervisors.

• The data-extraction forms were entered into the Data ba^e for results.
• Duplicate publications were identified by cross-checking the study population and 

location for all studies reporting same results.
• When duplicates were identified, the paper that r e ^ o ^  the most recent results of 

the study was decided.
• Data extraction was performed only for that decided paper.
• For each paper an ID was given to the study.
• For one paper having ^u]tiple studies I gave separate Study ID to each study.
• The form was first obtained general information about the paper and then data 

extraction procedure was applied related to the research questions.
• As RQ2 was decided to answer from the data extracted for RQl, so the field 

“study of focus area” was used to extact data for ^̂ ١ and R ^2 as well.

2.8.1 ? ا̂آ0  Results

The protocol was piloted for evaluation purpose and to chec^ the validity o f search strings and
data forms. Following are the results of protocol pilot testing:
These strings were applied on title, abstract and key words as supposed by the databases.

Search String ^ r  IE EE on April 2011

■٩ '

وفا؛إمحءاللص ا و ؛ ح ء ء م ه

840

(("Abstract**:"Soft^^are Process Improvement” OR
"Abstract": "Software Process Enhancement"
"Abstract": "Software Process Enrichment" OR
"Abstract": "Sof^are Process Assessment" OR
"Abstract": "Software Process Evaluation" OR
"Abstract"; "Software Process Appraisal" OR
"Abstract": "Software Process Review" OR
"Abstract": "Process Improvement" OR
"Abstract": "Sof^^re Maturity Attitude" OR
"Abstract":"SPI’' س  "Abstract’’:"Capability Maturity 
Model" OR "Abstracf":CMM OR "Abstract":CMMI 
OR ”Abstract":SPICE) AND (**Abstract":Empirical OR

l E E E l . l



"Abstract":Industnal OR "Abstract":Experiment OR 
"Abstract’':Case Study o ^  "Abstract":Survey OR 
"Abstract":Expenence report))

&وتمهخم

Search String Results for A!؛ 2011 ^  on A pr

ا ه ة ء لا
أجآلإلصمحإلموأهو م

أحم--م
ن-''فء

47Abstract:"Software Process Improvement" OR " S o ^ r e)) 
Process Enhancement" OR "Software Process Enrichment" 

OR “Software Process Assessment" OR 'Software Process 
on'' OR "Software Process Appraisal" OR؛Ev^!nat 

"Software Process Review" OR "Process !mprovement" OR 
"Software Maturity Attitude" OR "SP!") and 
(AbstractiEmpirical OR Industrial OR E^peri^e^t OR 
"Oa^e Study" OR Survey) and (PublishedAsrjoumal OR 

PubJishedAs.proceeding) and (FtFlag.-yes) and 
(Abstract?!ag:yes) and (ReviewFlag:yes)) and (FtFlag:yes) 

(and (AbstractFlag:yes) and (ReviewFlag:yes

A ^ ] . ]

57((Abstract:"capab{!!ty maturity mode!" OR "CMMI" OR 
"SPICE" OR "CMM") and (AbstractrEmpiricaJ 0 ^  
Industrial OR Experiment OR "Case Study" OR Survey OR 
experience report) and (Publi^hedAs:]ourna! OR 
PublishedAs:proceeding) and (FtFlag;yes) and 
(Ab^tractFlag:yes) and (^eviewFlag:yes)) and (FtFlagiyes) 
and (AbstractFlag:yes) and (ReviewFlagiyes)

ACM1.2

هلآس|وي1مأئهصأ

Search String Results ^ r  Springer Link on ApriJ 2011

حم'مأتسمه

ة؛ ء لا ه؟ت ه ح ء؛م آ ه ئ أ - م ب ة لإ م ج ء
■Results^

^Found
SPRI.l (“Software Process }mprov€ment”)A D (Em pirical OR Industrial OR 

Experiment OR Case Study OR Su!^ey)
92



SPR1.2 (“Software Process Enhancement”)AND(Empirical OR ]ndustrial OR 
Experiment OR €ase Study OR Survey)

25

SPR1.3 (“Software Process Enrichment”)AND(Empirical OR Industrial OR 
Experiment OR Case Study 0 ^  Survey)

7

SPR1.4 (“Software Process Assessment“)A^^(£mp]rical o ^  Industrial OR 
Experiment OR Case St^dy OR Su!^ey)

SPR1.5 r]ca! OR industrial OR؛Software Process EvaIuation”)A^])(Emp“)
(Experiment OR Case Stud^ OR Su^ey

SPR1.6 (“Software Process Appraisal“)AND(Empirical OR Industrial OR 
Experiment OR Case Study OR Survey) ؤ

(“Software Process لآ€view”)Aس(Emp أ٢ iاهء o ^  Industrial OR 
Experiment OR Case s ^ d y  OR Su^ey)

SPR1.8 (“Process Improvement”)A ^(£ m p irica l OR Industrial OR Experiment 
OR Case Study OR Survey)

^ P R ]^ (“Software Maturity Attitude”)A]VD(Empirical OR Industria! OR 
Experiment 0 ^  Case Study OR Survey)

0

SPRl.lO S?1 AND (Empirical OR Industrial 0 ^  Experiment o ^  Case Study OR 
^□rvey)

^PR ا.ل١ Software Process Improvement AND experience report

(Software Process Enhancement or Software Process Enric^ment)and 
(experience report) و

SPR1.13 (Soft^vare Process As^e^^ment or Software Process Evaluation) and 
(experience report)

13

^١ [PR،؟ (Software Process Appraisal or Soft^vare Process Revie^^) and (experience 
rep o ^

7

SPR1.15 (Process Improvement or Software Maturity A^itude) and (experience 
report)

SPR1.16 ( C ^ ^ I  OR S?ICE)AND (Empirical OR Industrial OR Experiment OR 
Case Study OR Survey)

39

؟٢١ ١٦ ? ( C ^ ^ I  OR SPICE) AND (Experience report)
ؤ

$PR ].]^ (Capability Maturity ^odel) AND (Empirical OR Industrial OR 
Experiment OR c^se Study OR Survey)

30

؟٢٢١ ١٩ (Capability ^^turity  ^odel) AND (Experience report) 1

ح ه^م أ ت ء ، ؛ ح بج ء بم



Scarch String Results for Science Direct on April 2011

■ ء أ ٤^'.^ . ®؟؛IBN؛EpDIR؛EGT،؛-،^ أ %■م آ’■'

lR esijlts® u n d l

SD l.l (tak(”Software Process Improvement" OR "Software Process 
Enhancement" OR "Software ?rocess Enrichment" OR 
"Software Process Assessment" OR "Software Process 
Evaluation" OR "Soft^v^re Process Appraisal" OR "Software 
Process Review" OR "Process Improvement" OR "Software 
Maturity Attitude" OR SPI) A ^  ta^(emp]ricai OR ^^rvey 
0 ^  Experiment OR Industrial OR case stud^))

63

SD1.2 (tak("Software Process Improvement" 0 ^  "Software Process 
Enhancement" OR "Software Process Enrichment" OR 
"Software Process Assessment" OR "Software p ^ eess  
Evaluation" 0 ^  "Software Process Appraisal" OR "Software 
Proce^^ Review" OR "Process Improvement" OR "Software 
Maturity Attitude" OR SPI) A ^ o  tak(experience report))

7

SD1.3 ((tak("c^pa^i!it^ maturity model" OR SPIOE OR CMMI OR 
CMM) AND tak(empirical OR Survey OR Experiment OR 
Industrial OR case study OR experience repo^))

ع؛ل ي ق ج ب ج لآ س ء ح ثم 1ة؛ة 1
SAMPLEDATA EXTRACTION FOR Empirical Investigation oftheK ey Factors 
fo r  Success in Software Process Improvement”, ^ore  Dyba®, M ay 2005
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Oate ofReview ١̂" May 2011
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IEEE Computer Society

Critical success ^ctor, organizational issues

Empirical software engineering, software process 
,vpmpnt rritiral success factors؛irr،rvrrimprovement, critical دu ا.دءا , 

organizational issues, survey researcii
Understanding ^ow to implement software process 
improvement (SPI) suc€€ssft]lly is arguably the 
most challenging issue ^c ing  the SPI field today. 
The SPI literature contains many case studies of 
successftil companies and descriptions of their SPI 
programs، however, the s e a r c h  efforts to date are 
limited and inconclusive and without ade؟ uate 
theoretical and psychometric ]ustiftcation. This 
paper extends and integrates models from prior 
research by performing an empirical investigation 
of the key factors success in SPI. A 
quantitative survey o f 120 soft^vare organizations 
was designed to test the conceptual model and 
hypotheses of the study. The results indicate that 
success depends critically on six organizational 
factors, which exp lain^  more than 50 percent of 
the variance in the outcome variable. The main 
contribution of the paper is to increase the 
understanding of the influence of organizational 
issues by empirically showing that they are at least 
as important as technology for succeeding with 
SPI and, thus, to provide researchers and 
practitioners with im p O !^ t new insights regarding 
the critical factors of SUC€CSS in SPI.

Publisher
Volume
issue
URL
Key word^

Abstract / Summary

oi
رآ

SINTEF ICT, NO-7465 Trondheim, NorwayGeographical Are^
26 May, ^005^ate  (of conference)

DATA EXTRACTION FORM

Does this paper repeat already 
reviewed paper(s)?

Yes 2 No

ErnnificajS^p-iromء ؛ز ق rdV
; . تتجزأ;رثأنقأسى... م ٠ ^ ٠ ء 'م-,' ■ ■ءء^أبم ،

Research Method 3 Survey Case Study Interviews
Controlled
Experiments

Observational
Study

Other

Sub Method Survey Case Study Interviews
Controlled Observational Other Archive



Experiments 1 Study analysis
Background laboratory 4 Industry/^eal world

Subject of Investigation Students 5 Industry/^eal world

Empirical focus 6 Empirically based Empirically Evaluated

أ.بمبمهمسمسجع...,حع-.-. ^ ، ء ...مح-م,,„عءف
What ?̂١ model/technique is used by 
the or^a^i^atio^?
What ?̂١ activities are considered 
successful to the organisation being 
studied?

• Business (Orientation 
٠ Involved Leadership
• Employee participation
٠ Concern for measurement
• Exploitation of existing knowledge
• Exploration of ne^v knowledge

ا-ا0^م  does the organisation measure 
success and what are its indicators and 
how success is measured?
Setting of study 7 !ndustry products and 

processes used
in-house/supplier

Unclear Irrelevant

أ؛ةم|ه؛'يبممحأمحء ح>بم ؛1 m ٠? 'ء ١ لآ ج م

^ocus ofStudy on SPI area Project Management Process Management
Support 8 Organizational

Engineering Customer-supplier
©ther

Success or Failure Clear success story Success of practices described
Clear failure stor^ Failure of practices described
9 Evidence of the SPI 

related Issues
Unclear ether

Organization(s) size Large Small
Medium 10 Mixed Unclear

location of organization (s) where 
study was conducted

Norway

dum ber of Organizations involved in 
study

55



Issues discussed {٢١ study (challenges) • Critical success factors
• Organizational issues associated with success ofSPI

Reasons to initiate ?̂ا initiatives • To reduce software development cost
• To reduce time-to-jTiarket
• To improve mana§ement visibility in software 

development
• To increase productivity^
• To improve the ^ualit^ of the software developed
• To meet customer requirements
• ^0 automate the production of relevant development 

documentation

Applying Quality checklist

.ؤ / . .m'. ، .٠, ' . ' - ح' م ءي ص؛ة م ء ءم ه أ م” ه ك
٨٢̂ the aims clearly stated? YES/NO 
YES ١

Are the stud^ participants or observational units adequately described? (YES if 
all are defined, PARTIAL if anyone is m i s s i n g , i f  all are missing)

• domain of study(Yes)
• Ty^es of participants (yes)
٠ Team experience (yes)

١

Are the data collection methods adequately described? (YE^ if all are defined, 
PARTIAL if anyone is missing, NO if all are missing)

• All measured clearly defined (units, scales, counting rules) (yes)
ta collection'method described (yes)ده •
• Form of data collection described e.g. tapes, videos, recording, notes etc

(ye s )

1

Are the statistical mعthodزةustiمeل by the author? (YES/NO) 
Yes
Is the statistical methods used to analyze the data properly described and 
referenced? (YES/NO)
Yes-

]

Is the study design appropriate with respect to research aim? (YES ؛f  both are 
defined, PARTIAL if anyone is missing, NO if both are missing)

٠ Study design described (YES)
• Study design justified (YES)

1

Are negative findings presented? (YES if all are defined, PARTIAL إf  anyone is 
missing, NO if all are missing)

• Limitations expressed explicitly (y^s)
٠ External threats to validity with respect to subjects/material/task (yes)

1

Is aii the study questions answered? ( Y E S ^ ) ٦



Yes
the researchers explain future impHcations? (^es if any ©fthe following is ه□

• Consider other ways in which research can be u^ed (yes)
• Findings transferred to other populations
• Identify new areas of research

1

Was the survey design appropriate with respect to research aim? (YES if both 
are defined, PARTIAL if anyone is n^issing, if both are missing)

• Survey design described (yes)
• Survey design justified (yes)

ا

Was the denominator (i.e. the population size) reported? (YES/NO) 
Yes أ
Did the author justified sample size? (YES/NO) 
Yes

ل

Is the sample representative of the population to which the ^su lts  will 
generalize? (YES if it is randomized otherwise س)
Yes

1

l^ve “drop outs” introduced biasness on result limitation? (YES/NO/Not؛ 
Applicable when there are no drop outs. In that case scores will be calculated

out of ه and then accordingly out of )ئ
ةمصم00ه . ؛ ٩٣ ' ■ى ٠

SAMPLE DATA EXTRACTJON FOR ” Organizational readiness fo r  software process 
improvement”, Mahmood Niazi, David Wilson, and Didar Zowghi, 2007

^am e of Reviewer: Zil-e-Huma
Date of Review 2011 May ’[?'؛
Study Type: Case study
Number of studies in paper: 3
Quality Assessment Ranking:
Decision Status: included
Title Organizational readiness for software process 

improvement
Author(s) Mahmood Niazi, David Wilson, and Didar Zowghi
Journal / Conference
Year of publication 200?
Publisher S^ringer-^erlag Berlin Heidelberg
Volume
Issue Are organizations in higher (١) levels more 

ready for SPI implementation than organizations in 
lower C ^ ^ ( l )  levels?

لا- ا



Study,Software Process Improvement, 
Organizational Readiness.
The Capability Maturity Model Integration (CMMI) 
is a structured representation of software 
development processes that can support an 
organisation’s software process improvement (SPI) 
strategies, however, CMMI and SPI initiatives 
generally exhibit low levels of adoption and !imited 
success. One of the ma]or reasons for these 
shortcomings is that many organisations undertake 
SPI initiatives without lo w in g  whether or not they 
are ready to undertake ^hem. Our previous research 
has enabled us to develop a software process 
improvement readiness model/framework to address 
this problem. This paper reports on the 
implementation of the SPI readiness model in three 
large-scale case studies. We have found that 
organisations with higher CMMI levels are more 
ready for SPI initiatives than organisations with low 
CMMI levels. We suggest t^at organisations at 
higher CMMI levels have developed capabilities that 
enable them to further leverage SPI than 
organisations at lower CMMI levels.

Key words

Abstract / Summary

AustraliaGeographical Area
2007Date (of conference)

DATA EXTRACTION FORM

Does t^is paper repeat already 
reviewed paper(s)?

Yes ١١ No

ء ء ء ت : ق ق س ء
!Research Method Su^ey 12 Case Study Interviews

Controlled
£xperiments St^dy

Other

Sub Method 13 Survey Case Study 14 Interviews
Controlled
£x^eriments

Ohservatio^^I
Study

Other Archive
analysis

background ^^boratory 15 Industry/^eal world

Subject of Investigation Students 1^ Industry/Real wOrld

Empirical focus 17 £mpirically based 18 £mpirically £valuated
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What SPI model/technique is used 
by the organization?

SPI Readiness Model

What ?̂١ activities are considered 
successful to the organisation being 
studied?

Organizations at higher level of CMMI are more ready for 
SPI initiatives

Mow does the organization measure 
success and what are its indicators 
and how success is measured?
Setting of study Industry ^  products 

and
processes
used

in-hou$e/supp]ier

Unclear Irrelevant

i^ocus ofStudy on SPI area Project Management Process Management
Support م  Organizational

£ngin€ering Cstom er-supplier
Other

Success or Failure Clear success story ك Success of practices described
Olear failure stor^ ?allure o f practices described
Evidence of the SPI related 
Issues

Unclear Other

Organization(s) size Large Small
Medium 19 Mixed Unclear

Location of organization (s) where 
study was conducted

A sia , Canada, Europe and United Sates, Austra ia

Number of Organizations involved 
in study أ
Issues discussed in study 
(challenges)

At what level o f € M ^  organization is more ready to •
ves؛implement SPI initiat 

• Lac^ of ‘awareness o f SPr, ،experienced s ta ff, ‘ 
support’, ‘training and mentoring’ an^ ‘reviews are
barriers to SPI implementation

Reasons to initiate SPI initiatives



2.9 Data Analysis and Synthesis
We decided to analyze data applying the data forms on all the studies that ^onld pass 
inclusion/exclusion criteria. General extraction form was created to extract general 
information ahont the study such as author, publication ^ear, title etc. Data extraction for^ 
was created to extract all the data to answer ^ ^ 1  and RQ2. And it has been discussed earlier 
in the Research Question section that RQl had many other questions to he answered. 
Data extraction form contained all the required fields for these sub questions. RQ2 was 
decided to answer by analyzing the data field “focus on SPI area”. To answer RQ2 strength 
ofSPl areas was decided to calculate. SPI area will be stronger more studies belong to that 
SPI area.

2 . إ ه  Validation of Review Process
The final version of the protocol was updated after performing two steps; Pilot testing and 
External review. As a result o f pilot testing a set of empirical studies were gathered that were 
based on SPI and were sure to pass the inclusion criteria. So in the end of inclusion/exclusion 
process, these studies were included. We got all studies in the list and it gave confidence that we 
conducted the protocol in the right way. Again and again application of search strings made the 
strings ^ore  refined and accurate when we started getting repetition in our results we understood 
it was the saturation and strings are able to replicate.



Chapters: PROTOCOL EXECUTION

3. PROTOCOL EXECUTION

3.1 Search string Application
Search strings were customized according to syntax of each database. Results were stored in the 
same way as defined in t^e ^rotoco]. One deviation here is that instead of using El Compendex 
database; CiteSeerX was actually used. The reason was that El Compendex was not accessible at 
the time in ^n^ case. Queries were applied on abstract. All categories of publication and entire 
range of publication were inc!uded in results. Search strings results are as follows:

3.1.1 IEEE Search Query Results

،ى .
~ما،م ® e e

ء ض •ءءم ء •عي • ء
.ء؛

ءم ت.;م

293

April-^^11

73

584

?rocess Improvement" OR 
!mprovement" 0 ^

Process Enhancement" OR 
Process Enrichment" OR 

Process Assessment") AND

(("Abstract":"So^^/are
"Abstract":"Process
"Ab$tract":"So^ware
''Abstract";''^o^ware
"Abstract";"So^:ware
("Abstract":Empirical

lEEEl.l

OR "Abstract":Industrial OR 
"Ab$tract":£xperiment OR "Abstract":Case Study OR 
"Abstract":Survey OR "Abstract":Experience report))
(("Abstract":"Software Process Appraisal" OR 
”Abstract":"Software Process Revie^^” OR 
Abstract":"Software Maturity Attitude" OR 
"Abstract":"Software Process Evaluation" OR 
"Abstract":"SPI") AND ("Abstract" :Empirical 
OR "Abstract":Industrial OR 
"Abstract":Experiment OR "Abstract":Case 
Study OR "Abstract":Survey OR 
"Abstract":Experience report))__________________

lEEEl.^

Abstract":"Capability Maturity Model" OR))" 
"Abstract":CMM OR "Abstract":CMMI OR 
"Abstra€^":SPI€E) AND ("Abstract":Empirical 

OR "Abstract":Industrial OR 
ment OR "Abstract":Case"  Abstract”:Exper؛

Study OR "Abstract":Survey o ̂
__________________" ( (Abstract":Expericnce report

lEEEI.:
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3.1.2 ACM Search Query Results
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Date؟
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April 2011254

128

323

OR 
OR 
OR 

AND

Abstract.-Experiment OR Abstract:"Case Study" OR 
Abstract:Survey OR Abstract: experience report))

Evaluation"
Appraisal"

Review"
Attitude")

?rocess
?rocess
Process

Maturity
OR Abstract:lndu$trial

((Abstract:"Software
Abstract:"Software
Abstract:"Software
Abstract:"Software
(Abstract:Empirical

A ^ l . l

maturity model" OR
Ab$tract:S?l€£ OR

(Abstract.'Empirical OR
Abstract:Experiment OR 

OR Abstract:Survey OR

Ab$tract;"capability)) 
A b s tra c t :^ ^ }  OR 
AbstractrCMM) AND 

al OR؛Abstract:}ndustr 
Abstract:"Case Study" 

((rt؛لpحAbstractrexperience r
((Abstract:"Software ?rocess Improvement" OR
Abstract:"So^ware Process Enhancement" OR
Ab$tract:"So^ware Process Enrichment" OR 
Ab$tract:"So^ware Process Ass€Ssment")AND
(Abstract.'Empirical OR Abstract:"Case Study" OR
Ab$tract:]ndu^tria! OR Abstract:Experiment OR 
Abstract:Survey OR Abstractxxperience report))

ACMl.:

((Abstract:"Process Improvement" OR 
Abstract:SPI)AND (Abstract.-Empirlcal OR 
Abstract:"Case ^tudy" OR Abstract:Industrial OR 
Ab$tract:E^periment OR Abstract:Survey OR 
Abstractrexperience report))_______________________

ACM1.4
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'r 706r؛؛esults>
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٩■■'- -Found
;D ateO ^

S^Rl.l (Software Process Improvement OR Process 
Improvement)AND(Empirical)

102

SPR1.2 Software Process Enhancement”)AND(Empirical OR Industrial“)
(ey؛^OR Experiment OR Case Study OR Su

26



SPR1.3 (“Software Process Enrichment”)AND(Empirical OR Industrial ٠̂  
Experiment OR Case Study OR Survey)

7

SPRL4 (“Software Process Assessment”)AND(Empirical OR Industrial OR 
Experiment OR Case Study OR Survey)

99

SPR1.5 (“Software Process Evaluation”)AND(Empirical OR Industrial 0 ^  
Experiment OR Case ^tudy OR Survey)

163 -may 4؛أأ 
2011

SPR1.6 (“Software Process Apprais^l”)A^^(Empirical 0 ^  Industrial OR 
Experiment 0 ^  Case ^tudy 0 ^  Survey) ؤ To

SPR1.7 (“Software Process Review”)AND(Empirical OR Industrial 0 ^  
Experiment OR Case ^tudy OR Survey)

67 11.may- 
2011

SPR1.8 (Software Process Improvement OR Process 
lmprovement)AND(Case Study)

194

SPR1.9 (“Software Maturity Attitude”)AJVI)(Empirical OR Industrial OR 
Experiment OR Case Study OR Survey)

0

S?1 AND (Empirical OR Industrial OR Experiment OR Case Study 
OR Survey OR Experience repo^)

52

(Software Process Improvement OR ?rocess 
lmprovement)AND(Experience repo^)

29

^ ١١^٢ ?- (Software Process Enhancement or Software Process £nricl^!^ent)and 
(experience report) و

SPR1.13 n) and؛©Software Process Assessment or Software ?rocess Evaluat)
( (experience report

13

^PR].]^ (Software Process Appraisal or Software Process Review) and 
(experience report)

٦

^PR].]^ (Software Maturity A^itude) and (experience repo^) 0

SPR1.16 (ClVlMl OR SPICE)A>JD (Empirical OR Industrial OR E x^rim ent 
OR Case Study OR Purvey)

43

SPR1.17 (C ^ ^ l OR SPICE) AND (Experience repo^) 3

SPR1.18 (C^pa^ility Maturity Model) AND (Empirical OR Industrial OR 
Experiment OR Case ^tudy OR Survey)

32

SPR1.19 (C^pa^ility Maturity Mode!) AND (Experience report) 1

SPR1.20 (Software Process Improvement OR Process 
lmprov€ment)AND(!ndustrial)

103

SPR1.21 (Software Process Improvement OR Process 
Improvement)AND(survey)

36

SPR1.22 (Software Process Improvement OR Process 
Improvement)AND(Experiment)

١̂

؛إ

ء



3.1.4 Science Direct Search Query Results
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SD1.1 (tak("Software Process Improvement" OR "Software 
Process Enhancement" OR " S o ^ a re  Process 

٨٢^٢٨ " OR " S o ^ a re  Process Assessment" OR 
"Software Process £va)nation" OR "Software Process 
Appraisal" o ^  "Software Process Review" OR 
"Process Improvement" OR "Software Maturity 
Attitude" OR SPI) AND ta^(empiriea] OR Survey OR 
Experiment OR Industrial OR case study))

68

SD1.2 (ta!<(”Softw^re Process Improvement" OR " S o ^ r e  
Process Enhancement" OR "Software Process 
Enrichment" OR "So^vare Process Assessment" OR 
"Software Process Evaluation" OR "Software Process 
Appraisal" OR "Software Process Review" OR 
"Process Improvement" OR "So^vare Maturity 
Attitude" 0 ^  SPI) AND tak(experience report))

7

April-2011

SD1.3 (ta^:("capahility maturity model" OR SPIOE OR 
CMMI OR ^ M )  AND ta^(empirical OR Survey OR 
Experiment OR Industrial OR case study 0 ^  
experience report))

2

 lesults؟=7؛
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3.1.5 CiteSeerX Search Query
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abstract:((("Software process improvement” OR 
"Software process enhancement" OR "Software 
process enrichment" OR " S o f^ r e  process 
assessment" OR "Software process evaluation" 
OR "^of^vare process appraisal" OR "Software 
process review" OR "Software maturity attitude" 
OR "process improvement" OR s?f OR CMM OR 
CMMI OR SPICE OR "capability maturity 
model”) AND (empirical OR industrial OR 
experiment OR ”case study" OR ”experience 
report" OR survey)))
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Dec-2011
500

3.1.6 Summary of Identified Studies
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IEEE Apr-^OII 950 ة و و

ACM April-2011 706 526

SCIENCE DIRECT April-^Oll 77 71

SPRINGER LINK May-2011 116؟ 8ة7

CiteSeerX Dec-2011 ؟00 500

Total number o f papers from ^1ا databases 2ة43
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One important point to discuss here is that after selecting CiteSeerX it was known that it does not 
p٢o  ٧de facility to export re^rence in endnote. So they were copied and stored on WORD file. Itآ
was difficult to manually remove duplicate from these 500 studies ^ d  after combining the all 
databases results. Therefore I merged the above 2843 papers from all databases and using 
endnote duplicates were removed remaining 2545 studies in the end. ^ u t 2545 studies were not 
including the CiteSeerX results because it was time taking to manually ^nter 500 references in 
the end note. So the duplicates regarding CiteSeerX were moved side by side as reading full text 
studies.

.̂2 Studies Inclusion/Exclusion Process

3.2J Title and Abstract Screening
Studies inclusion/exclusion was performed in two stages. First inclusion was based on reading 
the abstract. And the studies that did not qualify the inclusion criteria defined in the protocol; 
were excluded. It means those studies were excluded that were either not SPI based or not 
empirical (experiment, case study, survey, experience report). After this step 404 studies were 
selected.

.د Full Text Screening

^'he studies that were not clear after reading the abstract were ftirther studied for full text 
reading. Confusion or ambiguity at any stage was discussed with the supervisors. Aft^r full text 
reading the final primary studies were selected and their number was 182 including 4 secondary 
studies that were obtained by reading the references of primary studies. I mention here again that 
during these steps duplicates were also removed as described above. Following Figure shows 
step by step inclusion process

Figure2 Study screening steps



3.3 Study Quality Assessment
The quality instrument that was developed during the protocol definition was applied than to 
these final selected studies. Here it was decided not to exclude any study on t^e hasis of quality 
score hut studies assessment was necessary for the reliability o f results. Quality scores were 
calculated in t^e same w^y as described in the protocol. 5 scores are for general study 
information and 5 for specific study type. Total study scores were calculated out of 10. The 
quality assessment forms were stored in separate folder with the name of each study ID.

1أتيائ
ع

اءصلت6اهبم:,“
Table 1 Summary of quality scores 

^ s  shown by the table 1 most of the study quality scores are in between ^1% to 60% and most of 
them are case studies. About 50.5% studies scored below 50% (1% ~50% ). Among those 5^.^% 
^ere  case studies and 32.6% were surveys. From the total surveys 35% scored below 50 and 
65% were above 50 score. While from the total case studies 52% were below 50. This shows that 
case studies mostly scored less in quality assessment. T^e main reason that caused the reduction 
in the ^core was lack of contextual information including data conection method, ^tudy design 
was also many times not clearly described. And in many studies t^ e ^  was not clearly established 
link of traceability from results to research question. One other important lack was that many 
case studies did not validate the results by using some $tحti$tieلخ method properly used and 
referenced. All such missing information reduced the overall scores of study. Surveys were 
better than case studies in some points. Detail of all studies quality scores is given in appendix

>  H ighest scored  study:

Following study scored highest ^ ٥٢^  of97%  and it is a survey.
Tore, D. (2005). "An £mpirical Investigation of the Key Factors for Success in Software Process 
Improvement." IEEE Trans. Softw. Eng. 31(5): 410-424.

>  L ow est scored  study

Following study scored the lowest mark o fl6 %  and // is an experience report 
Monvorath, p. and ٠̂ ^arry (2005). Improving quality through so^w^re process 
improvement in Thailand: initial analysis. Proceedings o f the third workshop on Software 
quality. St. Louis, ^i^^ouri, ACM.



3.4 Data Extraction
Data extraction form evaluated as the more studies were extracted. There was need to improve 
the d^ta form. One more thing was to store data in Excel sheet rather than in word file for easy 
data manipulation and analysis. So it was created in excel 2007. More fields were added to the 
data extraction fo r^  for qualitative data.



Chapter 4: RESULTS AND ANALYSIS

4. Results and Analysis

4.1 What is the state of a^t in empirical studies of Software 
Process Improvement?

To answer this questions many sub questions need to be answered. One by one analysis 
will be done on each question to know about the state of the art in empirical studies of 
SPI. ?ollowin§ sub questions will combine show the current picture ofSPI

4.1.1 Yearly distribution of Studies

SPI empirical Studies distribution over years

Number of studies

n i l
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Figure 3 SPI empirical studies distribution over years

Discussion: As it can be seen from the figure 3 that mo^t of the empirical work on ^PI is done in 
2009 that is 9.8% of the tot^l work up to 2011. These results also confirm the previous SLR 
findings that most empirical work was done a^er 1998 [5]. It was 2.7 % in 1998 and in 2008 it 
became 7.6%. ^ut that SLR included studies up to 2008. The more €learly and up to date picture 
shows that in 2009 most of the empirical work has been done on SPI. The positive trend that 
appeared in this era was that industry was turning towards the initiation efforts in SPI. These 
studies emphasised on the use o f CMMI as in 2009 and ^010 33.3% in each year and 66.6% 
collectively, ^ere trend of using CMM has been decreased. Now it seems that CMMI is more in 
practice. In this time SPI was also spread to many other sub areas as well like RE, assessment, 
so^ware development e،c. T^e use o f agility with or without CMMI has been supported in this 
period. Although the figure 3 shows that 2009 is saturated area o f  work but the search process



had been stopped at May 201 ١ so }t is expected that after 2010 more work would have been done 
on SPJ. But the trend would be s^!^e because up to May 2011 ١ found 5 studies and two were 
based © CMMI. It confirms the previous year trends,

4.1.2 Major Publication Channels

Publishers wise distribution

37

Number of studies

و

Figure 4 major publication channels

discussion: ^m on^ the finally included studies the most were published by IEEE i.e. 40.1% a  ̂
depicted in ^i^ure 4. ^Ithou^h the results obtained from 1993 onward but the more frequent 
resuits retrieved were after 1998 and 1994 in IEEE. The highest studies obtained from IEEE 
^vere 10.9% in 2001. ^^M  started ^iv؛n^ results from 2000 onward, before 2000 no study was 
retrieved from ^^M  that passed our inclusion criteria. Total 6.5% studies were retrieved form 
^^M  among those highest were obtained in 2000 i.e. 25%. Springer gave results from 2001 
onward but frequent results were retrieved from 2006. Total 20.3% studies were pub!i^hed by 
^prin^er and highest retrieval was 1^.5% in 200?. T^ese also s u p ^ r t  the previous finding that 
most of the empirical wor^ on SPl w^s started after 199ة and it can be derived that rapid growth 
of the wor^ had been started after 2000 onward.



4.1.3 Organization Sizes wise distribution of studies

Organization Sizes
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Figure 5 Organization sizes wise study distribution

Discussion: !ا  is clear from ^!^^re 5 that SMEs specially Small companies are more آn٧o ا٧ €d 
؛٨  SPl than the large companies. Total 23.7% ١٧٠٢^ ؛ s done in SMEs inclnding small and 

small/med]^m, among those ١̂.^% reported speci^cally small companies. SPI literal^re is also 
evident for this. ̂ n t  the surprising po!nt is that more than half of the total stndies 55,40ام did not 
mentioned the organisation si^e. This i  ̂the lac^ of contextual information that downs the scores 
of the studies.
Most of the studies that did not gave this information were case studies i.e. 43,5% and survey 

was 31.6%. ft shows that case study and survey methods mostly lac^ the contextual information 
that downs the study quality ranking.

4.1.4 Country wise distribution of studies

ه^ ا  MentionedMultinationalSingle Location

Figure 6 Single vs Multinational studies



Details location based and multinational countries

Geographical Locations
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Number of Studies
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Figure? Countries wise study distribution

Discussion: As ١٦ ؛s understandable from figure 7 tl^at in Finland and Australia most of t^e 
empirical work is done in SPI. Most of the ١٧٥٢̂ in Finland was done in and 2009 i.e. 25% 
each. One study from 2011 was also retrieved, ^u t in Australia the wor^ is scattered in many 
years. In this region worl^ had been started ^■om وول? but not every year onward, ^here were 
gaps o f m^ny years for the next ^tudy in Australia, ^u t interestingly in many of these missing 
periods some multinational studies were being conducted on SPI and Australia was part of them. 
This point gives power to the Australian region because 10.^% Of studies are single location 
based in Australia and 2 2 . 2 0  actively involved in multinational as well. So it can be said that ام
more or less this region is consistently full of activity in SP] w ork The large amount of studies 
i.e. 31.8% did not mentioned the locations of the organisations wher^ empirical work was done. 
This is again another way to the lack of contextual information and will reduce the study quality. 
Most empirical work is done in single location based geographical areas. But the most of the 
studies that too^ part in multinational studies did not performed well in chart ranging of single 
location based studies. As in figure 7(a) ٧̂  and £urope shows the low ranking but £urope is 
most actively involved in multinational empirical studies on SP!. Same is the case with UK. 
Mal^ysi^ and Germany are also involved in multinational studies, details of multinational 
countries can he seen in T^ble. ^or rest of the geographical areas like Pakistan and Malaysia it 
c^n be understood that these are developing countries. The concept o f SPI had been introduced 
v^ry late in these areas and due to many constraints these started work very slowly not only in 
the sub area of SPI but overall the IT industry was brought into apply very late, ^u t this is 
Nourishing now. And need of SPI has been understood in these areas as well.
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Argentina, ^^a{n ل
Neither land, ^iniand 1
£^ro^e. North Asia, South Asia, USA 1
Australia, ^ra^i!, France, Germany, Italy, 
Switzerland, UK

١

UK. based and multinational 1
١٧a o!ا ٨a (Belgium), Quebec (Canada), Franceأ 1
Germany, u s 1
Canada ه  u s ١
Multinational 1
Europe, north asia, south asia, usa, Canada 1
Malaysia ه  veitname ١
Australia and Veitname 1

and UK ١
Australia, Europe ,٧^ ,Canada ١
Australian ظ multinational ]
Europe, India and USA 1
europe, asia, America ل
Wallonia (^el^ium ). Qubec (canada) ١

Table2 DetaiJs of multinational countries

^٠̂.  ̂ Tools, Techniques, Models, Approaches, Framework Used

SPI approaches. Methods, Models a nd5اههآ used

Number of Studies

م ص

ب
،م

.ص _مهم

،۶

8 SPI models, techniques and methods used in empirical studies ̂؛^٧٢^



Discussion: There are several models, tools, techniques, methodologies and frameworks used in 
the studies. Each of these is categorized in the following way according to their usage 
possibilities;

> Developed, used and proposed
> Developed by others, used and proposed
> Only proposed in the form of study outcome

On clear evidence ohvious from ^]gure^ is that there are many tools, models, techniques and 
methods th^t can be used for successfui initiation of ^?1. Models a^e most widely used for SPI 
initiation interestingly most of these are based on CMMI. It is evidence that CMMI is most in 
use now a day. On th^ second number is CMM. Practitioners o f SPI can benefit from these 
existing ways and can see how these were used by the earlier practitioners for the specific 
purpose in SPI. It can be se^n t^at majority of the methods, models, tools and approaches are 
developed by the practitioners rather than using the already developed one (see appendix). Or 
m^ny of the existing ways were modi^ed to some new way of implementation. Practitioners 
customised those methods, models, tools and approaches and developed for their own needs and 
context; as these are inspired from some reference model like CMM, CMMI or IDEAL or they 
used some interesting combinations of existing techniques. Details o f these methods are given in 
appendix

4.1.6 Motivators of SPI

SPI Motivators
40 "i 3b
35 -—
ء—- 30

25 س ءس
20 ، ء
ؤ- 15 ه
ء٩ 10 ء

؟٩ ب ق
0 - ءس

مم
١۶

Figure9 SPI M otiva to r

Discussion: Prom the figure 9 it c^n be observed that people related factors are the most 
motivating factors for SPI. These factors are further c a te g o r ic  in Developers, managers, 
customers and common motivators based on the study findings. It is evident that motivators



common to developers and managers are highly reported with the greatest frequency. Total 
o اه0 6.5 f the studies reported the motivators of SPI; among those 33.30ام reported People 
related motivators as the most motivating factors, t̂ can be verified from the results in section 
4.1.8 that most ^P1 motivators are common to as SPI success factors. Hence, the importance 
of people related factors (i.e. developers/staff and management) sure to SPI Success, ^ut 
interestingly these two are highly problematic factors as well (See Section 4,1.6), One 
possible reason to this can be that people always resist change and purpose of SPI cannot be 
achieved without having change. To see the impact of these motivators on organisation sizes 
we analyzed the results that showed 33.3% studies mentioned $ ^ £ s , 33.3 % mixed, 16.6م/م 
large ^nd 2 5  were unclear. As the mixed and SMEs are equally reported so it cannot be ام0
said that these identified motivators are for some specific organization size. Rather these are 
common to all. Less number of larg^ organization’s studies here does not mean that these are 
not motivated but ov^r^ll large organizations are less involved in SPI as compare to SME as 
confirmed in section 4.1.3 before. The geographical regions that were frequently involved in 
these studies were Australia, Europe and UK. Other regions like ?inland, Germany, ^ew  
England and لapan were also concerned but with less frequency. Prom this one more 
inclination is that these motivators not geographical region dependent as well.

4.1.6 SPI Initiation Problem

Total Studies that reported SPI problems= 12%
جو|أ0تمثوه ءء

Staff Problems

Inexperienced ^taff 47,05%

Lack ofStaffParticipation 23.5%

Staff turnover 11.6“/o
Inertia- laziness 11.6م/م
Lack of employee motivation .ق8م/م

Management Problems

77.2ام0

Lack of management knowledge and skills 4.?05م/م

Lack of Management Support and 
Commitment
lack of project management 1.?6ه/ه



5QVo

36.3%

27.2ام0

27.2%

9%،
18.امل0

Organizational Politics

Lack of Commitment on a]] organizational 
levels
Getting started
lack of commitment in all levels of the 
organizations
Organizational changes
best practices not shared W'ith in organization

40Lack of Resources؟.
27.2Time Managementام0

Table 3a

Discussion: As evident form table 3a staff and management related problems ^re at the top in 
implementing ^ ?  This is evidence that people involved in SPI (staff and management) are .ا
critical to its accomplishment. But the role and responsibility^ over management is more than 
t^e staff Management i  ̂ the decision maker. It is also responsibility^ of management to keep its 
employee motivated to قctiveمتا involved in SPL One major problem ;vith t^e management is that 
it does not have up to date knowledge of SPI even most reported that management is unaware of 
software engineering concepts. In this condition management cannot have know how about latest 
tools and techniques of SPL Management need to enhance its vision about SPI and must keep 
itself up to date in this area. 0^1مد in this way it will be able to satisfy and help out the staff as 
well. It is management responsibility to give SPI knowledge to the staff If th^ staff problems 
become higher; on the other hand it is l^ck of management ability. Hence management problem 
is more important th^n the stalTand must be set on as soon as possible for the success of SPI. 
Most of the above studies reporting problems were conducted with the aim to identify the 
resistance factors/barriers in implementing SPL
Total 23®/o studies th^t reported problems were using some reference model; among those onl^ 
9% were based on CMM/CMML Remaining studies were not using any defined reference 
model, ^rom these results it is clear th^t most of the problems occur in the absence of some valid 
reference model. And it ^ives strength to the findings that use o f some valid reference model is 
helpful in successful initiation of ^PI. ^0 pattern exists in these s^dies between the problems 
identified and organizations geographical locations. So it is clear that these problems can be 
generalized to any location that is implementing SPL
Only the most powerful relation wa^ seen between the org^ni^tion size and the reported 
problems as depicted by following table 3b.
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Table ^b Association between SPI Problems and c o n iz a t io n  size

Small/medium (SMEs) organizations arc more !ike؛}/ to f^ce probl^^s in implementing SPI as 
compare to large one. As among the above studies 42.80اه are ^M£^ especially s^all one. Oniy 
9 0 were independent !arge size organizations. It gives c!ear e ام v id e n t that large organizations are 
likely to have less initiation prob]e^s than the smali هrganآzaهآآnك. The foremost promising 
explanation c^n be that the large organizations follow some SPI methodology more frequently 
than the ^mall one. There can be many reasons to this like large organizations are more 
concerned to their business impact, quaiity and early to market to win the competition of 
products etc. Other ma]or reason is they have less constraints like budget, resources etc ^s 
compared to small organizations. So large organizations have better potential to absorb the SPI 
change but surprisingly the results con^rmed earlier that small o r^ iz a t io n s  are more actively 
involved in SPI work (See Section 4.1.3).
While analyzing whether these problems are geographical area dependent or not I found t^at: 
^8.8% studies were conducted in Australia (5 single location based and 1 multinational), 9% in 
^ ie tn a^ , 9 0  in Brazil and 9% in Malaysia. Many other countries were also involved. This leads ام
toward two possibilities. One i  ̂that Australian practitioners are m o ^  likely to face SPI initiation 
problems. In the other way around the more positive impact is that the work in the field of SPI 
initiation is more frequent in Australia than the other countries. This also confirmed in section 
4.1.4 before. The findings also expose that mo^t of the primary researchers o f SPI belong to t^is 
geographical area as well. These problems are scattered over different geographical regions. ^0 
pattern has been found among those regions so it can be said that these problems are not 
dependent on the geographical region but on the ^ize of the organizat؛ons.



4.1.7 Strength of SPI Areas

I%age frequency 
of SPI Areas

SPI Focused Areas

Figure 10a SPI Focused areas

Discussion: The categorization and frequency count in the SPI area is !itt!e hit trickier and 
requires thoughtfulness to understand. The reason i  ̂ that one study can belong to ^ore  than one 
^re^. So once it is count for some s^eci^c area it does not mean it will not inciuded in the 
frequency of second area to which it belongs, ?or this reason it might be carefully observed that 
which study can belong to more t^an one area because each study is wri^en once in the relevant 
area to w^ich it suits best. For e^am^le a single study can belong to Assessment and CMM or 
SPICE or IDEAL at the same time. Total strength of area is calculated after counting all the 
studies belonging to that area from other categories as well، In this perspective the figure l^a 
shows the CMM based studies ranged high on the graph. This con^rms the previous study 
findings [5]. ^ut that SLR was u^ to ^٥٥̂. If  have a look at the growing trend ofusage between 
CMM and CMMl; finding make it clear that CMMI is more rapidly being adopted as there is 
very little difference in the strength of CMM and CMMI (only l%). Though CMM has been 
established since 1988 and CMMI ca^e in 2002 but CMMI gained huge progress in the 9 years 
^nd became second most used model for SPI. As this SLR reports for the studies up to May 2011 
so now it is certain that the trend would have been changed. C M ^ I would have gained much 
strength than CMM. following ^gure 10b shows the usage o f some well-known reference 
models in the empirical literature of SPI that once again con^rms the high tradition of CMMI.



Frequency

Figure 10b Use of well known reference models

CMM ؛s mostly used guidance reference model or som^ times for assessment, ^ut most o f t^e 
studies used CMM as t^e؛r reference model and derived their own ^^eci^c to their context and 
need by customizing the €MM areas and practices. Same is the case with €MM1. ^here were 
some old believes about CMMI 1طا it is not suitable for small companies as it is made for large 
one. Similarly it was assumed that €M Mل has no s^ac^ for the companies that want to use agile 
approach, ^u t these ^yths are resolved now. 20.8% of studies were SM£s that used €M Mل and 
s  ss was re^o^ed. It is con^rn^ed that €MM! is not only bene^cial for large companies butح٧cء
for small as well. 2 5  of the studies supposed t^at €MM^ and agile together are very attractive ام0
for s?l and convenient to use by adding some practices with agile method.
S?1 areas that require extensive empirical wor^: include: Architecture maturity. Measurement, 
^eam Software Process (^S?), Configuration Management and ^ o w le d g e  management, ^^ese 
are the areas where t^e frequency connt is very ^oor that depicts the low strength o f these areas. 
About TSP it can be considered that it is relatively late coming field as compare to other areas. 
As it first”technical re^o^ on TSP was published in 2000. ^u t other areas are not new. It is 
surprising that t^ese areas are under lac^ of consideration in SP! empirical wor^. This is the gap 
in empirical worl؛ of SPl. One new area came into ^ight with the name o f £xp̂؛ ri€nce 
management that is based on implementing SPل on the basis of previous experiences of SPl. This 
demands for more worl، as well.



Success Factors in SPI م4.18

Total studies that reported SPI Success Factors^ 12.6%
م س ا ع

91,

ئ̂ .مبممءمق؟ءم ب . -ءء
Staff ReJated

Staff Involvement 50م/م

Experienced Staff
ئ’ح-

Other 50ام0

e ^ e ^ t Related؛؟aua^^

Management Commitment 43.7م/ه .

Management Involvement ت %تل
82,

Management Support 25اه0

Other 18.7ام0

30.4SPI Awareness and Implementation Methodologiesام0

30.4Organization specific factorsام0
26Resourcesام0

21.7Knowledge Managementام0
21.7Business Related Factorsم/م

17.3Training
Ta^le 4a ^?1 Success factors

discussion: The findings of SPI 3000لا$$ factors from ta^le 4a once a§ain realise the role and 
ŝ؛ ni؛l^ n ce  of people ؛n ^he ^^ccess of S?l. These results are in relation with the ٢r€ ٧'ها٧ s 
section that ^mp^asi^ed on the people factors as SPI moti^^tors. ^ u t astonishing^ the highest 
reported SPI-problems are also the people related i.e. s ta^^nd  management. This becomes an 
interesting situation. But it shows the wâ  ̂ towards the actuality/ that people in^ol^ed in SPI are 
the key to its success, ^ o re  emphasis is on the experience of ^ ta^and commitment/support from 
the management. Without support from higher management the s ta ^  alone cannot achieve the 
goal of SPI and with lack of experienced staff and their all out effort and involvement, 
management cannot accomplish the SPI goals. The responsibility on management is little more



than the staff because management the authority, t̂ sh©̂ ^$ the path to the success. Thus its role 
is more important in SPI success. The effect of identified success factors is not geological. 
Because the studies that described this factor belong to diverse areas that include Norway, لapanء 
Thailand, Sweden, Canada, Germany, New ¥orl^. Neither land and China. 13% were from 
Australia and 17% were multinational having Australia and Europe frequently in^ol^ed. This 
shows that all regions realize the effect of staff and management on SPI success. For ^^tails of 
these success factors see appendix.

iSuc^ss^EaSfors^T" ق و ء لإ ج ل ت ج ء ; س
Management ^ ^ ^ © ٢ ؤ 5 ] 0
Staff Factor 5 4 1 0
SPI Awareness 2 0 0 ه
Organization
Specific

0 0 1

Resources 3 2 ٠ ١
Knowledge Mgt ١ 0 ه ]
Business Factor 3 0 1 ١
Trainine 0

 k1 6t¥l،Jl؟Quencv ن
!Tab e 4b Association Qj'success factors w: organization :؛$

س،..م فص'د؛؛-بم■ نم,
ze

^ ؛̂ c^ssion: Table4b portrays the effect of Organisation size on SPI success factors, l^igh 
frequency of mixed size shows that these factors can be generalized to all organization sizes, ^ue 
to the large difference between SMEs and large organizations it can also be said that SMEs are 
more affected by these success factors as compare to large organizations.

4.1.9 Future Work highlighted أ!آ the empirical studies

ء0مح أ ب س ء ي ك ع

^ مأآبم0ءأأف ^ ■ 5أثأ'هأوخآلا1̂ا̂،أق̂محممحأ^ ^أأألإي؛!تءبمولإ؛محإأ؛-قأأأقلآ ؟ ء؟ صومكق’ءءأأمح^أ
i<nowledge Management 8.7م/م
Product Focused lmpro¥ement 3.5%
Measurement 10.5ام0
Software Development Process Improvement 10.5ام0
^is^ Management 1.7م/م
RE Process Improvement lO.SVo
Impact on Cost 7ام0
Impact of SPI factors * 7م/م
Organization Maturity أ3.5ام0
Pault Driven Process Improvement 1.7م/ه
People Impact 5.2م/م
Configuration Management 3.5اه0
Assessment 7ام0



1.7PSPام0
8.7Otherام0

Tables

Discussion: The results in table 5 are the ^ t^ re  opportunities of SPI described by the empirical 
studies. It is ob ؛٧ous that t^e highest percentages are of those ar̂آ  that are proved to be under 
lack of consideration in the empirical findings in section 4.1.7 before. It means SPI literature also 
con^rms these results that the areas Knowledge management, Software development Process 
Improvement, RE process improvement and ROI require more work SPI empirical wor^. The 
other areas that are hungry for more work but future work opportunities are mentioned in less 
ratio are configuration management, fault driven, organisation m a^rity, measurement and ris^ 
management. The understanding that develops to this relationship is that these areas had already 
very less amount of work so relevant studies were in fewer amounts. Therefore future work is 
©Gained from less number of studies.

4 1 0 م1م  Improvement mentioned in terms of success or failure

Figure 11 Studies in terms of success/failure

^ s  it is cle^r ^■om the above figure that only three studies reported about the failure of 
SPI but mزهority o f the studies are talking about the success or improvement as a result of 
SPI. Highest ratio is for the evidence of SPI related issues. These evidences are not about 
the failure but they are collected in during the SPI activities that can be useful for the 
success of SPI. ^0 the trend is ver^ positive in terms of suceess reposed in the empirica! 
literature of SPI.



R 02. W hat is the strength of em Dirical evidence reflected in emDirical literature of 
SPI?

4.2.1 Study Settings

Industry vs Acedamia
200

Number of Studies

AcedamiaIndustry/Real World

Figure 11 Industrial v s  academia context ofstudies

Discussion: It is a good sign as shown by figurel 1 that more than 95% of SPI empirical work is 
done in the industrial context. It will increase the generalize ab ili^  o f the findings of this SLR 
over the 1آ  industry. As the implications of this SLR are mostly for the S?I practitioriers in real 
world rather than the academic content. Among these industrial 50.5% used case study
methods and 31 % used survey. 77% of the work in academic content was done in the area of 
?SP. ^ h  s shows that there is more need of PSP work in industry. 33.3% used case study in؛
academic content, same was the experience report ratio, 22,2% used experiment and 11.1% was 
survey.



4.2.2 Research Methods Used

Research Method

Number of studies

Experience
Report

SurveyExeriment

100

Case Study

Figurel2 Research methods used by empirical studies

Discussion: suitability and us^ of case study research method is evident from figurel 1. Most 
of these case studies were used in industrial context on^^ 3.2% ١̂ere in academic. This shows 
th^t case study is more convenient in industry. $imiiariy most o f the surveys were in industrial 
context only one survey was in academic, 66.6% of the experiments were in academic context. It 
is clear that experiment is dif^cult to conduct in the industry due to the lack of control over 
variables. One more reason is that failure chances are greater in experiment than the case study 
and industry is not willing to face the failure.



4.2.3 Data Collection Method Used

Number of studies with relevant data collection

Questionnaire ؛ 

Ques+lnterview ا 

Interview ؛

!Combination with Interview 

f Other 

□!n ^ a r

Case Study Survey Experiment Experience
Report

Figure 13 Data collection methods in combination with research methods

Discussion: Different d^t^ collection types were used with various combinations. But most 
widely used data collection types were questionnaire and interview. As it is clear from ^§urel3 
that interview wa^ most widely used method with the case studies as compare to surveys. In 
contrast, questionnaire w^s most widely used with surveys rather than case studies, ^his shows 
the appropriateness of data collection method wit^ the particular research method. Unexpectedly 
there is an extensive range of studies th^t did not mention any data collection method, ^hat is 
clear from the figure ^hove that case studies mostly did not report the data collection method i.e. 
39.1%. And 3.5% were among those where data collection wa^ unclear. Data collection is 
associated with the source of evidence and lac^ of this information decreases the quality of the 
studies, ^he case studies that lacks this information also not have described other contextual 
information that is required for quality assessment of the study e.g. organi^tion si^e, location, 
organi^tion context etc. An interesting finding that c^n he seen from the figurel3 is that most of 
the studies preferred interviews with the combinations of other methods. Studies that mentioned 
these combinations most of the time also mentioned their sequence of use. £xcept these other 
data collection methods artifacts were widely used either single way or in combina^(on. 
Assessment results, workshops, tools and observations were also used but in less numbers. 
Details of data collection methods and their combination with research method is given in 
appendix.



Chapters: CONCLUSIONS

5. CONCLUSION
5.1 Principal Findings

a) SPI Work Progression
^  Most ^!١٦̂ empirical work on SPI started after 1998 and the greatest amount of 

work was done in 2009.
^  Rapid جrهwt .in SPI work started from ^000 and onward ا٦
^  ]n 2009 and onward t!̂ e trend lias been changed ه̂ء  CMM to CMMI and it is 

most wide]̂  ̂in use now.
b) Association of organisation sizes with SPI

^  SMEs are more actively involved in SPI than the larger organisations.
c) SPI in geographies! regions

٦̂ Single location based SPI work is higher than the multinational, ?inland and 
Australia are the regions where most of the empirical work on 3?ل has been done. 
Prima^ researchers of SPI belong to this area as well.
In Finland, maximum empirical work on SPI was done in 2004 and 2009

.Australia is more or less consistent^ involved in SPI from 199? onward م
d) Supportive methods and tools for SPI initiation

 A number of models, methods, tools, techniques, frameworks and approaches م
exist in empirical literature of SPI to support its initiation.

Models are frequent in use as compared to an̂ م  ̂©ther method. Most of these are 
based on ^MMl and some on CMM.

^  Most of the models are newly developed taking inspiration from 
CMMI/GMM but times these are modified customising the ^PAs and 
practices of reference models.
losing the interesting combinations of existing methods, models and techniques 
are also often in practice

e) SPI Motivator
١̂ People involved in the SPI are the most motivating factor than t^e cost, quality 

and resources.
 hese SPI motivators are not associated with geographical regions or^ م

organisation sises.
f) SPI Problems

 Sta^ and management related problems are the most critical to SPI but role and م
responsibility ofmanagement is higher than the staff so it makes t^e management 
more significant.

 Maximum management problems are lack of support and commitment and م
management does not have up to date SPI knowledge.

١̂ The organisations that do not follow an^ valid Terence model are more lively to 
face SPI problems.

 The identified SPI problems are not associated with geographical regions. Rther م
these are associated with organisation sise.



SMEs are more likely have problems in SPI than the large organizations
g) Strength of SPI areas

١̂ ^a^im^m work in SPI is based on CMMI s it is the richest area of SPI. Other 
SPI areas with extensive wor^ are assessment, SPI initiatives. Requirement 
Engineering Process لm ء٢ه vعment, SPI^E and People So^ware Processes (PSP). 
There is gap in empirical literature of SPI for the following areas than are under 
lack of consideration

■ K o w l e d g e  ^ a n a g e ^ e n t

■ Measurement 
Architecture Maturity/

٠ Team Software Processes
■ Configuration Management
■ Product Focused Process Improvement

One new area of ^PI came in sight with the name of Experience Management 
based SPI
Old believes about €MMI are contradicted now. CMMI is not only beneficial for 
large organizations but SMEs can also get a lot fioni this.

 CMMI can be used successfully in combination with agile approach by adding م
some practices.

h) s ? }  Success F acto rs

Experienced staff and management’s support/commitment is the key to SPI 
success. Other critical success factors are SPI awareness and implementation 
methodology. Organization specific factors, Resources, knowledge management, 
business related factors and Training.

Effect of the identified success factors is not geological م
^  Studies with mixed organizaton sizes are highest rated so it can be concluded 

that these success factors can be generalized to all organizafion sizes. But there is 
significant difference between SMEs and large organizations ratings so SMEs 
can be more affected by these success factors than the l^rge companies.

Strength of evidence in SPI (؛
 empirical wor^ in SPI is done in the context of Industry/Real world. Only ام950 ١̂

 done in t^e context of academia $آ 5%
^  Most of the academic based SPI work is done in !he area of PSP. Hence there is 

need for more PS? work in industrial context to generalize its results.
م  Around 50.5% studies u^ed case study research method in SPI and 3 1 0  used ام

Survey. This finding supports the suitability  ̂and convenience of case study in the 
areaofSPI in industrial environment.

^  Interview was most extensively used data collection method with the case 
studies. And questionnaire wa  ̂commonly used with the surveys.
Case studies are frequent in lacking contextual information and with low quality 
scores.



5.2 Implications

This research is beneficial ^ ٢ all the SPI practitioners but especially ^ r  the SPI managers 
and staff. These findings have great potential for the ^?ل managers. They can take guidance 
in the implementation of SPI strategy, decision making and especially managers can more 
deeply understand the staff related problems, their impact on success o f SPI and what 
motivates them t carry out successful SPI effort. They can also find out the existing models, 
methods and techniques and modify them according to their need. For developers this is 
also beneficial in understanding their role in the success of S?I. They can more accurately 
judge themselves by the assessment results, developers individually can professionally grow 
themselves a lot in the guidance of PSP practices. They can learn from the practices that 
other developers used to get success in SPI. For researcher this SLR ha  ̂ opened the new 
ways o f thoughts. Many o f the future areas are discovered that are mentioned in empirical 
studies adding. And from the results o f  this SLR more areas other than those mentioned in 
the empirical findings are also exposed. Many opportunities have been identified to replicate 
the existing work in some other areas or the new way of carr^ out the existing tas^. lienee 
this SLR Is valuable for all type o f SPI practitioners.

5.3 Future Directions
One m^jor future direction is to wor^ for the low strength areas o f  SPI i.e. Architecture 
maturity assessment. Measurement, TSP, Configuration management, Knowledge 
management and new area o f SPI evolved as Experience management that require more 
work. Further studies can be conducted to confirm the different Endings o f this SLR. One 
more area o f research can be to expand the SPI wor^ in different geographical regions and 
studies can be replicated in different regions to verify the existing finding in literature. 
Further the SPI demands for tool support for its successful initiation, this area o f work is also 
demanding work. In short there are number of ways that can help out for future work.
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APPENDICES

؛أ-ئ■; ; 1 ء' ؛ء ^ ح^ م ح م ه ج ح1)1ئ م أ ت ؛ ' ' ' م

1
ل ٠ ^ ذ ث م لإ ة ف

.score; <Gehe^aiV ؛QA؟

ه ؟ ه ن ص ض >score-

4 Experience
report

6.66

5
Experience
report

6.66

6 Case study 5 4 9

7 Experience
report

3.33

9 Case study 3-0؟ 2 5.05

١١ Ca^e study 2.5 2 4.5

18 Case study 2-2 1 3.2

22 Ca^e study 3.05 2.5 5.55

24 Case study 2.4 4 6.4

25 Case study 3.03 3 6.03

30 Case study 2 2 3 5.2

31 Case study 3.05 4 ?.05

32 ^ur^ey 3.6 0.5 4.1

33 Case stu^y 1.6 2.5 4.1

34 Case study 2.? 3 5.7

35 ^ur^ey 3.6 1.6 5-2

40 Experience
report 3.3

41 ^ur^ey 3.05 5 8.05

42 Case study 1وم 3 4.9

43 Case study 2.5 2 4.5

44 experiment 3.6 5 8.6

45 ^ur٧€y 4.1 2.5 6.6

4? Experience
report ت-ت



48 Survey 3.33 3.75 708

52 Experience
report

3.3

53 Survey 2.2 0 2.2

54 Survey 2.5 0 ^.5

56
Experience
rep©^

5

57 Case study 3-8 4 7.8

59 Case study .ل3 2 3-3

60 Case study ٦٦ 1 ^.3

61 Case study 1.9 3 4.9

62 Case study 3.05 3 6.05

63 Case stud^ 3.3 4 7.3

64 Experience
report 6.6

66 Case study ?■■7 3 5.7

6? Case study 2.2 1.5 3-.7

68 Experience
report ة

70 Survey 2.5 1.6 4.1

71 Survey 4.4 5 9.4

72 Experience
report 1.6

73 Survey 3.8 4 7.8

78 Case study 1.9 ١ 2.9

79 Purvey 2.2 1-25 3.45

83 Survey 2.5 1.6 4.1

^7 Experience
report ء

88 Experience
report ء

90 Case study 2.5 2.5 5

96 Survey 3.05 3.3 6.35



98
Experience
report

6.6

Survey 1.3 1.6 2.9

106
Experience
report

3.3

آ07 Case study 2.? 2 4.7

108 Case study 1.1 2 3.1

109 Case study 1.6 1 2.6

110 Case study 4.? 4 8 ?

116 Case study 2.5 2 4.5

120 Case ^tudy 3-8 2-5 6.3

122 Case study 1-6 2.5 4.1

123 Case study 3.05 2.5 5.55

130 Survey 3.3 5 8.3

133 Experience
report 6.6

134 Case study 1.9 2.5 4.4

13و Case study 2.5 3.5 6

1^8 Experience
report ة

143 Case study 3.05 2.5 5.55

144 Case study 1.38 1.5 288

146 Case study 3.8 2 5-8

14? Survey 2 .? - 1.6 4.3

149 Case study 1.6 1.5 3.1

؟-ا0 Case study 2 ? 1-5 4.2

1ك1 Experience
report 6.6

ئا4 Case study 1.9 3 4.9

155 Case ^tudy 3.3 3 6.3

156 Case study 2.5 2.5 5
158 Survey 2.? 3.3 6
160 Survey 4.4 1.6 6

161 Case study 1.6 3.5 5.1



١̂^ Case study 3.3 3 6-3

Survey 2.2 t.6 3.8

١?^ Survey 1.9 3.5 5.4

174 Case study l-^ 0.5 1-8

176 Case study 3.05 2.5 5.55

180 experiment 3.8 2.5 6.3

183 Case study 3.05 4 7.05

18؟ Survey 3-8 3.3 71

186 Survey 3.3 3.3 6.6

187 Survey 2-7 6

188 Experience
rep©rt

6.6

1و1 Case study 2-7 3.5 6-2

192 Case study 2,7 3.5 6.2

195 Survey 2.2 1.6 3.8

196 Case study 2.2 2 4.2

198 Experience
report 6.6

201 Case study 3.05 .ب 2.5 5.55

203 Case study 1.9 1 2.9

204 Case study 2.5 3.5 6

205 Survey 3.3 1.6 4.9

206 Survey . 3.8 1-6 5.4

207 Survey 3.8 0 3.8

ه 'م,إ. ث ء
210 Survey 4.1 3-3 7.4

212 Survey 2.2 1.6 3.8

215 Case study 2.5 7.5

217 Survey 1.9 1-6 3.5

218 Experience
report 6.6

220 Case study 2.7 3.5 6.2

221 Survey 2.5 3.3 5.8



223 Survey 3.05 1.6 ا 4.65

22ك Case study 1.3 1 2.3

231 Case study 3.8 4 7.8

232 Case study 2.7 1 3.7

238 Survey 2.5 2.5 5

242 Survey 1.6 1.6 3.2

244 Case study 1.1 1 2.1

245 Survey 1.6 1.6 3.2

246 Case study 1.6 1--5 3-1

249 Experience
report ث

251 Case study 3.8 3 6.8

252 Case study 2.^ 1.5 3.7

253 Case study 2.7 2.5 52

255 Case study 2.7 3 5.7

257 Survey ^.2 1.6 3.8

260

262 Experience
report 3.3

263 Case study 2-2 2 4.2

264 Experience
report

266 Case study 1.9 1 2.9

26? Case study 1.3 ١ 2.3

268 Survey 2.7 3.3 6

2?2 Case study 1.6 .ا5 3.1

276 Case study 16 2 3.6

279 Case study 4.4 2.5 6.9
281 Survey 3.3 5 8-3

: ٢-؛-■

289 Case study 2.7 3 5.7
2هو Case study 1.9 3.5 5.4

292 Experience
report ء



293 Survey 3.3 1.6 4.9

295-1 Case study 1-3 1.3 2.6

2ةو
Experience
report ة

302 Survey 1-9 1.6 3.5

309 Experience
report

3.3

317 Case study 2.2 ل 3.2

321 Case study 1.9 1 2.9

322 Experience
report

5

324 Case study 2-2 3.5 5.7

329-1 Survey 1.6 1.6 3.2

332 Survey 1.9 1.6 3.5

334 Case study 1-6 1.5 3.1

335 Case study 1.3 1 2.3

33^ Case study 1.6 2 3.6

342 Case study 2.5 3 5.5

344 Survey 3.3 3.3 6.6

34ة Survey 2.5 1-6 4.1

348 - Survey 2.2 3.7 5.9

350 Survey 2.5 1.6 4.1

352 Experience
report

359 Experience
report 3.3

3ة0 experiment 2.7 25 5.2

364 Survey 4.4 2.5 6.9

3^5 Case study 2.2 3.5 5.7

368 Case study 0.8 2 2.8

376 experiment 2.7 1.6 4.3

379 Case study 1.9 1 2.9

381 Purvey 2.7 16 4.3

382 Survey 3.8 3.3 7.1



384 Case study 2.7 3,5 6.2

386 Case study 2-2 ل 3.2

387 Case study 1.3 2 3.3

38و Case stud^ 1-9 0؟ 2.4

393 Case study 4.1 1-5 5-6

394 Experience
report

3.3

398 Case study 2.5 2 4؟

399 Survey 1.6 1-6 3.2

402 Survey 2.2 .ا6 3.8

408 Survey 3.05 1.6 4.65

409 Case study 2.5 25 5

410 Survey 2.2 3.3 5.5

234 Case study 2-7 1.5 4.2

407 Experience
repo^ 6.6

406 Case study ء2 1.5 3-7

411 Case study 2.^ ١ 3.2

^in؛SHrه aha T؛ ^ ^ a u ,مح0ظل1ثق،700ةا B lSetails of؟k
V ح -ء  I I  I I H W M  I l i  f  I i m p i r i i i ' l ' =ء -ء ؛

.١؛? ضمجمج

uency؛أء؟و
i ، .ءص . i r i m . M i

‘!Ap^c^achjused/P ro p o ^ d^

Developed and Used and proposed
 hybrid GQM/TSP approach he used to assess attainment of .ا

!earning outcomes and demonstrate to students the significance 0 ك3اا  
aspects o f ^ o ^ a r e  engineering project management.
Assessment Approach for Quantitative ?rocess Management 
(A2QPM) inciuded the assessment and analysis o f the task 
management process

3. Measurement Oriented approach suggested for SPI with ^a^agem ent 
coc!<p؛t ٠٨ the top
DMAIC-Kaizen approach is proposed for process مe٢f٠٢manع€ 
improvement. It is integration of ISO 9001 and Lean-Six s  gma (LSS)؟
into CMMI-DEV
Fault-driven lightweight process improvement approach is proposed 
to decrease the numher o f faults 

Only used and proposed while developed by Others
1. Systems Modular Analysis (SMA) is proposed as a graphical modeling

4.

5.



approach to facilitate understanding o fS P l m odels
Use o f  appreciative inquiry in problem -oriented organizations.
The com bination o f m anagem ent and organizational capabilities
and the Judicious application o f  Clean room technical practices 
represents a powerful process im provement paradigm

Developed and Used
1. S P I-IF  im plem entation fram ew ork is presented that has the potential 

to assist ^?1 practitioners in the design o f  effective SPI 
implementation initiatives

2. Practical fram ew ork based on ISO is proposed for process 
improvement designed to support effective, iterative, fa$t process 
improvement by using existing techni؟ ues

3. PIASS (Process-lm provem ent Activity Support System ) is an 
integrated environm ent that provides (1) tools necessary to  m ake 
assessm ent o f targeted software processes, and (2) a know ledge-base 
to store guidelines, experiences, and know-how that are necessary  to 
precede ^?1 activities for a particular organization.

Only used and developed by O thers/proposed
1. The m eta-^easu rem en t fram ew ork ( ^ ^ P )  for developing and 

deploying tar^ete^ assessm ent instruments.
4. Pr imer. Practical Process Improvem ent for Em bedded ^ ea l-tim e  

So^w are, fram e w ork proposed for software Configuration ^ g t
2. Used M AP fram e w ork (M anagem ent, Approach, and Perspective o f  

SPI) and proposed for early in the initiation phase o f  the first SPI 
initiative to understand the m ost characteristic features o f  the SPI 
project.

O nly proposed as output
• SPI stakeholder Com petency Pram ework is proposed. The 

organizations can use this fram ew ork to design the profile o fe ^ c ^  role, 
to assign a role to each em ployee, to define recruiting profiles, to 
design training plans, to design succession plans, and to  design 
com petency-based com pensations.

ص ٠

Developed and Used
٠ RE process Im provem ent validation technique is proposed an^ 

validated
• Defect Eogging and Defect Data Analysis (DLDA) technique Based 

on PSP to prevent m istakes faster. It is low cost, low risk technique

O nly used and developed by Others
1. Com bining two existing techniques for fault analysis m ethods:
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Orthogonal Defect Classification (ODC) and Faults-Slip-Through 
(FST) to provide useful input to test process improvement

2. Used several participation techniques like search conferences, survey 
feedback, autonomous work groups, quality circles, and learning 
meetings in SPI initiatives

3. Quality Function deployment (QFD) technique to align and prioritise 
process improvement based on organization’s strategic goals

Developed and Used and proposed
1. Documentation proce^^ maturity model based on CMM is developed 

and proposed
2. an empirical mode! is presented that investigates the effect on product 

defects o f consistent adoption o f the CMM practices
3. Release Management Process Model is suggested
4. Quality Distinction model developed and based on 15 CMMl 

processes for 1^ service providers capabilities
5. Model for improving the release planning process of an organisation is 

applied and proposed based on CMMl
6. Brazilian Software Process Improvement (mps Br) Project reference 

model used to improve s/w development process based n ISO/lEC 
12207

7. A Risk Management Maturity Model based on the si^ levels o f 
capability o f Capability Maturity Model Integration (CMMI) and the 
four dimensions o f organizations, namely culture, risk management 
process, experience and business applications is developed and 
proposed

8. The benchmark Based process Model (BBASPM) is developed based 
on" Software Engineering Process Reference Model (SEPRM) for 
small org and projects. BBASPM is developed as a superset o f  CMM, 
ISO 15504 and ISO 9001

9. Shark tooth model developed introducing CMM! area Requirement 
Mgt

10. Architecture Process Maturity Model for s/w product line Engineering; 
provides a methodology to evaluate the current maturity for the 
architecture dimension o f the SPL in an organization

11. A mode! is proposed to explain the variation in the reliabi!ity o f 
assessing SPICE-based processes.

12. Formal specification based product development model is proposed. It 
represents the CMMI ^PA s compliance with formal speci^cation 
development

13. Micro-Evaluation Model is presented with strengths and weakness. 
And proposed for assessment in VSEs

14. SPI implementation readiness model to know how much ready an 
organisation is to implement SPI. Based on CMM/CMMl

15■ Organizational Learning Evaluation Cycle OLEC model is developed
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and proposed for organization learning
16. 13G0 model is proposed ^ased on boot strap for s/w process inspection 

improvement
17. ABCM model is proposed that is feasible to be applied to Software 

development Process, combined activit)^-bas€d costing (ABC), 
balanced scorecard (BSC) and capability maturity model (CMM)

18. Knowledge driven model for SPI (KSPI) based on IDEAL is 
developed and proposed

19. Organizational maturity Assessment Model of so^ware product line 
engineering for evaluating the maturity of organizational dimension

Only used and developed by Others
1. ^s^ of Competiso^ reference model for improving customer

satisfaction.
2. Oata Envelopment Analysis variable return to scale( DEA VRS) 

model is recommended to be used as the default technique for 
appropriately benchm^rl^ing software development ta sk  [

developed and ^sed
٠ Process and Project Alignment Methodology (ProPAM) methodology 

is proposed for software product development process.
• Method is presented to discover process pa^erns based on project 

ta^^s
• Combined Requirement Engineering methodology is proposed that 

consists of three steps: initiating the assessment, executing multiple 
inquiry cycles

• The method for initial level assessment was developed b ^ e d  on the 
^ve elements: philosophy, process, techniques, tools, and training; 
based on IdEA ^

• Propose Iterative Improvement Process for conducting s? !  within 
individual agile project teams

• Requirements Elicitation, Analysis and ^^lidation Method ^ E A ^ M )” 
î  proposed for ^E  process improvement

Only used and developed by Others
• To get good SPI a Basic RE (BaRE) method is proposed for 

outsourcing technical infrastructure for RE process improvement
• The PROFES methodology proposed for Product focus SP!
• Method PmCOMPETISOPT proposed based on ئ0/عآ0بمههككل  and 

Scrum. A light weight process for improvement.



Only used
• Methodology of characterizing s/w process ^ased ©،١ Quality 

Improvement Paradigm (QIP) phase “Characterization”
*roposej3؟s ^ l؛p 5ol iy

د م
^ ^ v e ope،^ a؛ n d  U sed

1. Instrument developed for measurement of SPI succ^$$ factors. 
Managers can use the instrument to guide SPI a c tiv ity  in their 
respective organizations and researchers can use it to build models to 
relate the facilitating factors to hoth learning process^ ^nd SPI 
ontcomes

2. decision tree is created that organizations could u^e as a gu؛deline for 
the selection of an ^PI methodology that meets their quality 
requirements

3. ٨ catalogue is provided to deal ^^ith non-tech features !n CMMI 
Supplier agreement Mgt Process area

4. ^^tional S١٧edisط benchmark based on IBM European benchmark is 
established for assessment

Only used and developed by Others
• Tool used Inspection Oapabilit^ Maturity Model for 

assessment ofsoftw^are inspection practices based on CMMI
• S/w development environment Taba Workstation is S ta lle d  to 

facilitate and accelerate the software processes de^nition, d^loym ent, 
^nd improvement. T support SPI-^M strategy

• Micro £valuation tool is suggested for assessment in VSEs

Only developed and used
1. Progress 4GL/RDBMS database app for collection o f PSP data 

collection is proposed. For analysis PSP Error ^a ta  Analysis Tool 
developed.

ل.محأمحءإ 'م:ث'سبملآء ^ - .س- ،,: .. . م
.٢٠)

.٠ ء . -ءقآض.ء'-تحءت '. =ءةبم1تت،ت.امحءح. .ب . إ ءغأ؛،.س.-سمن,,مح ت سص ■““غءء'
م̂ح؟غلاوه؛دمءخئبمجدئأئخجأ - ٠ جئ

,ح؛̂,صس:,و ه' سا ح ع„م ن ؛سس,.س
^ack of Change Mgt 2

ofSPI evidence >اءعا 2

lack of a defined ^PI implementation methodology 2

Lack of SPI awareness
و



I^ack ©۴ ٥٧٢̂̂١١  Support 5

Lack of Sponsorship 2

Lack of Training and mentoring
2

lack of communication

Lack of expertise in implementing cuitur^i changes و
Un clear ^oa]s 3

Insufficient assessment 2

Lack of Task Mgt

documentation problems 2

Lack of standards 2

Low process priority 2

Large scale programs 2

Workload 2

Commercial Pressure 2

onآsitهmpا■ •
٠ Negative/Bad experience
٠ ^ is^  of adding complexiy
• Concerns about moving to a ‘one-size-fits- 

all’ ^ethodolog}^
• Irrelevant objectives/ deliverables
٠ poorly managed information
• Budget Constraints
• hardly transferred technology for ١٨̂ ^ 

members
٠ unclear role distributions among many 

stakeholders
• Personality clashes
• direct inference from customer
• dif^cult Maintaining normal productivity 

during implementation
٠ late impact o f the SPI program on projects

(Mixed Problems eac^ with frequency^])



actively monitor the 
progress o f process improvement 

n^gement ^nvoivement^؛^ 
^an^^ement commitment 

Management Sponsorship 
٧pportة Management ٠ 

persons! an^ project لveآrceع• p 
man^^ement ^ene^ts

Management وت

Concern for Measurement 
of Metrics ع$وا Measurement 5

^nsiness Orientation 
motivation 

ahgnment ^vith business goals
of hnsiness

processes

Business motivation and 
goals ء

Experienced staff 
Involvement عقآ$ 

c؛$taffspecif 
• commitment of development staff 

□ ^م0آ1ك ^aht^/of team
Team spirit •

?olitical strength of the champion 
managing the hnman dimension of 
process improvement effort 
treating process action 
teams/external agents 

ho^v well the SPl fits the tas^ ٠ 
environment of the developer 
the people involved are respected ٠

Staff
21

Stafftime
facilitate from time pressure Time 3

shared goals among stakeholders 
collaboration a^ong stal<eho!ders 
clearl)^ "stated and ٧nd  dههstع٢
goals

Shared ^oals

• process ownership
• Process Maturity
• Tested assessment process

Process related 4



٠ Organizational Culture
Organization commitment to SPI 
Deployment (resources, personnel

Support—group process 
introduction
no politics and turf guarding 

٠ Focus to SPI efforts

Organization specific ,

،Fraining & mentoring Training 4

Resources a^aila^ilit^^
٠ Resources brought to bear 
٠ Attention to deployment 
• Allocate required resources

Resources 6

SPI awareness 
٠ Defined SPI implementation 

metl^odology/strategy 
Solid SPI Implementation 
sufficient understanding of the 
current progress of SPI efforts

١dتSPI awareness a 
defined implementation 

!methodology
7

Reviews 
Internal Audits
Inspection, project post mortem

Assessment 4

Environment
SPI motivation and acceptance 
explicit assignment of 
responsibility for SPI 
Identification of best practices 
Documentation of status quo 
Workshops and regular surveys 
Customer perception surveys 
Incentive 
Sense of urgency 

٠ Tailoring the improvement 
initiative

mixed 9 (each factor with 
frequency of one)

Standardizing data 
Standards ه  Procedures 
Simplification of routine 
procedures

Standardization 3

• Importance of آ00ظ
• Appropriate choice of managerial 

tools
Tools 2

Exploitation of existing 
knowledge (learning by 
experience)

K ow ledge ^ ^ t 5



£^ploration of new knowledge 
(learning by experimentation) 
Knowledge and prior experience 
mechanisms to efftciently manage 
and organize a large amount of 
complex information generated 
during ^PI
C ncern  for quality 
Pressure to improve quality Quality 2

يم-ء ؛٩٣
محنكذ

خ fn the are^ of T<cnowiedge, Wgt ffoilo.vving^are^ :of wori^are M, جآ؟ج1محءلآبممحأ؟ل d b ^ e d  in the
- ' - - . - - - ٠ .f u tu r e ^ ^ c

Knowledge engineering techniques that constitute Knowledge Management ^ools 
The role of KMTs in software process improvement programs_________________

To know about the relationship between the chosen knowledge c ٢هه tأon strategies to the surrounding 
٠ structures and management culture such as how to approach organi^tional !earning 

under different organizational circumstances, strategies to use when. 
The possible combination of knowledge creation strategics
the need for more complex models of the knowledge creation and expansion processes
To construct a know!edge-base o f critical success factors CSF and to develop a computational system to 
support SPI managers to make decisions aiming to enhance the de^Jtion  and control of strategies.

investigate product/process dependency models PPDs_______________________________
maturity assessment o f software product line engineering area requires more work
Measurement’
analyzebusiness impact of measurement
Instrument development to measure organization pre-requisite for SPI success, by further reaming the 
theory adding more variables and/or more in ten tions. ___________________
Performance measurement indicators such ^s cost, productivity, quality, and customer satisfaction 
shou!d be evaluated. Those studies should include a reasonable number of other moderators, especially 
such as application domain, cultural factors, and enablers and disables o f process improvement.
To investigate the new and improved measures of SPI success, comparison of measurement 
instruments, and validation ofSPI success measures. _ _
^se  SMA (System Modular Analysis) for modeling other SPI models; other than €MM that is used in 
this study.

To investigate characteristics that affects development problem factors and associated s/w 
maintainability. ________________
investigate how the software development process maturity impact the various project risk factors such



project size, organizational environment, and lack of team expertise
Architectural view of studies is required for better s/w development ___________________________
to investigate if and how training and guidance could help overcome the tension between appreciative 
inquiry and problem-oriented approaches
to construct a contingent)' model whic^ can guide small software companies in the selection and 
application of software process as they e v o l v e ________________________
Another ^ tu re  direction in research is to apply statistical analysis in ©rder to determine the relationship 
and individual contribution to ?̂١ success of practices 
used in the SPI implementation strategy

ه،ءءء.، م س م ■ءب

change

مي-ممهمءمءسءم

To develop the common factors into a risk management tool to 
support SPI ch^^pions to deliver improvement

II ٠؛ ٠٢ م~-م~ممءمسءءءمءمضم ■w؛

س؛س إ . س م ي

k . سءءمسم ب ٠؛ م̂-ممءا  ■w ’ *

the development o f instruments for more objectively 
assessing and measuring the interactions between RE Process and other processes such 
management, peer review, and testing_ 
١٧̂^^ are the relevant and meaningful criteria to judge improvements in peer reviews, for example, as a 
result o fbe^erR £  processes? ___________________________________
To assess actual change in the organization’s culture with respect to the attitude towards rigorous RE 
processes ______________________________________________ ____________

با0ا  topics of R£ improvement in near future

• elicit functional requirements”
• “elicit nonfunctional requirements”
• “review requirements”
٠ “document developer requirements

extending the issues of requirement management to cover up the entire software lifecycle 
Develop other CMMl-oriented system modules; such as system verification modules

For widespread use o f ^ost of quality CoSQ technique extended models are required. Specifically, 
current models should be extended on the cost breakdown of the components of the cost categories 
(prevention appraisal, external ^nd internal failure costs). These models should also be validated by 
^eld e x p e r im e n ts ^  .
Conduct empirical studies to determine t^e relationship between the relative “ perceived value” of each 
practice and how its implementation is justified by return on investment.___________________________
the quantitative analysis oncost and bene^ts in practical exهmpا ئ  and comparison with other formal 
specification language
how to reduce the cost and time of SPICE assessment, w^ile maintaining its accuracy

.ءةمءمح:سمأآ،بجء .

To identify the attributes that can help the implementation of SPI
future studies should aim to further this line of research and test the impact of ca^^bilitie^ on 
performance through an appropriate nomological net
Study the Impact o f process consistency on productivity and cycle time.



potential relationship between performance improvement and the organizational learning infrastructure 
Meed to investigate the importance of contextual variables to several types of SPl problems and to 
validate the approaches proposed for solving them.______________________________________________
To f]nd the motivators ofSPI in different cultural contexts in small companies
To construct ^nd validate a maturit)^-based model of SPI implementeion factors

■ . ■I ■ . . .  ■I ••••••.  .

To examine whether organisations which reach higher levels in the CMM mod^l have differing abilities 
than those at lower levels.
To study the time ta^:en to move from one level of CMM to the nex t
F au lt;D rlv en ^ p p r^ lr أ

used over time is toA specif]^ area for change if (LPIA) Light weight process improvement is to 
٥ة٢ ee on a fault classi^cation scheme.

An interesting c^se study would be to analyze organization w i^ ^ o u n g e r and more inexperienced 
programmers and their impact on ^P1 __________________________ ____________________________
Another short-term goal is to develop a competencies assessment $^$tem for SPI stakholders based on 
self-evaluation and ^^©-degree evaluation.
To investigate that whether respondents are confident that SPI can be achieved by the engineering teams 
themselves (and without additional help from business management).
.S o f t \v a r e .C o r ^ S i® .حت
In future we will analyze maهزr so^ware companies located in Isiamabad, Lahore and Karachi to get the 
true national picture regarding adherence to S ^

Aمامممبمءءمم-ءءءءع,_ ssessm iili
future research can be conducted to show the relationship between Kappa values and the assessment 
context.
to investigate the factors that have an impact on the reliability o f SPICE assessments
using the assessment to claim a portion o f the software process improvement budget for measurement
To investigate t^^t in smaller companies employee motivations may be more closely aligned with 
company goals than in larger companies

Mتحثت؛كعق a p jM g ^ € j |M ^ th p th f f a p p r o ^ ^
on, validation and verification are؛uir^^ents development, technical solutions, product integrat^ ^  ؟

____________________________________.process areas that could be mapped to XP and Scrum practices
To examine agile method other than XP and Scrum such as L S^, FDD, APM, Crystal and A^D ^re all 
such methods that could be assessed
The mapping approach can be used by organizations to set up a single Quality Management System 
marrying both the worlds of CMMI and the regulatory standards in the background

Tool support is required for PSP and future work should be carrying on this.
ء ء
an area of research for future Experience Mgt to ^nd practical implementation of SPI in the Experience 
Mgt.

uality indicators، By determining the relation between8 ؟€ of proposed Poor Quality Model for moreلا 
indicators, secondary effects of poor quality indicators can be examined in future work



een appreciative؛/to investigate if and how training and guidance could help overcome the tension betv
inquiry and problem-oriented approaches 
to construct a contingency niodel which can guide small so^wa^e companies in the selection and
application of software process as they evolve

Another future direction in research is to apply statistical analysis in order to determine the relationship
and individual contribution to SPI success of practices 
used in the SPi implementation strategy

6=Questionnaire 
7 ^Artifact 

Artifact+ Workshops]
2-assessment data 

audits result]^
TooNl 
Focus group=l 

18=Interview 
7=Interview + artifact 

int€rview+ ob^ervation+ questionnaire]^ 
Interview+ Artifact+ Observation ̂

]nterview+ meeting+ Artifact^^
PIWs Post iteration workshop=l 

3=Q+ interview 
uestionnaire+ Artifact+ !ntervie^ ^ ^ ^ 

 ues^آ!هn٨ai٢eةت
Web accessible 

_____________electronic process guide=l

Case study 

^ o t ^entioned= 36

Pocus group =2
group-based Repertory ^rid  Technique^!
Interview=8
interview+ survey^!
interview+ observational
Q+ interview^^
Questionnaire's?
SEI repository=l______________________

Survey

^ o t mentioned=2

A rtifac t^
Questionnaire^]
appraisal data+ interview=l 
Artifact^]
Tool^I
Questionnaire^

Experience R p o r t
Not m en tion^S
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^onolnln,^I, USA, ACM.

60. 130 j ,ةameل .1 K. Cary, et al. (2004)، "An ê ء.ل. }̂orat]’on of the relationship between 
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