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Abstract

The main theme of the report is the application of the genetic algorithm in biomedical

sciences for diagnosing of the diseases. Feature Subset selection is an approach that

promises the better or same results as with using all the features. This approach can be

helpful for diagnosing disease with rather less clinical tests and can be proved in future

an effective tool for diagnosing disease. There are basic three approaches of feature

subset selection filter, wrapper and embedded. The main idea of this thesis is feature

subset selection using opposition based multi-objectil'e genetic algorithms rvhich is a

type of wrapper approach for supervised learning. In past several techniques have been

proposed on this lopic but most of them are based on simple genetic algorithm. This

thesis is emphasizing on selection of feature subset using multi-objective genetic

algorithms. In this regard we have used non-dominated sorting Genetic Algorithm

(NSGAII). The classifier used is SVM (RBF). This technique is being tested on ser eral

biomedical datasets taken from the UCI machine repository. Due to the better spread of

candidate solution at initial step It has also been observed that our technique converge

taster towards best optimal solution as compare to other techniques in literature not only

this our technique also shows improved accuracy and more reduce feature as compare to

the previous u,ork .This research not ends here there are Iran) rr-ays to ertend this rlork.

lv



Clossan

Glossary

This section lists symbols and acronl'ms that fiequentlr appear in this thesis

Acro nyms and Ab breviatio ns

Alife Artificial life

CMMO Coello'sMin-MaxOptimisation

FSS\4C featureselectionviasupen,isednrodelconstruction

GA Genetic Algorithm

Gbest Global best

HLGA Haiela & Lin's Weighting-based Genetic Algorithm

Lbest Local best

MOEA's N4ultiobjectiveevolutionarl'algorithms

MDD Major Depressive Disorder

MOGA Multi-ObjectiveGeneticAlgorithm

NPGA Nafpliotis & Goldberg's Niched Pareto Genetic Algorithm

NSGA Nondominated Sorting Genetic Algorithm

PAES Pareto Archived Evolution Strategl

PSO Panicle Swarm Optimization

PO Pareto Optimal

SGA Simple Genetic Algorithm

SA Simulated Annealing

SPEA Strength Pareto Evolutionary Algorithm

VEGA Vector evaluated Genetic Algorithm

CFS Correlation-basedFeatureSelection

FCBF FastCorrelation-BasedFilter

ROC ReceiverOperatingCharacteristic



Clossarv

UCI Universitl of Caliibrnia at Irvine (UCI) Machine I-earning Repositorl'

MFFN Multi La1'er Feed Fonvard r.\eural Network

MO Multi-objective

SO Single Objective

RIIM Rapid Image Information mining

IIM Image Information mining



Acknotrledgenent

Acknowledgement

First of all I am very much thankful to Al Mighty Allah lbr making nre able to understand

the things around me, to interpret them, provided me uith His divine help and made

every hurdle in my way as rvall of sand.

Secondly thanks to my parents and family whose utmost efforts and dedication made me

to face the world with dignity.

I am really thankful to Dr Alyaz Hussain. he provided me with an opportunit) to learn

and understand things from an enlirely new prospective.

Last but not least thanks 10 my friends and class fellows for their unending support

throughout the course of project.



Table of Contents

Chapter I . . . . . . . . . . . . . . . . . . . . .

l. Introduction........... t4

l5

1.3 Contribution....... "" ''" 17

1.4 Thesis Layout................. "" "" " " 17

Chapter 2.......... """""""""""""""' 19

z.Optimization Techniq ues........ """""""""""".'"" 19

2.1 Funcrion Optimization "" . 19

2.1.1 Single Objective Optimization....... """"" 19

2.l.2 Multi objective Function Optimizations ............'.... " " 20

2.2 Search Techniques......... " """"" " " "22

2.3 Genetic Algorithms.......... "" """"" " 25

2.3.1 Brief History.......................... "" """""""'25

2.3.2 Working of Genetic Algorirhm " """"""""'26

2.4 Particle Swarm Oprimization...........'.'......... """ " " "" " 32

2.5 Summary...... """"" 34

.36

3. Literature Revierv

3.1 Feature Selection Procedure " "" """ 36

3.2 Filter Approaches......... - " 38

3.2.1 RELrEF..... .. "." 38

3.2.2 Distance based Re-sampting...........'..... ....... """ 38

Feature Subset Selection sing Mttlti-Objecliw Gerclic Algorithnl



.' ,' . ')l ( t)ttl!ttl

3.2.3 Correlation. " " -" 39

3.2.4 Fast Correlation......... -" " 39

3.3 Wrapper Approaches ............... " " 40

i.3.1 Fusion of GA rvith NN-.... ............. . " 41

3.3.2 Fusion of GA rvith SVI\|.. .............. .. ""'-"" 42

3.3.3 lntegercoded GA rr irh SVM """" " " 42

3.3.4 Feature Selection using \\'rapper Approach - " " """""' 43

3.3.5 Pharmacogenom ics Apprlrach . '13

3.3.6 Fuzzy Preprocessing \\'eighted Approacli " '- 4'l

3.3.7 Hill Climbing Approaches " """"""" 46

3.3.8 Tabu Search Approach. ."""" 47

3.3.9 MOGA Approaches... ................... " 47

3.4 Problem Statement............ "." " 49

Chapter 4.......................... """""""' 52

,1. Proposed Technique: Opposition based MOGA """" "" """"""""' 52

{.1 Proposed Architecture "" "" " 53

4.2 SVM............. " 6I

4.2.1 TheSeparating Hyper P1ane......... """""""'62

4.2.2 TieMaximum-margin H1'per Plane """"" "62

4.2.3 The Soft Margin """"" 62

4.2.4The Kernel Function.. " " " - - '."'62

4.2.5 Linear SvM................ ... '- 63

4.2.6 Soft Margin................ " "" "" " " 65

4.2.7 Non Linear SVM........ " " " " 66

4.3 Objective Space ................ ' " " 68

4.4 Summary...... " """"" '70

Feahtrc Subset Selecton using ihtlti-Obiecti\e Genelic Algorithnl



-lithL.llptttlt

Chapier 5....

Erperimental Results .......'......

5.lPerformanceMeasures............ - "" 71

5.1.1Roc........... 71

5.1-2 ROC Convex Hull " " '12

5.1.3 K -fold cross......................... " " ""'"""""72

5.1.4 Precision.. " """""'73

5.1.5 Leave-one-out cross-validation -... ........ ... .. 73

5.1.6 l-test......... . .'."."" "74

5.1.7 Metric forConversence ' ."'.". " '76

5.1.8 Pareto-optimal fronr ' " ".'.""" 16

5.1.9 Converged front................... """ """"'76

5.2 Experimental Setup.................. . ".'.... .""" 7'7

5.2.1 Datasets . '. ...'.." ""1'7

5.2.2 Performance measures used....-.. . ..... .. " """"""" "79

5.2.2.1 2xlContingenc1 rable........... ...... """" 79

5.2.3 Parameters Sening................ 80

5.2.4 Training and Testing data set -..-. . .... " 80

5.2.5 Stalistical anall'sis -............. " 80

5.3 Results and Discussions........ " " ' 80

5.3.1 Classification usins complete set ofattributes (Scenario l) " "" " 80

5.3.2 Classification trsins Selected \nributes (Scenario 2) '." " " 82

5.4 Discussion.... " " 83

5.4.1 Classilication using All Features " " " 83

5.4.2 Classification using Selected Features.......... . " " " E3

5.5 Summary...... " 87

Chapter 6........... """""""""" """"" 88

l0
Feanre Srbset Selection usng .\ Iuhi-Ohjcctiv C.n?tic.4lgotitit t

1l

1l



Tttble oIContenr

IIFeoture Slbset Selectioh sing Multi-Objectiw Genetic Algorithnt



_ List o-lr Fieures

List of Figures
Figure 2.1 : decision space and its function value .................. .................. 20

FigureZ.2: Decision spaces.....-........... .........................21

Figure 2.3 : Objective space of Fl and F2 ................ ............................22

Figure 2.4 :Search Techniques........................ ............23

Figure 2.5 Genetic A|gorith1n.......................... ... .........21

Figure 2.6 : Algorithm for SGA .............. .............-.......28

Figure 2.7: Algorithm for PSO............... .....................34

Figure 3. I Feature selection procedures.......... ............. 36

Figure 3.2 : NSGA............... .............48

Figure 3.3: Algorithm for LP-MOGA.... .....................49

Figure 4.1: Proposed Technique Architecture........ ................. 5l

Figure 4.2: Wrapper Based Feature Selection using opposition based NSGAII for SVM

Figure 4.3 : Opposition chromosome ca|culation................. ....................57

Figure 4.4 : Dominant, non Dominant and Pareto Optimality............................................59

Figure 4.5 :Multi-objective Optinrizat ion....... ..............58

Figure 4.6 :Pseudocode ol nondotninaled Sort...................... . . . .. . .... )9

Figure 4.7 : Crowding Distance.............. ....................60

Figure4.8: Objective Spaces................. .......................68

Figure 4.9 Snap shot of last generation individuals their objectives values and crowding

distance.............. ..............................69

Figure 5.1 : ROC ................. .............71

Figure 5.2: t-distribution shorv the acceptance and relection region............-......................74

Figure 5.3: t- test va1ue........, ............75

Figure: 5.4 : Accuracy comparison......... .....................86

Figure 5.5 :Comparison of SVM and Neural Netwcrk ............................ 86

Feolute S bsel Seleclion sitlg .ll lti-Objecti|e Gehetic AlgotltlDl t2



! t,r of L obles

List of Tables

Table 2.1 : Example of Fitness Calculation... .............l(-l

Table3.lSummaryoftherelated*'orkforhepatitis........ ......................45

Table 3.2: Summary of other related rrork..... ............46

Table 5.1: Heart Disease Data Set Anributes........... ...............................77

Table 5.2: Diabetes Data Set Attribures ......................77

Table 5.3: Hepatitis Data Set Aftribures........... ..............78

Table 5.4 : 2x2 Contingencl rable for subset oforiginal set offeatures (Hean Data Set)..79

Table 5.5: 2x2 Contingencl table tbr subser of original set of l-eatures (Pima lndians

Diabetes Database)........... ...............79

Table 5.6: Results using all the set of leature for SVM (heart data set)..............................81

Table 5.7 : Results using all the ser olfeature for SVM(diabetes data set) ... .. .. ......82

Table 5.8: parameter settins of three teanrre selection nrcthods inclrrding llOC.\...........82

Table 5.9: Comparison of \{OGA and SGA using SVM......... ...............83

Feature Stbset Selectiotl si tg llulti-Objecriv Aenetic -llEorithttt t3



Chapter 1 lnttorhctron

Chapter I

1. Introduction

Features high dimensionality is a rnajor problern in many fields since long especially in

biomedical sciences e.g. Gene Array based cancer classification, tumor detection etc [ 1,3].

High dimensionality is a great curse in other fields as *ell such as Dos aftacks

classification in net*'orking . irnage processing. data mrning etc .Man1' eflorts has been

made using machine learning and pattern recognition techniques to reduce the features

d imen sions.

lrrelevant features include extra overhead in problem domain by increasing the complexit),

of the model that ma)' cause distraction from actual problem. Thus there is need of
mechanisnr rvhich can intelligentll allow only relevant features to be select. Consequenrlv

feature subset selection is a great emerging field in this aspect.

ln Feature subset selection, features are reduced inrelligently so that this reduction may not

affcct the classification accurac),. Hence the feature selection can be define as the search

ploblem for the best optirnal subser features m out of original feature ser'M' \\,ith rhe

aim of maximizing classification accuracy minimizing learning time saving database

resources and reducing measurements cost.

In medical diagnosis used of the classifier svsrem is in trend now. There is no doubt

experts decisions are the most imp!,rtant facror in identifying disease. But the expert

systems and different artificial intelttgence techniques can serve as the tool for the experts

by making their job easier and free of error in case of fatigue or inexperience experts.

Moreover these artificial intelligence classificarion rechniques facilitates in analyzing

medical data in more detail and less time.

In inductive learning, machine learning algorithm learn the model by different examples

or instances. each example increases the experience of the algorithnr to qenerate the rrrles

lor classification- For example, algorithm can be provided by the informarion (case historl

of patients or clinical testes) of set of patients in a hospital. The algorithm u,ould then be

Feontre Suhset Selection using Multi-Objective Genetic _ilEorithm t4



inforrned rvhich patient is suffering frotn particular cancer and tvhich not This inforrriation

about the patient will then be used by machine learning algorithm to contrast a model to

diagnose particular disease. Major problem for this artificial diagnose sl-stem is to identifl'

which information is more important in correctly predicting the panicular disease and

which one information is extra overhead on the classifier.For the idenrificatron of LtsetLrl

features that best describe the patients optimal feature selection problem arises

Different approaches to optimal feature selection are filter approach ,\\'rapper approach and

embedded approach. In filrer technique feature selection is a step before applying inductive

algorithm. Later rhis subset is used as input to the inductive learning algorithm during the

training step. In rvrapper approach search start from emptv set later on features are added

or removed under the evaluation of the selected features that is based on learning

algorithm. Hence the inductive learning algorithm is the part of the search engine. In

embedded approach optimal features selection is part ofthe inductive algorithm'

l.l Motivation

Follorving factors motivate us to check the application of MOGA for optimal fearure

selection for biomedical domain

Limitations of the simple genetic algorithm[9,10]

Easy formulation of Objective lactor calculation using MOG {
Fast Convergenct of the MOGA torvards true optimal

Conflicting Multi-ubjective nature of biomedical data

Better results of MOGA in other domains

1.2 Goals and Challenges

Mostly in real-life probtems, concern objectives have conflicts. Thus. optimizing features

with respect to a single objective often results in undesirable results rvith respect to the

other objectives. As it's almost impossible to simultaneously solve multi-objectiYes

functions faithfully Hence it's a great challenge to find out the wa)'out of multi-objectiYe

problems. As there is always tradeoff betrveen mu lti-objectives. No single soltrtion can be

l5Feanre Srbser Selection usihg Multi-Obiecti|e Oenetic AlSorithnt
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consider as best in all aspects. So onc solUtion to a Iroblenl i: i.. don'l rcl) orl onc

solution. But considering manl,best alternative solutions. each besl s!.\lulion will represent

satisfaction ofdemand at specific level.

ln practicat life problerns. as in case of industry product. there consider two objectives,

reliability and cost, if rve decrease cost reliability degrades. increase in reliability influence

cost. So, optimizing multiple objectives at same time is inlpossible. S.' there is cenain level

of compromise rve should have to accept in one objective ilr .'rJer to gain in other

objective.

Another example of such a problem is diagnosing disease thr,.'ugh different clinical

tests,each clinical test associate rvith the clinical cost and have cen:in level of importance

in diagnosing disease. So selecting ctinical testes oul ol origin3l set of clinical testing

rvith aim of increase in aicuracr oldiagnosing disease and less i:':e. so le:s ctrst at the

patients end, is another nrulti-objective problem. If rve tr1 to incr::se accuracy ri'ith less

cost we need to find some inrportant clinical tests that are best rvith respect to both aims. In

such a problems single solution is not enough, we should find all alremate best solution in

multiple scenarios. Solution to such a problems is to identify the sei .',f best solution out of

nranl'possibilities.

Solution to this problenr is to find out all possible Pareto oplrxtrl solution sels or a

representative subsets. A Pareto optirnal contains set of solLrtions lh:i are non dominated as

compare to each other. Each Pareto solution ahvays has a certain arnount of surrender in

one objective(s) to achieve a certain amount of gain in the other ot'iective. Pareto optimal

solution sets are preferred because they can be practical rvhen takins into consideration

real-life problems I l6].

Another challenge in population based optimizations method is to maintain the best

solution ofprevious generation in next generations in a \\'ay that di\ersity ofthe population

not affects. Consistent spread ofsolution is a great curse in populati!-',n based techniques in

efficient way with fewer computations.

This thesis summarizes the research in Feature selection using \lulti objective Genetic

Algorithm and its application in biomedical domain. Manl'attempts have been made using

Simple Genetic Algorithm and some advanced optimization techniques .Here is the layout

of the whole thesis.

Feanre Stbset Seleclion si g .l lult i-Object iv GeDetic Algorilhnt t6
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1.3 Contribution

Follorving are the main contribLttion of this report

Deals rvith the conflicting mutti objecrives in a bener rvay unlike simple GA fitness

functions that tries multiple objective to fit in one function that causes biased results in

many cases.

lrnproYed population initirlization technique bf incorporating opposition popLrlation in

population initialization step . That pro\ ides better spread of population then ordinarl'

random population initialization. Hence provides betrer candidates solutions.

Promises to survive the best solutions in every generation. Random selection not

ensures the existence of the best solutions in the next generations. A simplest approach

to elitism in a multi-objective genetic algorithm is to copy all the best solutions ol

parent population to the ne\\'l) generated child population To fill the rest of oft'spring

populatron. reproduction operator \\ill be applied on other fronts e\cept first lionl of

parent population. This technique rrill not be successful in case , total count of

offspring plus non dominated parent erceeds than the size oflhe population.

Improves the diversity so that weaker solution (having some good features) nla;'have

chance to select for rnutatiort. rvithout increasing additional comple:iit1. Crorrding

distance approaches intend to find a consistent spread of solutions beside the besr

known Pareto front devoid of using fitness sharing parameter.

1.4 Thesis Layout

Chapter2 gives brief overvierv oi difference between simple and multi objective genetic

algorithm. optimizaiion techniques (SG.{. MOGA, and PSO), and Simple Genetic

Algorithm application in feature selection.

Chapter3 presents the Iilerarure revierr ol leature selection using G.{. non CA and MLtlti

objective Cenetic Algorithm.

Chapter4 introduces the proposed technique that is opposition based multi objective

genetic algorithm.

I'eatttre Subset Sclection sDtg,\lrltt-Oblecu|e Ge etic Algotilhnt t7



Chapter 5 reports performance lneasures, experilnentation and results and comparison

rvith other techniques.

Chapter 6 Concludes this rvork, summarize the uork its application and future work'

Chapter 7 Contains references.

ft' tt t t r re S u h se t Selectbn si tt!,1 fu l t i -Obje c t ite G e he t ic ..1 l gor i t lvl t8



Chapter 2

2.Optimization Techniq ues

Optimization is comparing and finding feasible solutions from the search space until no

betler solution is found .The resulting found solution can be consider as good or baO

depending on objective. Objectire can be single or rnultiple. In real rvorld problerns more

than one objective has to be optimized sirrultaneousll.

This chapter presents overvie$, about optimization, difference between single and multi

objective optimization, feature selection optimization with genetic algorirhm ,detail

rvorking of the genetic algorithnt and overvierv of particle su'arm optimization.

2.1 Function Optimization

Objective optimization means that there is/are some goal(s) thal needs to be mel by using

the given resources in optirnal manner. Goal can be maxima or minima in either case rve

have to consider not to stick in local maxirna or minima. But sometimes the search space is

so large that it becomes so difficLrlt to search through rvhole space. There are t\\o tvpes of

function optimization.

S ingle Objective Optimization

Multi OL'jective Optimization

2.1.1 Single Obiective Optimization

Optimizing single objective requires minimizing one objective al a time So it is called

single objective optimization. [2 I ]

Ex ample 2.1:

M inimize F(x, y) =z= l0-x+xr +x2

Where x ,y> -80

Fcotire Subsel Selectio usins i lttlti-Objectiw Genelic AlBorilhm l9
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In Example 2.1 there is onll o;. objective function, and the goal is to minimize the

function. ln Figure 2.2 each poin[z' against the corresponding x and y variables forms the

three dimensional decision spaces.

G-

III!

r1t
l--

Figure 2.l: deci-iion space and its function value Il l]

In real rvorld there a;e several i.enarios where multiple conflicting goals have to be

achieved slmultaneousll. For era:ple In case of industries to maximize profit rhere exist

Inany objectives thai are con:'.::ring to each other (minimizing cosr. maximizinr

productivitl). but hare to adjust::em simultaneously in a rvay so that overall tirm protit

can be maximize .[n real rvorld ;:oblems all objectives may not be independent to each

other they normalll depends o:: other objective. It's a great challenge to deal such

problums.

2.1.2 Multi objective Function Optimizations

When two or more objective ned to be optimizes at a time is called multi objective

optimization [21].

Example 2.2:

A. Mir,imize Fl (r . 1) = I 0- x - r;, - x2 Where x and y both are greater than -80

B. Minimize F2(x. f) = (x2 +r - .1)2+(x +y2-7)2

Feaure Subset Selection :jng lltlti-O.., :ttv Aenetic Algot itht t 20
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Where x and y both are grealer than -80

In Exarnple 2.2 therc are t$'o objectives functions and require minimizing both of them

simultaneously. In mulli objective optimization each function will have its own separate

decision space. Number of decision spaces rr ill be equal to the number of the objectives or

function need to be optimized. Decision spaces for exanple 2.2 are given in Figure 2 2 , it

shows there exist two independent decisions spaces .

(a): Decision spacs for F I (b): Decision space for F2

Figure2.2: Decision spaces

To optimize the multiple objectives simultaneously have to map these all decision spaces

to one objective space and this can be map shen we have one single calculated value for

each decision variable against each objeclive.

The main difference between the single and multi objective optimization is this additional

objeclive space- Objective space for the above example 2.2 is given in figure 2.3. The

dimensions of the objecrive space is equal lo the total objectives need to optimized in

given example there arc trvo dimensions as two objectives are given for optimizing

simu ltaneously.

-.j.t
I

I

\
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Figu re 2.3 : Objective space of Fl and F2 [l I I

2.2 Search Techniques

There are three types of basic search methods, calculus based methods ,guided random

search techniques and enunrerative techniques.

Enumerative techniques. visit every possible point rvhile searching. and visit one point

at a time. These techniques are simple to implement, but in the case when search space is

too large it will be a time consuming procedure to visit each and every Point ln some

cases, we can restric( our search to not to visit specific region that cannot contains the

solution e.g. game playing. Some examples of enumerative techniques are dynamic

programming, depth first search and bread first search.

Catculus based techniques considers lhe feature space like a mu lti-dimensional continuous

function and find out minima or ma,xima by finding out the derivative of function.

Indirect methods employ the information, that the extreme(a) lies where the function

derivative is equal ro zero. Where (here derivative ofthe function is zero the densitl ol-the

search points is also very lorv as compare to the whole search space.

Direct calculus techniques try to locate the nearby extrema by using the values of the

gradient of the function, such as Newon technique. These types of techniques are

recognized as Hill Climbing techniques, as they approximate for extrmea and move to that

Feat rc S bset Selcction usinB \htlti-Objectie Aenclrc lllgoritltt 2)



poinr and again estimale and again move unril it reaches the top of the hill. Such

techniques are helpful in the case of \ell behaYed problem or the problems tllat can be

altered to turn out to be s ell behar ed

The aboYe mentioned rechniques are direction less like random they haYe probability of

gefting stuck in local maxima or minima so they are not consider as effective. Whereas,

enumerarive search techniques are not feasible for large search spaces. Hence rve go for

heuristics for large search spaces.

stochastic refers to rhe s).sten.t \hose behavior intrinsicz,lll non-determ in istic. These

search techniques esrima(e about the next poinl through the some Predictable actions and

random elements. Thel are universal in their capacity, being able to resolve some very

difficult problems thar are awal. from the capabilities of either calculus or enumerative

tec hniques

Figure 2.4 :Search Techniques

Simulated annealing is an probabilistic approach to find global optimization of the

function that is supposed to have manl' local maxima or m inima .This approach is inspired

bi' the physical procedure rvhere laree but lorv energy soft cr)'stal can be obtain by first

Search Techniques

EnumerativeCalculus Based

Dynam ic

P rog ram m ing
Evolutiona ry

Algorithms

Simulated

Annealing

Genetic

Algorithms
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heating it then by slorvly cooling .This is done to finally froze the structure this is happen

at the stage when crystal left $,ith minimum level ofenergy. SA is best for sparse data. But

it is computationally expensive.

The classical methods failed to produce desired results because ofcertain in discrepancies

mentioned above. So research shifted from the classical merhods to the non-classical. un-

orthodox and stochastic search and optimization algorithms.[45]

The evolutionary algorithms mimic the behavior and evolutionary principles of nature irl

the form of computer sciences and algorithms. These algorithrns derive the search torr ards

the optimum solutions in space.

The main advantage of these algorithms is that they keep solutions set and population

instead of keeping one solution at a time. This results in the same value of the each

individual and convergence to rhe same objective in case of single objective optimization.

This is really great in multi objective rrhere each individual can represent separate

optimized objective value and this is a great outcome.

The evolutionary algorithms are divided into some main categories. These main categories

are

l. Genetic Algorithms. An inspired model rvhose inspiration is taken tiorn hurnan

genetics of selection and reproduction.

2. Cenetic Programming. It can be thought as the specialization of genetic algorithms

rvith the only difference that its representation is different from genetic algorithms and

instead of using string representation. lt uses trees representation mainll to represenl

computer programs.

3. Evolutionary programming. It is based on behavioral models and not the Genetic

model. It is derived fiom the simulation ofadaptive behaviors in evolution.

4. Evotutionary strategies. ln this type instead of using string for representation of

population, the real values are used. it also uses mutation as the only operator for

evolution.
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2.3 Genetic Algorithms

Genetic Algorithms are being commenced into use officially at University of Michigan in

the 1970's by John Holland. Attractive, for some t)'pes of optimization problems becattse

of price/perlormance improvements Olcurrent contptrlational SyslemS. GA considercd as

rvell suited for the combinatorial problems and sho\\,s good results on mixed discrete and

continuous problems, and tbr the search spaces $'here little is known about the underlying

search "space".

They are less chances of being hook in local optima ls compare to the greedy approaches.

Horvever lean to be computationally pricey. ln each hunl a fresh set of anificial oftiprings

(strings) are reproduced through bits and genes of the finest of the previous generation:

occasionally a new part tried. Randomized genetic algorithms are not pure random walk,

employ historical information. Widely used in business, science and engineering.

2.3.1 Brief History

Genetic algorithms programmed on the computers by the biologist in the late 1950s and

early 1960s, biologists rvho rvere clearly looking for to model aspects of natural evolution.

At that time they don't have idea that this technique rvill be use in future as solution to

artificial problems. By 1962, researchers namell C.J. Friedman, G.E.P. Bor. H J.

Bremermann and W.W. Bledsoe all had developed evolution-inspired strategies lor

machine learning and function optimization, however work in this field concerned little

follow up. In 1965, another more successful effort came into existence, through the

introduction of the evolution strategy technique by Ingo Rechenberg, he rvas from the

university of Berlin, This new technique was more similar to the hill-climbing than genetic

algorithnr. This new technique had no crossover and. to produce nerv oflspring one parent

rvas used to mutate. And the one that is betler rvas consider as Parent for the next tirne

when mutation occurred. Concept of population rvas introduced later in next version.

Scientist and engineers still use evolution strategies particularly in Germany.

These initial works recognized more common anention in evolutionary computation B)'

the near the beginning of 1980 to mid-1980s, GA had been widely used in the fields of

mathematics in problerns like graph cotoring and bin-packing,CA rrsed in engineering
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field in problems like flos, conrrol of pipeline , classification ,srructural oplimization and

pattern recognition .

Norvadays, evolutionar) computarion is a flourishing field. CA are no\adays use in

solving problems of daill interest such as biochemistry, aerospace ensineering ,molecular

biology ,scheduling airport ,predicrion of stock market, planning ponfolio .assembly, line

and microchip design. The influence of evolution has touched almosr several fields

individual cares to name, determining the rvorld around us unnoticeabl)' in innumerable

$ avs, and novel applications keep on to be exposed while research is enduring. Moreover

G.{ is nothing more than Charles Daruin theorl,ofevolution: that the random chance of
variant. joined u,ith seleclion larr. rs a problem solving practice of massire porrer ancl

almost limitless applicarions.[44]

2.3.2 Working of Genetic Algorithm

Genetic Algorithm is a rechnique ro qer solutions to difficulr problem b\ evolving the

population of the compering candidares .Cenetic Algorithm rnethodolosy is inspired by.

biological evolution ir's not logical bur simply competing candidates are spas,ned ro ger

population of better solurions.

In this evolution procedure, weaker candidates normally die and are discourage to evolve.

\\hile the stronger solurions are prLlnise to survive. These are evolred i.. prodLrce ne\\

solutions that are more competing rhan earlier generations.

GA begins with all possible candidare solution. But only the finest sun,it'es and reprodu,"e

generation after generarion. And this fitness measures is the potential of the candioate

solution to solve problem. So evolurion of the candidate solutions can be considered as

learning. CA is heurisric in nature.
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Figure 2.5 Genetic Algorithm

Generate Population of Size N

Calculate Fitness Function ofeach Individual

Termination Criteria

Satisfied?

Select Parents for mating

With Crossorer Probabilitl. exchange parts ofselected Parents

and create two offspring

With mutation Probabiliq'. randomly'change the gene value of

o lfsprin g

Size of ne\\'

Population =N?

Replace current population rvith

nerv DoDulation
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Algorithm 2.1

Begin

Initialize gen=0

Population initialirution P (Ben)

While Grminaton criteria is not accomplish

Begin

Assess fitness of eoch candidate solulion oJ lhe current generalion

Select parents to generate of{spring

Produce ollspring by using genetic operotors

Replace some ntembers from new offspring

gen = gen- I

Entl while

End while

2.3.2.1 Chromosome

Representation of Solutions: The Chromosome

A single chromosome may compromise of different parts rnention below.

Gene is a basic unit of chromosome it represents one single feature or attribute. A single

chromosome is a collection of many genes or in other word a single chromosome may

represents different anributes or features

Allele A single gene all possible values are called as allele.

Binary Coded Vector In case rvhen Binary coded vector representation is used A single

allele may have two have values I or 0.So a chromosome may consist of strings of bit. And

the length ofthe string will be equal total features or total Genes.

Figure 2.6 : Algorithm for SGA
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Real Coded veclor In Real coded vector a single gene may have anl possible decimal

value.

Population Croup ofchromosomes fornr a population. \\/here, one chromosonre represents

one individual, or one solution to a problem. or one poinr in the search space.

Solution Representation Importance Representation of the problem, effects the

complexity and efliciency of overall algorithm

Example 2.3: Cookies Problem

In Cookie problem *e need ro tr1' different ratios of sugar and floor in the range of 0 to 9

kg.

From 0 to 9 different combinations are possible here I rvill representjust trYo as exanlple.

Chromosome # I

Chromosome #2

Here two possible solution or trto possible chromosomes has been shorr n. Chromosome

consists oftrvo genes Each gene ma) hare anv value in the range of0 r.' 9.

Learning of rules can be done through GA.

2.3.2.2 Filness Function

Fitness Function is the evaluation measure of each individual in the poputation. Fitness

function is so very important in CA .As all results will depends on this. On ,ite basis of the

fitness value we rrill decide sho sill be surviving and will die- F rtr:ess Function

Formulation is therefore a big issue in CA. In Fitness Function Formulation first of all we

need to idenliry all possible objectives. Need to study the nature of objective. Either there

is single objective or more than one. If more than one, are they dependent on each other or

conflicting? Fitness Function varies rr ith every problem. But the basic things that \\'e need

ro consider in each domain are the deep studl of the nature of the objective as it does

matters a lot.

Example 2.4:

6 I

2 4
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For the case study given in Table 2 -1-1 2 fitness function can be the percentaee of

classification accuracy of the rule sets over rhe available training instances. olher criteria

may also consider for example the magnitude of the rule set and the complexitr oithe rule

set.

ln case ofcookie example fitness function may be consider as taste ofthe cookie that nlay

be score in percentage, l- 100.

Table 2.1 : Example of Fitness Calculation

Number Restaurant Meal Da)' Cost Rea cl ion

I Saira Bre"kfast FridaY CheaP Yes

2 Saman Lunch SaturdaY Expensir e No

Mammona Lunch SundaY Cheap Yes

4 Bushra Br*t'f*t Ft,dry ExPensive No

5 t"* I Breaklast Sundal' CheaP YeS

2.3.2.3 Reproduction OPerators

Genetic operators are being applied on the chromosomes that are selected as the best parent

on the basis offitness function Io create oilipring for next generation'

Reproduction operators are basically of tr*.-' tt'pes

. crossover

. Mutation

2.3.2.3.1 Crossover OPerator

In crossover operation \\'e take two candidate solutions and srrap their pans sith each

other to form lwo new offspring having good features of both parents in nes created

offspring.

Example 2.5:

Before crossover

6 I

) 4

Chromosome # I

Chromosome #2
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After Crossover

ODt t nt r :,t : r a -l 
t'; l ti4trc t

6 4 Offspring # I

Offspring # 2

Depending on rvhere to splir have to made and horv to split chromosome to share anributes.

It can be dividing into different categories.

S insle Point Crossor er

Uniform Crossor er

2.3.2.3.2 Mutation Operator

It takes a single candidate. For the diversity purpose small random changes are used to

make in a single chromosome. Mutation will be helpful n rhe scenario rr hen the rYhole

population of current generation missing some atlribute on the same location for exarnple

ifinitial population missing I at first bit location.

If the mutation rate is lo*', new trial will appear slorv .lf mutation rate is high each

generation rr ill be unrelated to each other.

2.3.2.4 Selection Process

Selection process is to choose the two best parents from the existing population on the

basis of fitness function. So after fitness function it is critical Io choose proper selection

procedure.

Setective pressure is the rate at which a selection algorithm elects individtrals $'ith

higher than average fitness.ln case of low selective pressure population \\ill not be abif

there is nol enough selective pressure, the population to converge torvards a single

sotution. In attemate case of high pressure population rvill lose diversiry' and chances of

premature convergence happen to rise.

o Random selection

o Proportionalselection

il

7 I
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Tournament Selection

Rank Based Selection

Survival ofthe most diverse

2.3.2.5 Next Generation

The new offspring replaces the old. And sonre old better soltttions also included in thc ner.t

generation.New generation elitism describes the ratio to tvhich old generation members

rvill be added to new generation. It ensures thar maximum fitness may not tend to decrease

from one generation to next generation.

Generation gap means percentage of the gap of from one generation to the ne\t

generation. lfnerv generation contains all the ne\ individuals then this gap is 100%.

Duplicates allorv lfduplicates will be remored it nray increase the efficiency ofsearch and

reduces premature convergence but can increase the processing time in case of lar-ee

popu Iation.

Population size: Number of the solutions in .urrent popLrlation.

2.3.2.6 Termination Requirement

The GA continues generation after generation some predefine criteria is met.

Find solution that have fitness that met the predefine threshold value

Predefined Number ofgeneration have reached

No father improvement observe, shows stable results

2.4 Particle Swarm Optimization

Phrase ALife or Artificial life is employed to portray human created systems thal mirric

the behavior of life to solve the computalional problems. lt's a biological system more

specifically social system that is inspired b) that is inspired by the single individual

behavior with other in its environment called as swarm intelligence. Another popular

Featu e Subset Selectrch sing lllulti-Objectire Gencu. .1lgorithnt
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nrethod of swarm optimization is Ant Colonl' Optirrization. Here I tt ill give the brief

oven,ierl ofjust PSO,

Particle Srvarm Optimization (PSO) p, is population based optimization technique

inspired by social behavior of the fish coaching and bird flocking. PSO rvas developed by

Dr.Kennedy and Dr. Eberhart in 1955.

PSO shares many similarities rvith other evolLrtionary techniqLres such as Genetic

Algorithm. In PSO likes ise in GA Population is initialized rvith pt.rpulation of randotn

solution, Then Search is made to find optima. Horvever PSO hare no rep;-oductive

operators' PSO candidates or potential solutions are termed as panicle fly through the

search space by following the existing optimum solutions.

As cornpare to the CA PSO is easy to irrpler:rent and leu paranteters needs tuning.PSO

can be applied to the problem as function optimization, rveights optinrization, fuzz) systen'l

control etc.

Suppose the scenario a flock of bird is searching for food. There is onll' one piece of the

food in area under search. The birds don't knorv where actually food is *'hat ther know is

just horv far they are frorn food all birds rvill follou a bird that is tttore near to food. ln

PSO each bird is a single solution in a search space i.e. termed as panicle. All the particles

have velocities which direct the panicles for flying and associated tness function that

needs to be optimized. A particle flies through the space by following the current optimum

partic le.

PSO initiate, by initializing panicles randomly. Search procedure set in motion b)

::pdating generations. ln all generations particles are updated by follori ing the superlative

I'vo values. The primary one is the most excellent solution or fitness that it has yet anained.

'lhis best value is make out as pbest.One more superlative value rrack by the swarm

optimizer is the best value till then norv anain by any particle and is determine as global

best(gbest).When particle lakes pan of population as its topological neighbor no\\' the best

value is the local best(lbest).

Algorithm 2.2 : PSO

f- rll prrrlrl,
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IniliqlEe porlicle

end

do

for all of porticle

Compute ftness of parrtcle

lf the ftness of present parricle is better than the best frtness

Set it os lresh Pbest

End

Pick the particle *'ith tlte top.fitness os cot,lpore lo all the partrci:: ut thc ghe:r

For all Particles

Conpute velocity of Partrcle

Rekew the position of Portrcle

End

Figure 2.7: Algorithm for PSO

2.5 Summary

This chapter presenls the categories of oPtimization techniques' In the perspective of

eiren problem i.e. oplimized features selection for biomedi;al domain ' as bionredical data

is particularll knorrn fbr its high dimensionalitl'rvith relatirell leu itrstanccs' calculLrs

base method assumes that objective function should be an analyical e\pression as rvell as

this function should be differentiable. But decision variables in the problem under taken

are inversely proponion to each orher thus it is impossible to formulate biased lree

analytical expression. Consequentlf it is clear that the) are not applicable for given

problem.

If rre go for enumerative techniques.

point in the search space. Therefore

given problem.

Random methods or Random rralks on average

enumerative techniques.

Random Search Strategies use randomness ro guide the

space. Booming example of randomized search technique

it inquires about objective function value al every

due to dimensionaliry curse it is not appropriate for

are not elficienl in acctlrac) as

search through the huge search

is genetic algorithm.GA works

Fedture Srl.set Selection 6ng .\luht-Ob|ecth e Genetic 'llgorithhl
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rvith the coding ofdecision Yariables nor rhe values.',f decision Yariables.GA not initiate

the search from single point like hill climbing but b' rhe population of points'GA make use

of induce information not the derivatiles.CA emplor transition rtrles that are probabilistic

not the deterministic ones. Because of the mulri obiective probtenr' extension of genetic

algorithmspresentedk.norvsasmultiobjectivegenelicalgorithnr.Themaindifference

benveen simple genetic algorithms and multi-objecliYe genetic algorithm is the multi-

objectives handling. The besr method for multi-objective selection is pareto-optimality'

chapter 4 includes the details of multi-objective genetic algorithnrs and pareto-optimality.

Additional advance Randomize search eristing techniqtres are panicle swarm optimization'

ant colony optimization and hone.v bee optimizaiion etc For the at hand problem the

randomized search method of opposition based nrulti-objective genetic algorithms has

chosen. [46]
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Chapter 3

3. Literature Review

Biomedical dala endures rvith huge amount of data having lot of redundant and irrelevant

features that slows dorvn not onl),training and testing Process, but also utilizes higher

resources as well as poor diseased detection rate. Therefore leature selection is important

issues for biomedical tleld. This chapter introdLrces basic concept (ri f'eature s!-lcction

techniques. Surveys exisring feature selection techniques in biomedical field. Croups and

compare feature selection algorithms under nYo broad categories.

. Filter Approaches

. Wrapper Approaches

Last section of the chapter concludes the surYe) by identilling the current trends and

challenges in research for feature selection in biomedical field.

3.1 Feature Selection Procedure

This section prs€nts the details of four ke1' sreps in leature selection

. Generate Subset

. Evaluate Subset

. Termination criteria

r aacr rrt< ."lidation
Original

Set Sub Set Generation Results Validation

Sub Set Lr_ Yes

Stopping

Criteria

Sub Set Evaluation

Goodness of

srrhset

Figure 3.1 Feature seleclion procedures
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Subset generation iS heurislic Search process. Each srate in search Space represents a

candidate solution. ln eenerating subset, two most importanl issues considered. First of all

searching point or points from where the search (to the optimal solution) in the search

space rvill be stan. It is very important, as it guides the direction of the search that can

influence the final resuhs. Search can be start from an empt) set and then in succession add

features to the set. rhis is called as forrvard search. Ifsearch starts lionl full set and thcn

removing the features in succession is termed as back$ard search. lf search starts from

both ends and keep on removing and adding features simultaneously is called as

bidirectional search. Another way to start the search is b1 randomly selecting the subset in

order to avoid the local minima or maxima. Secondly one must select a suitable search

strategy. If data set contains 'n' features then the possible candidares are 2n.Exhaustive

search strategies are not even suitable for moderate'n' ralue. Different search strategies

are random. sequential and complete.

Each subset generated requires to be evaluated using some criterion function. Evaluation

function can be broadll'classified into two categories depending on the dependency of

learning aleorithm. Ifrhe evaluation ofthe fearures not depends on learning aleorithm Lhen

the evaluation criterra s are normally distance tneasures, consistencr nleasurcs.

information measures and dependency measures and the model that uses this evaluation

criteria is called as filter mode. The model that uses classification accuracy to evaluate the

accuracy ofselecred features is called as wrapper mode.

There are differenr criteria to stop Feature Seleclion process .lt ma) stops after certain

generation reach. the output solution may not be the besl but rvill be improved one as

compared to the pre\ious generations. Or it stops rrhen search is complete. Another

possibiliq'is to set the threshold fitness that when achieved should stop the procedure

(minimum features or iteraticns), or it can be stop if further iterations don't shows

improvement in results. Finallf it presents selective Strbset feature.

Results validation is normally done on the basis of some prior knorvledge about data.

Prior knorvledge about data usually not available. In general results are validated using

performance measures ofthe classifier or by conrparing the results using all the features for

classification task with using selected fealures.
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3.2 Filter Approaches

Filter approach is a method of features selection that is independent of an1 machine

Iearning algorithm (rvhile evaluating the fearures for selection as candidate solution), and

search the basic properties ofthe individual feature is called filter method

From this definition rve can conclude that in filter approaclt individual characteristic ofthe

features usually being observed and their collective behavior is ignored'

3.2.I RELIEF

h rvorks[5] in filter mode .it randomly selecr an instance from the sample and finds its near

miss and near hit by finding another instance from the same class that is close to the

selected instance .and finds the another instance thar is closc to the selected instance frorn

other classes. The underlying idea is thar a leature is nrore relevant to I the more it

separates I and its near miss, and the least il separates I and its near hit 'The advantage of

rhe relief Nas it can analyzed the irrelevant iearure but poor in the case of removing the

redundant features.

3.2.2 Distance based Re-samPling

The aim of rhis presented rvork [30] was to indentify the signific,Irce features effecting

diabetes control, by the application of feature selection techniques to the current \Yorking

patient management system. wirh the help of classification model we can identify the

individual in the population $'ith poor rjiabetes control position rvith the help of tso factors

rhat are phl siological and examination

The data of the patient was collected by Ulsrer community as part of clinical management.

To improve the online computational efficiencl,offline feature selection technique (filter)

\\,as applied through supervised model construction. An optimized relief method is used to

rank the important features that effects diabetes control. Afterwards three different

classifiers are used lo evaluate models predicrion accuracy.

To deal rlith the categorical problem handling, they used encoding scheme that was

frequency based .Scalability ofthe data \\,as optimized by distance based re-sampling. This

technique Nas applied to select the few insrances that are unilormly disributed and hence
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not cause biasness. The accuracY achieve \'as although silnilar to the old reliel technique

but ir has been observed that i! implies less computational cornplexitr for large databases

Features were assessed b1,exercising FSSMC thar gauge s lhe itnponance bl comparing

irs Yalue to the patient's oulcome- And if more patients have this range of value the leature

is consider as useful othenvise not. The optimal features selected rvere l5 out of47'

3.2.3 Correlation

The idea of this paper [6] rvas to find the attributes that were extremel) correlated rvith the

target class but are uncorrelated rr ith other features. To search such tYpe of feature search

used rvas the best first search. That rvas loo much computationally erpensive .and they not

deals rvith to find higher order dependencies if this too done it tvill be even more

compurationally expensive.

3.2.4 Fast Correlation

This approach [29] illusrrares rhe intportance of selection ol' teatures technir.ltrcs in rredical

darabases for diagnosing the diseases. Basic therne is to explore the small set of

informative features that are helpful in diagnosing diabetes disease from PIMA Indian

diabetes database. Optimal feature subset is determined make use of Symmetrical

uncertainty Attributes set E\aluator and filter that is correlation-based. Results are

evaluated using Lib SVM classifier

CiYen 'N' instances of data and rotal number of 'N' features and Class C Problem

deflnition was to find optimal features subset from m dimensional observation space S'

Toral sub spaces available are 2'.

Fearure Selection process has t\o modules. Compute correlation betrveen each leature

.i and class 'c' . The artributes uhose l.alucs erceed the threshold ralue are chosen and

are called as best subser feature Sg In the Second module Ss is further processed and

unneeded features are removed.

F, is chosen if F, is su( F, ,C) )zsu( E ,c) and su( f', , E )2 su( 4 , c)

Feanre Subset Selection rc i ng ) h I r i -Ob1? c t i|e Ge ne t ic .1 lgort I ht 39



Chapter 3 Literalure Retterr

(3.1)

Where lG is information sain

(3 2)rG(x/Y): H(X)-H(X/Y)

And

H(X) : -Ip(xr) logz 1p(x;)) (J.J)

H(X/Y) is the Entropl'ofX conditioned that Y has been observed already

H()UY): -lp(y, )-sp(x, ,,,i )log: (p(xi ,ri ))
(3 4)

ROC and AOC are used as performanc€ measures. Accuracy using all features (77.+%)

and selected feature (7't.9o/o) though improved but just in point so lhere is no difference in

both.

AII these above mentioned feature selection techniques used difierent measures to remoYe

the irrelelant features and their evaluation criterion was distance, correlation and

inconsistencies even afier all these measure we have no confidence about the group

performance of the features and it can be only done by involving some extra evaluation

measure that is to select rhe features based on their predicticn accuracy on some classifier.

So to relno\e this filter drarvback in literature some \\rapper approaches \\er!' proposed

that select the features based on their prediction accuracy performance on some classifiers.

3.3 Wrapper Approaches

The rvrapper approach applies a specific machine learning algorithm to evaluate the

featues. Performance of cuffenl selected feature rvill be compared rvith the best feature

subset obtained during the previous steps. This searching process $ ill be continued until a

pre-define criterion accomplished. Wrapper approach has high probability of producing

')/ 
ll

/atxt* u,r,ll
,.)
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classifiers with better classification performances than the filter approaches and features

collectively contribution to model generation. Whereas its associated drawbacks are higher

risk ofover-fitting . computationally intensive ( Iarge nurnber of features) .

3.3.1 Fusion of GA with NN

The basic theme of the paper [9] rvas to reduce the input feature for Dist all neural network

classifier in order to increase classification accurac). nrinimize cost and improving

generalization.

At front end for feature selection they have used GA for exploring the search space for

optimal features to be selected .To evaluate the selected offspring they have used Dist all

neural network instead of traditional neural nenvork. The best individual obtained after the

last generation.

Feature evaluation is done using equation 3.5

Fitness(x) =accuracy(x)-cost(r) / (accuraci(r) +l) -ma\ cost (3 5)

Dist all is a fast and simple neural nenrork learning algorithm for pattem classification.

The key feature of the Dist all is to add one hidden niuron at one time using greedl'

algorithm which suarantees marimurr correct classificali(rn

Experimentation s'as carried out on both real rvorld dataset as well as synthetic data .real

rvorld data set \\'as obtained from UCI [5]. Real *'orld data set belongs to different

domains. My main emphasis was on biomedical data. So I here mention the results of just

biomedical domain in experimentation chapter.

Limitation ofthe rvork was that although the features \\ere redttced but with this reduction

number of the hidden neuron \\'as also increasing. That is increase in the computational

complexity. Other limitations were .this fitness function uill not work rvell in the case as

zero cost solution rvith lorv accuracy will be preferred ralher lhan higher accuracy solutions

\\'ith moderale cost. So it is not good to combine nrultiple conflicting optirrizatiorl

criteria's into one t-itness function.
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3.3.2 Fusion of GA with SVM

In this paperfl0] feature reduction is carried out lor support vector machine classifier.The

basic theme ofthe paper was same as before increasing classification accuracy to achieve

this goal they not only optirnized feature subser by GA but also kernel parameters .scope ol

their rvork was as follorv.

Data Preprocessing (Scal ing)

Converting genotype to phenotype

Feature Subset: At front end for optimizing feature subset and kernel parameter the)

have used GA

Fitness Evaluation: To evaluate the selected offspring they have used Kernel based

Support vector machine.

Termination Criteria

Genetic Operation

The chromosome compromises rhree pans features mask Penaltl parameter and Garnnra

Fitness Function

/ ". \-r
Il,txSVM acctrury +tl, xl IC, n I

\,=r ) (3.6)

Kernel based support vector machine is used to evaluate the selected features.

Experimentation is done onll'on real rvorld data set taken from the UCI repository. lt has

the same limitations ofnot dealing rvith conflicting objeclive in a satisfac:ory way. Same is

the case rvith all other literature e.g. tr rl Feature Subset Selection Problem using Wrapper.

3.3.3 Integer-Coded GA lvith SVM

The basic theme of the work [25] rvas ro diagnose the heart disease using heart disease

database. The wrapper based approach is used in this work for feature selection task. The

main contribution of this rvork \\,as that the1, classi$, hean disease not onl), as absence or

presence ofdiseasc unlike in the literature rvork but they further also classify it as 5 classes

rvhere '0' represent as absence of disease and orher 4 classes are diflerent t1,pes of hean
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diseases. Used integer coded representation. Arrd teatLtre evaluation \\as throtrgll jusl

classification accuracy. They used Simple GA for optimal feature subset selection and

used support vector machine algorithm for selected feature evaluation.

Scenario I

Multi class SVM: One against One and One against all

Optimal C :150

Scenario 2

RBF kernel: RBF shorvs good perfonnance s ith ralue of parameter 0.0'25 with respect to

classification accuracy. As a binarl class accuracl achieved is 90.5%.and as a multiclass

problem accuracy achieved is72.55% rvith 6 fearures out of 13.

3.3.4 Feature Selection using \\'rapper Approach

Feature selection technique presented in this [26] \'ork is wrapper based. Feature selection

is done on biomedical data from four different domains Pima Indian Diabetes database,

Wisconsin Breast Cancer, Heart Stat log, Breast Cancer

. For optimal feature selection \\'rapper based GA is used

. Four pattern recognition techniques are used to evaluate selected features

Pattern Recognition Techniques \aive Byes. C1.5, RBF, Bayesian and DT

Results shorv that there is no one srandard technique that is best for all databases. But

another outcome of the experimenration is thal surely by apply featwe selection technique

rve can improve the classification accuracy.

3,3.5 Ph a rmacogenomics Approach

often chronic Hepatitis patients slop the trearment (interferon-Alfa and ribavi-rin (lFN-

Alfa/RBV)) because of high cost of the treatmenr and its adverse effects. So it is required

both economically and clinically to have tool lhat can distinguish among responders and

non responders and to estimale the ourcome of IFN-Alfa/RBv treatments. The basic aim of

this study [27] was to build a predictive model based on a Pharmacogenomics approach.

. Clinical lactors lor data galhering
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Wrapper based feature selection \\'here at the front end for exploring the search space

for good sub set feature selection they used best-first search. Best fist search stans with

empty set of the features and continues b1' choosing the feature through greedy hill

climbing augmenting with backtrack ing.

Feature evaluarion by Multi Layer Feed Fors'ard Neural Network(MFFN) and logistic

regression

Data Set was collected from 523 HCV patients at National Tairvan University Hospital.

From the collected samples virologic responders (SVRs) of the treatment and NRs are

defined on the basis of serum HCV RNA test Aftenvards Genomic DNA has been

extracted from each blood sample. ln their work they focused on 24 SNPs'

As one locus constitute of three genotypes. similarly one single allele have represented b)'

three values $'here 0 is for homozl'gote (major allele), I for heterozygote' 2 for

homozygote for minor allele. To evaluate the generality of predictive model they used l0

cross validation and to evaluate the performance of predictive model they used accuracy of

true predictive patients.

Average accuracY obtained for l-4 hidden la;'ers rvas 80 4%,80 4%,80'0Yo,and 79 'lYo ]!ith

Genetic factors identified are 4 out of 24 after applying rvrapper approach. whereas the

accuracy obtained through logistic regression vas 7 5.3o/o \Yith 5 genetic factor identified as

best. So results gain by MLNN is bener.

Sample size rvas small that can effects the dra$n results problem. SNP's could not be thr

only factor to identify the responders more factors are required.

3.3.6 Ruzzy Preprocessing Weighted Approach

Basic airn [28] rras to diagnose hepatitis using machine learning srstern. 
.l'lteit 

nlain

contribution rvas their own new fuzzy pre processing weighted technique'

o Feature Selection is performed by means of C4.5 decision tree
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Author or year Ilethod Classifica tion Accu racy
Dercentase

ln

Karol Grudzin ' ski Weighted 9-NN 92.9

Karol Grudzin 'ski l8-NN, stand. Manhaftan 90.2

Karol Crudzin ' ski l5-NN. stand Euclidean 89.0

Rafal Adamczak FSM with rotations 89.'7

Rafal Adamczak FSM without rotations 8 8.s

Ralal Adamcza-li RBF (Toold iag) 79

Rafal Adamczak MLP - BP (Tooldiag) '71.4

Stern & Dobnikar LDA, linear discriminant
anall sis

86.4

Stern & Dobnikar Naile Ba1 es and Semi-NB 86.3

Stern & Dobnikar QDA. quadratic d iscrim inant
analr sis

8 5.8

Stern & Dobnikar I -N r.\r 85.3

Stern & Dobnikar ASR 85

Stern & Dobnikar Fisher Discriminent Analysis 85.5

Stern & Dobnikar LVQ 81.2

Slern & Dobnikar CART(decision tree)

Stern & Dobnikar MLP \Yith BP 82.1

Stern & Dobnikar ASI 82.0

Stern & Dobnikar LFC 8t.9
Norbert Jankowski IncNet 86.0

Ozyrldrrrm and Yrldrnm et
al. (2003)

MLP 7 4.37

Ozyrldrnm and Yrldrrrm er
al. (2003)

RBF 8i.75

Ozyrldrrrm and Yrldrnm et
al. (2003)

GRNl.r.rr\I 80.0

Work under discussion FS-Fuz7}-fltfi$ (10 CV) 94.12

Chapter 3 Litcratrrc Re e\'

Table 3.1 Summary of the related rvork for hepatitis
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Data Set is scaled in the range of [0,1]and weighted by means of fnzzy weighted

preprocessing

Then through AIRS classifier system the weighed input was being classified

For the detail oftheir proposed technique read [28].

The accuracy obtained by their proposed method was 94%o.Other comparative studies of

feature selection and their result obtained are mentioned in table 3.2.

ln the above literature we focus on just lhree diseases that are heart disease, hepatiris and

diabetes rvhere as the applicarion of feature selection is not limited to theses three but a

tremendous rvork in biomedical data mining is done as a pre-requisite step here \\'e

mention some of them in table briefly.

Table 3.2: Summary of other related n'ork

All papers discussed here under wrapper having the Iimitation of not properll solving

multi-objectiYe optimization problem in proper way. Objective function need to calculate

in a rvay so that it does not produced biased results.

3.3.7 Hill Climbing Approaches

ln this work [7] author proposed two algorithms to reduce the coniputation al cost of k

nearest neighbor here I will discuss only hill climbing based approach. Here problem is

represented by bit of string $.ith '0' indicates the lack of the features and 'I' denotes the

Optimization
technique

Gene Array
Cancer

Thyroid
dysfunction &
Acute
Appendices
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selection of the feature. The algorrthm starts with randomly choosing a binarl' string and

assumes it well evaluated .lt appll' mutation randomly on this string in result produces a

new string its evaluation is measured and compared rvith the previous one This procedure

is carried on until some stop criteria is met. Limitation of this work rvas that hill climbing

approach is poor in perfornrance in the case ofglobal Inaritna. It finds onll' local maritra

3.3.8 Tabu Search Approach

For finding the optimal feature subset heuristic applies was the Tabu search [8] Tabu

Search promises to find in the unique search space means it remembers whal features it

had already analyzed for this purpose it mainrains a tabu list in the memorl for the

candidate solution it alreadl r,isited. The cost ofthe feature subset is measured b} leave ne

out strategy of k nearest neighbor. lts limitation rvas the extra complexity to maintain

memory of already visited solution in case of large size sample data'

Simple Genetic Algorithm on the other hand instead of starting from a single randomly

chosen string starts \\,ith manv randomll chosen candidate solutions that rrill be nlore

confidential as compare to the single chosen solution . from these handful solution optimal

solution is searched that is guided by some fitness function or objectiye function.

Follorving are the some examples of the rvrapper techniques that used GA as front end'

3.3.9 MOGA Approaches

In this part ofthe survey I will discuss about the ne\\' trends in the feature selection and this

survey will be domarn independenr later I will try ro shift nerv trend toward biomedical

domain that will be my part of research. Now on some data bases Multi objective Genetic

Algorithm is applied to overcome the disadvantages of simple genetic algorithm. In Some

rvork GA is replaced rvith orher neu'heuristics e.g. Particle swarln optirnizatiort'

3.3.9.1 Fusion of MOGA tvith ID3

Main aim of the paper I l] rvas to overcome the limitations of SGA' In Order 1o so they

used NSGA
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Feature Selection through NSGA

Features Evaluation through ID3

Number of objectives in this work is equivalent to number of Classes in data set Number

of correctl)' classified instances. Dataset used was domain independent .Results obtained

rvere good onty in the case when rve are interested in some specific class. Results obtained

were even bad than 1997 work I I I ].

3.3.9.2 Fatigue Fracture Image Identification

The theme of the paper [29] was the identification of the fatigue fracture image. Feature

selection technique used in it was the amalgam of linear prediction and MOGA. Problenr

identified in this paper was that the Simple CA deals rvith single objective function

although feature selection problem is not single obiective problem.

. Feature Exts'action

e Feature Selection

. Classification is done through quadratic distance classifier

Objective Function

Minimize error identification rate

Undetected identifi cation rate

Number of selecled feature

l.

2.

J.

Figure 3.2 : NSGA
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Firstly in LP-MOGA linear prediction is defined. Then in all generations of GA Predicted

solutions are obtained through pare to optimal solution one by one from each non

dominared front. Linear Prediction is performed using the lollorving forntula x ^ = Ltt l r)

where x | ,x?,xi,v'4,.... ....xk are the solutions in ordered in non dominated single front and x^

is a predicted solution, where wi is the $'eight on the non dominated elite solutions, and kl

is the order of the elite solutions.

Algorithm: LP MOGA

Randonll generate initidl populotion p

Generate children population q

Combine children and parent populotion R=pLq

Evaluate oll the individtqls in Populotion

Divide conbined populolion into non dotninaied f-onts

predict pl new chromosome vtl from front ! and predict p2 nev chromosone vt2 tom fronl 2'

,,vhere pl = 0.2ahl and p2:0.2'h2 v1 = pl.iqUvt I Utt2

Generote Jronts ofrt Populqtion.

Sort non donrinated lronts

Choose rhe besl solulrcn to complele the popitittton

Create nel population

lf maxinun generofion reach st'itch to 3 else go to l2

End

Training 42 fatigue image 80 non fatigue rest of data is used as testing'MO give more better

results than So. when comparison is done rvith -\scA-tl number of selected feature is same and

other two objectives are less-

3.4 Problem Statement

Literature survey preparcd in this chapter rvas in the conte\I of oul research topic. on the basis

ofthe objective ofliterature can be categorize the literature into five different dimentions

Figure 3.3: Algorithm for LP-MOGA
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Feature Subset Selection using Non GA based Methods

Filter Approach

Wrapper Approach

Feature Subset Selection using GA in biomedical domain

Feature Subset Selection using Multi Objective Genetic Algorithm

The first one branch rvas reviewed to know the classic trends to solve feature selection

problem. The method discussed here in that section \\'ere non GA based methods for

example simulating annealing, Tabu, Hill climbing anc Fuzzy methods. These all methods

are obsolete as compare to the simple Genetic Algorithm rvith respect to performance and

convergence to the solution. Tabu Search fails in the scenario when sample data is large

data as in it have ro maintain the memor) for last visited solution. Hill Climbing deals ri ith

on l1' local maxima.

Filter approach also comes under the classic method to solve feature selection methods.

Filter approach is independent of learning algorithm and look at the basic properties of the

individual features to remove the irrelevant fealures. Hence not consider the group

performance of the features. That is necessary to consider in rnanl'domains especiallf in

biomedical domain.

whereas wrapper approaches using Simple Genetic Algorithm covers the limitations of

the filter approach. But the methods usually employing the wrapper approach calculate the

fitness of the candidate's features b1 on11, considering the classifier accuracy on the

Selected features. Datasel or pattern a\ailable rtsLralll has more sanlples for one class and

less for the other one class. So Due to this uneven distribution of the sample data it is not

adequate to consider classifier accuracy as a fitness of selected features. There is another

problem with the dataset is that when rve found any missing class label we include that

missed labeled too in high frequency class. So all these factor suggest considering some

more factors to evatuate the fitness of the selected features ln some rvorks multiple

objectives have been consider But the) tr1' to plug all the conflicting objectives into one

function and evaluate the features on the basis of that single value. Fitness Function

Formulation is most tedious and important task in GA.As it is that which guide the search

towards the solution- So rve should be very careful about its formulation'
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Although there are many applications of the feature selection almos in all fields norv

feature selection is used as preprocessing step in bioinformatics as real prerequisite. [n

literature for symptoms selections or clinical test selection rvrapper based technique has

been employed to diagnose the disease. Symptoms selections are important both

economically, clinically and with respect to the efficiency ofthe classifiers that models to

predict the disease.

AboYe Discussions reveals that objective function or fitness function formulations is tl.tole

critical. For eflicient objective formulation first of all one should must have the deep

domain knorvledge. Domain knowledge is necessary to identifo all the objectives and

properties of objectives. Either identified objectives are dependcnt on each other or

independent. In case of dependent features or conflicting features they cannot be fit into

one function.

Usually rvhile formulating the objective function only classifier performance parameters

are consider as objectives and objective from the domain is ignored. Although it should

also be consider. Symptoms of the disease are mostly dependent on each other and

conflicting in nature. So the leature selection is a conflicting multi objectives problem.

3.5 Summary

This chapter covers the detail history of the feature selection techniques. Different

approaches to solve the problems were described thoroughly along with their merits and

demerits filter approach is not consider well because features evaiuated on their individual

merits and ignores the interaction betrveen features.

Wrapper using simple genetic algorithm is dependent of learning algorithm but fitness

evaluation is biased in the case of multiple objectives optimization whereas feature

selection is not a single objective problem, more specifically for biomedical. Consequently

there is need for the algorithm that can better formulate objective function ln rvrapper

representation biases of tlre classifier are considered. Hence for the problem at presenl

wrapper with multi -objective GA is selected.
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Chapter 4

4. Proposed Technique: Opposition based MOGA

This chapter provides the detail description of proposed technique opposition based

MOGA. historical highlights of MOGA , architecture of proposed technique and detail

description of its each module. The last section provides the details of SVM classifier both

theoretically and mathematically. For the best feature selection at front end rve used

opposition based multi- objecrive genetic algorithm NSCAII.

In the history many efforts had been made to solve multi objective problems rvith the help

of some mathematical functions. But fails to do so and history shows the need of some

heuristic to solre such problems. Here sonte historical highlights are presented to shol

wh; rve move to\\ard evolutionarr algorithms to resolvr'the nrulti-objective issues.

The main objectives of the classical methods to solve the multi objective oplimization

problem rvas ro reduce the multi objective problems into the single objective and then this

is s'orked by the normal single objective optimization algorithms to produce results. This

rvhole process can be done in the evolutionary algorithms as well but when rve talk about

the multi objective evolutionarl'algorithms then things are different.

Some ofthe important classical techniques that have been used are [13]

Stochastic - (e.g. simulated annealing ,random walk, & tabu). All these methods are very

general, but unproductive .Linear Programming - speedr. but limited to soltltions that are

linearised .Gradient Based(Hill Climbing) - nonlinear, appropriate for only dift-erentiable

functions.Simplex Based is nonlinear for the functions that are discontinuous .Sequential

Optimization - (lexicograph ic). Objectives are ranked by preferances and optimizes

objectives in order .Weighting Objectives - function optimization is done by generating a

scalar vector, manifold runs required.Conslraint ,To optimize objectives with respect to

others constraint has been usedGlobal Criterion -Distance to an vector that is ideal is

minimizes Goal Programming - Deviation from the mark constraints is need to

minimizes. Employs topology math, multi criteria polyhedral dynamics.Dynamic
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Compromise Programming - uses functions that are state transition, pararneters that

alter over time.

Evolutionary algorithm is on the whole suitable to resolve multi-objective optimization

problem, since rhey treat concurrently with a set of promising solutions that forms

population. This permits us Io locate numerous portions of the Pareto optimal set in a

single iteration. Furthermore. evolutionary algorithms are not as much liable to the shape

or continuity of the Pareto fronl means they are easy to deal with discontinuous fronts or

concave fronts .The classical methods failed to produce desired results because of certain

in discrepancies mentioned above. So, research shifted from the classical methods to the

non-classical, un-orthodox, stochastic search and optimization algorithms,

4.1 Proposed Architecture
Features preprocessing

if required (Handling

Missing values)

a

=9<':
Opposition

Based NSGA II

Candidate population SVM (classifier)

1_
Objective achieve

Yes I

I

Retum Best L
Selected Features

Evaluated Populatir

l*o

f,n

Stop

Figure 4.1: Proposed Technique Architecture
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4.1.1 Features Preprocessing

Features preprocessing involves many steps as Feature discretization, normalization,

handling missing values .The data set used in proposed technique has been taken from UCI

It5l was already in discrete form. Problem of missing values rvas only to face in the case of

hepatitis dataset. Missing values are filled b1'the value thar was most frequent in other

available samples.

4.1.2 Opposition based NSGAII

After the features preprocessing is done they are readl,to give as input to the opposition

based NSGAII. Here we incorporate OGA[41] opposition based GA to multi objective

NSGAII to achieve fast convergence toward best sub set of optintal features.

4.1.2.1 Overview of Simple NSGA II

NSGA is a rvell known technique used in literature but it is mostll criticized because of its

limitations of complexirl,. it is non elitist and for choosing rhe value of the sharing

parameter. NSGAII overcomes the above mentioned limitations of the NSGA.

First of all it initializes the population in the same rvay as simple GA do. lnitialized

population is sorted into different fronts on the basis of non dominance. First Front

contains the individuals that are dominated over all the population. Subsequent Fronr

contains the individuals that are non-dominated just for individuals of the front l.in the

same way other fronts Jontinue the procedure until each member of population get belongs

to its relative front.

All entities in a front is allocated a rank for example every member of first front is

assigned a rank l.Each member ofsecond front is assigned a rank or fitness value 2.

Furthermore to maintain the diversity distance between each member in a front is also

calculated and this calculated distance is referred to as crowding distance or Density

estimation. Large average distance between individual points to the fact of better diversity

in population.
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Afterward the parents are chosen from the population using Roulene wheel selection. This

selection is based on rank and crowding distance of the individuals (Lower rank and

greater crowding distance will be prefer). Selected parents will form new generation by

creating offspring through mutation and crossover operator.

4.1.2.2 Explanation of the population based NSGAII

t. Initially, creale a random population (P6) ofsize N, where each chromosome is

representinT diflerent symploms to target disease.

l.l Calculate opposition of population

2. baluate rhe population using SVM(RBF)

3. Using non-domiranl sort, sort the parent population last crealed.

4. Divide whole sorted population into diferent fronts Such thar each member of

front I is doninated by all other subsequent fronts members. And ranks the

individual according to the front. For example all the individuals infront I has

rank I and it's the best rank. Rank all otherfronts accordingly.

5, IJsing Roulette wheel selection genelic operators and recombination, and

opposition calaiation create child population (oo) ofsize N-

6. Includingfirst generation and all subsequent generotions willfollov thefolloting

steps-

L Create intermediate population (R) ol size 2N by concatenating the parent

popularion (P) and the child population (Q).

b. Evaluate intermediate population (R) using SVM(RBF)

c Sort (R) and divide it into fronts as we did in slep 4.

d' Produce the new parent populalion (Pt*) ofdimension N Sort the

inlermediate population. Selection of the best parenl will be done based on

ronk and crotding distance. All front is filled in ascending order until the

addirion ofpopulation size is reached. The final front is incorporated in lhe

population depending upon on lhe individuals with slightest crowding

Algorithm: Wrapper Based Feature Selection using opposition based NSGAII for

svl\,I
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distarce.

e, to produce nev ofJ,ipring population (Qr )) Perform the selection, genetic

operalions on the ne*'ly generated parent population (Pr- i
7, Repeat Step 5 until last generation reached.

Figure 4.2: rrVrepper Based Feature Selection using opposition based NSGAII for SVM

4.1.2.3 Opposition based Population Initialization
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Here each individual is a possible combination of the feature from the available set of the

features. ln other words each individual in population is subset ofthe original set of the

feature. Size of the population is given by the user as it is tunable Parameter. So if the

population size is N.So randomly N subset ofthe original population will be generated.

Large population size can take larger processing time and hence solution u'ill converge

slowll'towards optimal solution. On the other hand if the population size is too small it can

cause pre mature convergence toN ard solution.

Because of poor diversity in this case GA can be stuck in local optima. To improve this

factor of the Genetic algorithm \ve incorporate opposition based GA to multi objective

technique. Improved convergence and success rate in [41]. motives to incorporate it to

proposed technique.

In current case studies of biomedical data we take the population size as 50 and initialize it

by using uniform population methods then opposites ofthese chromosomes are calculated

using same chromosome size. Our proposed method converges faster as compare to the

techniques used in lhe literature.

+ (4 t)

Opposite of a candidate solution can be generated by using equation 4.l.Where x is the

original value of the gene and x is the opposition of the original gene value a+b is the

sum of minimum and maximum value of ih decision variable(features).For the problem

under study maximum possible value of the gene is I and minimum possible value is 0.

As 0, I indicates the presence or absence of the given feature in the generated subset.

xax

Feature Subset Selection vsi,rE lluh i-Objecti|e Genelic Algotithnt 56

b-



I 0 I I
Sirrple Chromosotne A

Opposition of Chromosome A

Figure 4.3 : Opposition chromosome calculation

4.4.2.4 Problem Encoding

Representation ofthe solutions is in the form ofchromosoue

Gene is the basic building block of the chromosome' lt represerlts one characteristics of

single chromosome or single solution. In our case study (biornedical data) single symptom

ofdisease is qene.

Value ofthe gene is catled as allele. ln currenl case studies there are trvo possible values of

allele 0 or l.'0' value lbr anY synlptoms shoss that rre are trf ing to dtagnose discase

rvirhour using that s)'mptom or feature. If the allele is ser to I it depicts that syrnptom

(gene) is selected to diagnose the disease.

Ch romosomes are collections or string of the genes' Collecrion of the genes forms single

solLrtion ofthe problenl Each chromosome is represented as a point in the search space'

Ser of the chromosonle is called population All possibie chromosomes or all possible

solutions form population. The rval'the chromosomes are represented effect the efficiencl

and complexity of the genetic algorithm.

4. 1.2. 5n-on-dominated Sort

To sort a population olsize \ on the basis ollerel of non-dtrm inat ion' Donrination ol' erlch

solution in population rvill be check against all other solLrlion in the population Bet'-rre

explaining the algorithm of non-dominated sort, some important concepts of multi

objective genetic algorithm needs to be explained'

Above diagram shous some filndamental concepts of Irlulti objective optimization The

curve in the objective space is pareto- front The soltttion on this curve are collectivell

called as pareto-set and single solution on this curYe is said to as pareto-point'

57
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Depending on objective either it aim to ma\imize or minimize points below the curve here

in this example are infeasible solution .The points above the curve are feasible solutions.

As the name indicate multiple objective oprimization deals rvith more than objectives at a time.

In the past due to the absence of the proper solution to multi objective problems it has been

usualll, treated as single objectire problem. However. there are a lot of differences bet\een

working srraregies ofboth of rhem. [22]Besides having multiple objectives other basic difterence

are two goals instead ofone, nro search spaces. no artificial fix up'

object,ve 2 objeclrve ?

Figure 4'4 : Mu lti-objective Optimization

4. 1.2.6 Dominant Non-Dominant and Pareto-optimality

For the asso ment of multi objectives the most excellent and most Yastl)'

applied approach is pareto-optimal or non-domination approach

Allcomponents of x should be
>= corresponding comPonent
ol y..... (condition 1)

X dominates Y

only if Condition 1 & 2

both met

But there should must exist one
component of x i.e Sreater than
y....(condition 2)
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Figurc '1.5 : Dontinant, non Dominant and Parcto Optimalitl

First. for each candidate solurion in cunent population, compute t\\'o things: Firstly the

amount of solutions rvhich dominates the given solution n1 and secondly a set of solutions

rvhich the current solution dominates i .e S,. To calculate these n\o quantities rve rvould

have to do O(rrN:) comparisons. ln the same rre hare to discorer all those soltrlions \\hich

have n, = 0, and insert all such solutions to front F, Nos' this front is current lront'

Norv, for all solution in the existing front traverse each member C) in its set S' and

decrease its Ir I count b1' one. If count reaches zero for any member j' Add that member to

a separate list H. \\'hen all individuals of the existing front ha!e been verified State the

members in the list F,as indi!iduals of the first front' Continue this procedtrre trsing the

nes'11 acknouledged front H as existing front All these iteration needs O(N)

conrpulations. This procedure rvill be repeated until all fronts are identified As at most

total fronts are \. O(r.\2 ) ls the lvorst case complexity of this loop' The on the rvhole

complexity of the algorithm is O(mN2;.+O6N2; or O(mN2 )'

Algorithm : Fast non-dominated Sorl

tasE-nondominaied- sort (P)
tbr each 7r € /'

for each 11 e P
if (y, < r/) Uco

su=srt\q)
else if (r7 < p) then

lttt: ttt, - 1

t: r,r, = tJ lb:n
ft = fr-lt,\

Ntrilc f, I 0

tbl each r, € li
forcachq e .t,

a.=rr..-l
if r/,r - (, lllelr X - H-{ql

rfp douriuatc' r; thcir

ilchrde t1 in -q,
ifp is doruiuated bY 11 th:tt
ircrelrleDt rr,
lt no solutroll dotlullates /) lhell
p is a tlrcurber cf thc fusr [,ont

lbr each Deruber P il Fi
urodi$ cach urcltrbcr frour dlc sct -c,
Jecrelnelt rr, bY otta

rf a,, is zero.,1 is a ll)elubei of a' ll:l H

cufierll ftolll s fonned \rllll all lDenlb3ls of l{

Figure 4.6 :Pseudocode of nondominated Sort
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It is imporrant to mention here rhar even though the computational conrplexitl'has redLrced

from O(mNr)to O(mN: tby carrfing out orderlv book-keeping' the storage sprcc ha:

enlarged from O(N ) to O(N2 ) in the worst case. Hence ,r'hen the population undergoes the

fast non-dominated soning procedure it retums lhe lisl consisting of non-dominated fronts

F.

4. l.2.7Density Estimation

To find an approximate ofthe densitl, of solutions adjacent to a particular point in the

population catcutate the average distance of the t\\'o points on both sides of thrs point

beside atl objectives. Density estimation is actualtl'an estinlate ofthe largest cuboids cover

by particular point(solution) \\'ithout considering any other point This is knottn as

crowding distance or densitl estimation The pseudo code for crorving distance is

mentioned in figure 4,7.

. N is lhe total individuals -for all the -fronts Fi .

- in ialize the dstance r olrte equit'alenl to zero for all the ntcnbers of the fi ont i e' Fildl i = 0

Where' i' is lhe mdex -lar .front nrotber and j is the mdex for jrh individual m frottr Fi

Against all lhe obJectite fwtctiott nr

-Sort all the meubers of/ront Fi based on oll rhe objectiv liotctions nt

- To the rhe individuals at efirene boundones ossign the tolue infinity

-for k = 2 to (n - ))

l(dk) = t(dk) + (t/k + 1).Dt - l(k - l) n)Ona::(rtt) -lminhtl

I(k).nt is represenrtng the r.oltte ofofni' c.tbjecttt.e fntctt'n of kth ntcnhLr tn I

Figure 4.7 : Cro\r'ding Distance

4.1.2.8 Crowded Contparison Operator

The crowded comparison operator directs the setection process at differerlt stages ol the

algorithm in the direction ofconsistently spread out of Pareto-optimal front. ln a $a1'that

if we have to made selecrion benveen the individuals that both belongs to different rank

then we will prefer the one rvith lo$er rank. Another scenario is that both points belongs to

the same front then selecrion rr ill be base on crorvding distance operator. then the soltltion

Algorithm: Crowdin g Distance
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that has less solution in its surrounding rYill be considered (the mass of the cuboids

inc losing it is bigge|.

{. 1.2.9 Recombinalion and Selection

The union of rhe child population and parent population $ ill be taken and then selection

Nill be performed on this ne\\,combined population. As on this stage population contains

the best solutions of borh rhe child population and parent poptrlation elitisnl is etrsLrted.

Son the population based on non-dominated son. This process rvill be further continue

until the last generation.

4.2 SVM

A support vecror machine (svM) [42. .{3] is an algorithnt that is being learned b1'training

data to assign target classes to specific leatures. So that on nelY test data it can correctll'

predict the expected label or class. For Example S\'\4 can be learn to diagnose rvhether a

person is Ciseased or nor b) examining the thousands of patient's data that are diseased or

not diseased.SVM nou has been Lrsing in manl applications including bioinlorrratics

applications. Microarral gene expression profiles autontatic classification is a conlnlon

biomedical application of SVM .Current case studl involYes three different diseases data

sers (Heart stat log,diaberes, hepatitis ).SVM is used in Current case study is to evaluate

the selected features fitness in term of accuracy and number of features'

svM is aigorithm for marimizing panicular criterion function $'ith respect to the giYen

available Cata. There exisr nvo categories of classifi cation. binarl'classification and multi-

class classification. In binar5,classificarron we divide data into t\\'o groups rvhile in multi-

class classification we divide data inro more than n\o groups. SVM classification can be

explained using following four concepts.

The separating h1'per plane

The maximum-margin hyper plane

The soft margin

The kemel function
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4.2.L The Separating HyPer Plane

For example in case rve haYe onll'one anribute to classify data then the space rvhere data

resides of two class classification problem is a one dimensional line and that one

dimensional line. 'l-his Iine can be dived into half using one point. ln case if data resides in

two dimensional space two dimensional space can be divide into half using straight line'

And in case of three dimensional there is need of plane to divide the space So the general

term for the straighr line is plane in higher dimensional space Hence the separaling hyper

plane *'ill be the line that separates lwo types of samples'

4.2.2 The Maximum-margin Hyper Plane

Considering each sample as points in higher dimensional space and diridrng thenr into

two grouPs by using hyper plane is not the only job ofSVM 'SVM is different from other

classifier in the sense it select the best hyper plane out of man;'possible hlper plane lfthe

distance between separating hlper plane and the nearest sample point is consider as margin

then SVM selects rhe hlper plane that have marimum margin to the closest dala

point.SVM nol assume sample data forms the normal distribution'

4.2.3The Soft Margin

We expect from the SVM that misclassification rate should be very less to deal u'ith this

problem SVM algorithnl is errended bi adding the soft rnargins Solt nrargil provtdes tltc

control to the user to specri.r' to how many sample points they allorr to violate the

separating hyper plane .and a point can go how much far from the line in l rong region of

thespace,HenceSoftmargindeclaresthesizeofthemarginandther.iolatiorlrateof

separating hyper plane.

4,2.4 The Kernel Function
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The problem is that, it is not possible that only sirrgle poirrt can separate the data into two

classes. Adding soft margin can even not solve this problenr'SVM added one nerv

additional dimension to the original dimension of the data point- To get additional

dimension just original expression rvill be squared' Kernal function is a mathenratical trick

that allow SVM ro perform trro dimensional classification on the feature space that \\'as

originally of one dimension. The SVM bl using some non linear mapping (: D - 0' Map

the input vector x to high dimensional feature space 0 One should choose the kernel

function that €n separate the hyper plane rr ith marimrttn nlargins and rather lo\\'

d imen s ions.

4.2.5 Linear SVM

From knos'n training set, samples labeled pairs (x', y)' Where i=l to m' rvhere mnotal

number ofrraining patterns xi are training input patterns and 1', are lhe corresponding target

class of the Panern. lf the problem in hand is lineartl'separable case it can be classified

using follol ing equation.

(rr,)+b>+lfor1',=+l

(r*)+b2-tfor'y',=-l (-l l)

Equation 4.1 and 4.2 can be rrrinen in the follorving inequality form'

y,i,<..,;+b)- I > 0V, = I, .,tfr (4.4)

The hyper plane defined by b and rv is called the separating hyper plane'

Optimal separating hyper planes and marinrum ntargins can be fcrLrnd bl the follorving

equations

(4 2)
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Min
n .6 l*'* subjectto'. /,i<*.,r+bl- I > 0 (4.5)

(4.6)

({ 7)

(4 8)

To sotve this optimization problent one should ttlLrst tlnd the seddle point oll-agrangc

fu nct ion.

L"(*.t,)= lw'.r,) -
2

!-rp = o.'' =
d tr'

I (" 'v'(<" ''>.')- ')

Here cr, is the Lagrange multiplrer that tnust be greater than are equal to zero. Saddle point

is must be need to search because L, mLrst be minimized \\ ith respect to rv and b and

maximized rvith respect to o'

By differentiating the 4.5 rvith respect to rv and b folloning equations are obtained'

i o ,,'''

3-f
ob

o,f "')" = o

To find rhe maximum of the equation (4.5) the Karush Kuhn-Tucker (KTT) conditions

are necessary and suffic ient.

",1r,((,.,,)* a)- r]= ov, (4 e)

Substitute equation (4.6) and (4.7) into (4.5)

No\\ the L, will be transformed into dual Lagrange multiplier
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M axLo(o)=i " - %f ,
a i=l i,j=l

subjectto : a i2 0i = 1,....,m an

td jy tyr

at "

(, ,.y,)
(4.10)

,!'= 0

Hence the optimal decision hyper plane is

f (x,a' ,b') -Lr,"
t=l

' 
(x,, x)+ b' (.*,, x)+ b'

Mosrli, in classification process only rhe small subser of Lagrange multiplier approaches

grealer than or equal to zero. Geometrically these are the closest vector to optimal hyPer

plane .The training vectors that have non zero Lagranee multiplier are called as respective

vectors .Decision hyper plane as mentioned above depends on these supporting vectors'

4.2.6 Soft Margin

The goal is to make the optimal h1'per plane in a tray there is minimutr number of

m isclassification error. To solve this problem a non negative slack variable is introduced in

follos'ing equat ions.

(. r,)+ b > +l - 4,.fory, - +l

(r r,)+ b < -t+ 4,fory,- -1 (4. r 3)

hyper plane has the follo*ineNow in term of these slack variable finding the optimal

equat ion.

=L,',", (4.1 1)

(4.r2)
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1,,
MinL*'* +ct 1

2 7, \4.14)
1' ,D.j

subjectto : y,(qw.x,1+b)+ ( t - | > 0,6, > 0

Lo61=f " - %f o,o,r,ytk\x,.xt)
r=r t.r=t (4.17)

subjectto:01ai S C,i = l,....,rrordf d.,yi - O

t=l

Nou' the form of optimal hyper plane is ofthe form of follo*'ing expression

Using Lagrange Multiplier

M axLoto,=f ",- %t, ",a,y,y,(x,.x)=t t. j= r (4. 15)

subjectto:0 S a,< C.t = 1,..... ,,nndf d,y, = O

r=l

To find optimal hyper plane dual Lagrange nttrltiplier needs to be rnarimized u'ith respect

to o., and the constraint laiyi = 0 and 0<= o, <= C rrhere i:l to nl'l'hc Pcrrclt)

parameter p will be defined by the user that is the upper bound on o'

4.2.7 Non Linear SVM

Non linear SVM Maps the input feature vector to high dimensional feature space using

some non linear mapping'rg' functions that are called kernel function in equation 4.9 ir:ner

products are replaced by kemel function 4.15

(o (.,).a (x,)),= k (x,, *j ) (4.i6)
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"f (r,a',b') = Z y,"'(o tx,) a (x))+ b'
,=, (4.18)

- \ t,a ik (x,,-r)+ b'
r€ 5v

Wirh the bias term b non linear SVM classifier can be expressed as

.f(x,a',b')=Ly,"; (a6,1 a6\ =lt,a;k(,,,x) (4.re)
i€s! /''

Chatter I Proco:,.tcl I ec hnqu e Oppositiott based 'llOAl

Difttrent types of the kernels are

Poh nonrial Kernal

k (x,.x,) = tl * x,.xL)d

Redial Bias Kernal (RBF)

k (r,.x') = .* p(- y n x, - x,)2

Sigmoid Lernal

k (x,.x ) = ,unh(kx,.xi - 6)

Kernal function used in proposed method is RBF.

(4.20)

(4.21)

(4.22)
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Figure 4.9 Snap shot of last generation individuals their objectives values and

crowding distance

Figure 4.7 presents the objective space for heart disease data set and diabetes data set that

is trvo dimensions. Dinrensions of the objective space are equals to the nLrmber of the



objectives. Figure 4.8 sho$'s the population of the last generation both objectives values

rank and crowding distance respectivel\.

Here this figure 4.8 is taken from the heart disease case study Where l3'h column presents

the chromosome that are generated randomly \\'e treat them as zero for the absence of the

feature and I as the presence of the feature. Next nvo columns shorv the evaluation of this

set of feature in term of number of features and estimated error. The next column that is

l6'h column Presents the rank oi that specific candidate soltltion The last colttmn shorrs

the crorvding distance.

4.4 Summary

This chapter presents the inrportance of the nrulti objective genetic Algorithrns rls

background and its effecriveness in biomedical sciences. As in the late history there rvas

present no mathematical solution to the multi objective optimization. So there was the need

ofsome heuristic that can provide solutions to the optimization ofthe conflicting objective.

It has been observed from rhe discussion that e\olutionary algorithm can serYe bettcr lor

such type of problems. Here in this chapter rre have discussed in detail about proposed

techniquethatismultiobjecriveinnature.lt.saleatureselectiontaskforbiomedicaldata

forSVMClassifier.WenotonlytestbiomedicalfeatureoptimizationusingNSGAllbut

we also improved it by opposition based population spread that makes the application

more effectives in term offast convergence and atl obiectives trnder conside'ation'

l-lat t'e S bsct Selection nstng -ll ltrObjrtrtre Ctntr:. 1Igorrrlttn 1t)



Chapter 5

Experimental Results

This chapter presents the experimentations under different scenarios This chapter gives the

brief overvierv of different performance rlleasures and statistical anall'sis some of thenr

r!ill be used funher in experirlentation to eYaluate the perlormance in diflercnt scctrat ios.

We rvill analyze the performance of neu feature selection technique rvith SVM classifier

using different biomedical data. we u ill compare proposed technique with other state of

an lechniques. We will also analyze horY the multi objective technique improves the

performance.

5.1 Performance Measures

After building a classifier or model, an organization or even a single developer rvish to

determine \vhether the classifier works accurately on future data on u'hich it is not trained'

Or it is also possible that some one develops more than one classifier and \\ ants to corlpare

their accuracr lerel or their error lerel. The; are tool to help us undcrstand t':tatrage at'td

improve what we wanl to do. Follorving are the various performance measures to evaluate

the classifi cation techniques:

5.1.1 Roc

RoCisacurvervhichgivesthegraphicalplotofthesensitivityagainstfalsepositiverate

and is used for a binarl classification.

Figure 5.1 : ROC
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The specificity and sensitivit)'ofan indicative test depends on more than just the "quality"

of the test. The position of the cut point between the curves rvill determine dilferent

rneasures such as number of true pc,sitiYe. talsc positires. trlre rleqati\cs and l-irl:c

negatives. When estimated rest gives positive means in actual disease also present then it

will be "true positive". Tesr positive and in actual there is no disease then it rvill be false

positive. Test negative, but in actual disease is present it rvill false negative. Test negative,

and in actual no disease it $'ill be true negative. The overlap area ofthe curve indicates that

the test cannot distinguish normal from disease.

NonbercfIP
k rs i r i t'i t1' = TNffi t1Irnfiioffi-olx\ (5 I )

Sensitivity is the probabilitl that when the disease is present the test result rvill be positive.

Nnnteru/fN
SPc if c n' = @iffi,olffiNirn$ tollTi (5 Ir

Specificity is the probabilitl,that when there is disease the test results \Yill benegative[18]

5.1.2 ROC Convex Hull

The receiver operating characteristic (RoC) curve is used to revierr the performance of

binaryclassifierduetoitseaseofanallsis.butitdoesnottakeaccountofmisclassification

cost information Provosr and Farvceft have developed the ROC Convex Htrll (ROCCH)

method by using techniques from ROC curve analysis, decision analysis, and

computarional geometr), .that searches for the optimal classifier that would be robust in

case of skerr,ed or inaccurate class d istr ibLrtions and d istinct rn isc lassification cost: I I 9 l

5.1.3 K -fold cross

K-fold cross validation used in the field of machine learning rvhich determines that at

which rare a learning algorithm rvill predict the data: \\,hich not originally trained. lt is ln

k-fold nrethod, data is parritioned randomly into k groups. Using all the training set

instances except those in the k'h group so. the classifier is trained k-l times. Count number

oferrors: calculate mean error over all k test sets.

Feaute Subset Selection usi,lg \htlti-Obicctire Genelic AlSorilhttt 7Z
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If appropriate vatue of the k is chosen then rhis approach is very effective. It is less

extravagant ofdata than test set cross validation, and less costly than leave-one-out cross

validation. K-fold gives the best estimate ofcross validation error' I l8]

5.1.4 Precision

Precision provides measurements when experiment is perforrned under unchanged

conditions and gives the same results. Precision is lhe proportion of all the positive results

(both true posilives and false positives) and the true posirives [17].

NwnberofP
Pr ecision = TffiWpT$ffirolF"\ (5 3)

5. 1.5 Leave-one-out cross-validation

Leave one out is a cross validation technique rrhich is used to nleasure the accurac) ol-a

classifier. This method is used in the research paper trl for checking the perfortnattce of

SVM for distinguishing the Patients data from normal persons data b1'making t\\'o classes,

one for Alzheimer diseased patients and other for normal persons

The process has the following steps.

L

2.

J.

4.

The initial data is partitioned randomly into k number of samples having equal size

Performed training and testing for k number of times.

In the first iteration, some data is kept as test set and the remaining is used to train

the classifier.

The second set is kept as a test set and the remaining is trsed to train the model in

the second iteration.

5. When mean is obtained in rnh iteration then the l'l'sample reserved as a test set and

the remaining samples are used as training set

6. Each sample is used to train and test the model for same ntti-nber of tit:le

7. Al the end, for checking the accurac),ofoverall nuntber ofaccurate classification is

from the k iteration is separated by the total nunrber ol'tuples in initial data' \o

data loss.
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As training process is repeared for large number of (imes so this technique is trsuallr

very expensive from a computational point of view.

5.1.6 T-test

T-test is a statlstical significance test, sinlply use to find the difference betrreen averages

of trvo classes. This performance measure is used in [5] to find the difference berrveen

mean values of MDD (major depressive disorder) group and Normal persons group'

The process has the following steps:

First, assume a null hypothesrs: Hi,

By setting the value for level ofsignificance land degree offreedom 2*ecan

find a critical region Iimit from rhe t-table given in an),standard statistical book.

l.

2.

Figure 5.2: t-distribution shou the acceptance and rejection region

l. Level of significance: also known as confidence level is set by the user and rneasure itl

percentage. Usually l% and 5oZ are commonly use Actually, this is the value of accuracl

of the model that user wants that classifier must show. For example, a manager of an

organization wants that a system must gire him approx. 90% benefit. in this case the level

of confidence is 0.09.

2.Degree of freedom: if we have n sample then we will have n-l degree ol freedom.

Simpty we can say this is the no of choices of randomly setecting any numbcr of samples'

For example, if we want to seleci 5 samples from a data set then rve have 4 degree of

freedom because till selecting 4fi sample rve have choice for sample data but for the 5th

sample rve have no more choice as we are restricted to select all the remaining point as a

Cha?ter 5 Eroennetttal R<'s:tlrt
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last sample. Level of significance and degree of freedott.t are arranged in t-distribtliion tahle

as shorvn in figure 5.3.

Level ofsrgtil'icance

Degree of freedonl t-drslnbulrort \'alu.s

Figure 5.3: t- lest value

By using the formula in equation (5.6), rve find value for t-statistic

l= (s 1)

Where,

err(M I )= error in ilrst model

en(M2)= error in second model

Va(M l-M2)= variance difference between trvo models

If value oft-sratisric ties rvithin the acceptance region we accept null hypothesis other\ise

reject it and make a nelv h1'pothesis accordingly.

It's Simple, easy to compute. Just calculate difference between rrYo class averages for

more than two classes we should implement pair rvise test in iterations.

I

l

Ya(Mt-M))/K
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5.1.7 Metric for Convergence

Equation 5.5 computes the distance measlrres betrveen the non-dontinated points find b1

\{OGA and global pareto-optimal front. so lorver d value s1'mbolizes superior

convergence ability. Suppose P'contains the listof the target set ofPoints on the Pareto-

oplimal front and let'l represents the ultimate non-dontinated set attained by an NSGAll,

di is the smallest distance benveen'i ' to '1.

''=;';l FYtt"t^tit1=
1=r \11?x=t( ,"" ,"" )

(s.s )

are the possible nrarimum and ntitrinruttl tunction i'alLres of k-

" objective function in mention points. 81' taking the average of all the distances of the

points in F convergence metric can be computed. [20]

5.1.8 Pareto-optimal front

ldealll, we expects from N{OCA to converge to global pareto-optimal front ll'MOCA

converges to global pareto-optimal front .We divides objective space into grid according to

the global pareto-optimal front. then one point in each grid represents the best possible

diversity value. This is termed as diversity matrix I . [20]

5.1.9 Converged front

But ifthe algorithm isn't able to converge to the global PO front then lhe above metric will

nor be able to measure the diversity of non-dominated solutions produced by the MOEA.

In such cases shere an algorithm is stuck in a local PO front, Diversity matrix should be

calculated based on the actual converged liont instead ofglobal PO tiont \\'e u ill call this

diversity metric (obtained by splitting the converged PO region into grids) diversitl'

metric2.To compare two algorithms (for diversity) the use of diversity nletric2 should be

preferred because even if one of them has converged to true PO front and the other hasn't,
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the diversity metric2 of the former will be almost equal to its diversitl' metric I value.

which would not be the case lvith latter. [20]

5.2 Experimental Setup

5.2.1 Datasets

To demonstrate lhe performance of the proposed

from UCI [5].

5.2.1.1 Heart Disease (Stat l,og Project)

method, the data sets have been taken

Table 5.1: Heart Disease Data Set Attributes

Total Alrriburcs

Missing \ alues

Heart disease database finally contains thirteen attributes these attributes has been

extracted from total 75 attributes. Labels for these thirteen attributes are This darabase

contains l3 afiributes (rvhich har,e been extracted from a larger set of 75) The data set

contains the atlributes are that ho\\ much grown old patient . gender ,type of the chest

pain (4 values) , blood pressure(resting), serum choleslerol in mg/dl fasting blood sugar

> 120 mg/dl , results of resting electrocardiographic (values 0,1,2) , utmost hea( rate

aftained , angina persuade by e-rercise.old peax = S 'T depression perstraded b1' erercise

comparative to rest , the gradient of the peak exercise Sl' segment. total nrajor vesseles

(0-3) that are colored by fluoroscopy, thal;6 = permanent fault; 3 = normal ;7 = reversible

defect.

5.2.1.2 Diabetes Database

Table 5.2: Diabetes Data Sel Attributes

Data Set Altributes

Total Artributes 8.1(class)

Data Set Attributes

Real, Ordered. Nominal .BrnarY

I )Absence2)presence(of discasc)Variables lo b€ predicted
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Missins values

Instances 763

Attribute lypes Numeric

Title of the database is Pima Indians Diabetes Database, Sources from rrhere the data set is

obtained are

(a) Original orvner of the database are National lnstitute of Diabetes and Digesti\ e and

Kidney Diseases

(b) Benefactor of database are Vincent Sigilliro (vgs@aplcen.apl jhu.edu)

Research Center, RMI Group Leade..{pplied Phlsics [-aboratori' .The Johns l'1.'rpkins

Un iversity,Johns Hopkins Road . Laurel. MD 10707(301) 953'6231

The indicative, '0' or 'l' valued variable rndicate either patients sho\\'s sisns ofdiabetes as

per to rvorld health organization criteria (thal is as a minimum 200 mg/plasma post load in

two hour at any survey examination). The population lives near Arizona . USA and

Phoenix: Predicion rnade by algonthm rras in the range ol0-1. This rras rransfornted inlo

a binary decision using a cutoff ol 0.118. All patients includes in database are rrotnetl ol'

minimum 2l y,ear old.

Attributes label of diabetes database are frequency of pregnanc)'.concentration of the

plasnta glucose is tested in 2 hour usine oral glLrcose lolerance test i. hlood presstrre (nlrn

Hg)( Diastolic),skin fold thickness of the triceps, serum insulin.index fthe body mass. and

pedigree function of diabetes ,age in 1'ears of patient, and last is the class variable for

diagnos ing sign ofdiabetes.

5.2.1.3 Hepatitis disease

Table 5.3: Hepatitis Data Set Attributes

Data Set Attributes

Number of Instances 155

Number ofanributes

Mrss"rg Attrtbl',re

,20

\tt
C lasses 2( Die or Live)
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5.2.2 Performance measures used

5.2.2.1 2x2 Contingency table

Table 5.4 : 2x2 Contingency table for subset of original set of features (Heart Data

Set)

True Labels Estimated Labels Tolals

Presence

disease

Absence

Disease

Present Disease (TP) ( FP) t05

Absence Disease (FN) (TN ) 8.1

Totals 6 '13 139

TP= (True positive) is the case \\'hen test rvas positive and the predictioll on tlle test case

rvas also positive. FP = ( False positive) when tesl is positive and prediction is made it is

negative.(F^v =False negative )is the case rvhen true label is test is neeative but predictive

label is it is negative.(T\ = True negative)When true label and predictive label both are

negati\ e.

Table 5.5: 2x2 Contingencl' table for subset oforiginal set of features (Pima Indians

Diabetes Database)

True Labels Estimaled Labels Totals

Pr€sence

discase

Absence

Disease

Presenl Disease 3t4 36 i50

Absence Disease 93 95 188

Torals 407 l3l 538

5.2.2.2 SensitivityCalculation

Sensitivity is also refer as true positive rate as it is the measure of the proponion of true

positive rate, formula for sensitivity calculation is

Sensitiviry =rr/tr, * ,n.l
(5.6)

Feottre Subset Selection rcing.llulti-Objectire Genetic.llgorithtrt
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5.2.2.3 SpecificityCalculation

Specificity is referring to as negative hit rate as it measures the proportion of True

negative rate. Formula to calculate specificity in term of probability is Specificity or True

negative rate in term ofprobabilit),= TN/TN+FP

5.2.2,4 Average Overall hit rate calculation

For binary classification performance measure sensitiritl' specificity and arerage orer:ll

hit rate is used. But for muhi class classification problems onll'average orer all hit rate is

used.

Overall Average =(TP+TN) (TN+FP-FN-FN)

5.2.3 Parameters Setting

Detail parameter seftings ofthe experiments are given in table 5.3.2

5.2.4 Training and Testing data set

(5.6)

Gendat function is used to senerate data randomly for testing and training 709lo data is Lr:ed

randomly for training and 30% for tesring. Random selection ofthe instances follols the

prior probability ofthe class. So the estimation ofthe sample that it would be selected from

the particular class is equal to P+N, rvhere P is the prior probability of the class. And \ is

the percentage of the data for training.

5.2.5 Statistical analysis

From l0 runs the mean and standarC deviation ofthe AUC and estimated enor are listed in

the table 5.4.1 .

5.3 Results and Discussions

5.3.1 Classification using complete sel of attributes (Scenario l)

Follorving table summarizes the classification performance of SVM using polynomial

kernel of order 2.Table shorr s the result of the scenario rvhen complete set of the features

Feature Subset Selection rcing .\htlti-Objectiv Genetic .llgo|ill l .80
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or clinical test are used to diagnose the disease. To handle the biasness of randomness

experiment is repeated I I times and its average and standard de!iation is considered to

report the rate ofchange in results ofall iterations.

Table 5,6: Results using all the sel of feature for S\M (heart data set)

Iteration

#

Estimated

error

AUC

I 0.2963 0.9146

2 0.3210 0.9r 21

3 0. t 975 0.9364

4 0.3 5 80 0.89 r6

5 0.296i 0.9120

6 0.2469 0.9409

7 0.2469 0.93 r9

8 0.3951 0.8827

9 0.27 t6 0.9319

l0 0.3 33 i 0.8951

il 0.32 r0 0.91 94

Average 0.29E516 0.9r 53{s

5.3.1.1 Estimated Error o: Accuracy calculation

Estimated error is the probability oferror and accuracy =l-probability oferror (5.7)

5.3.1.2 AUC calculation

Area under the ROC curve (this is an error and not a perlorrnancel). For nrttlti class

problems this is the rveighted average (by class priors) of the one-aga inst-rest contributions

of the classes

Featttre Srrbset Selectton using -l ltrlt i-Oblectiv Genetic llgorithnl 8l
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Table 5.7 : Results using all the set of feature for S\rtrI(diabetcs data set)

I teration

nu mber

Estimated

error

AUC

I 0.24'78 0.8592

2 0.2696 0.853 7

.) 0.2609 0.8574

4 0.2 5 65 0.859 r

5 0.2826 0.843 I

6 0.2261 0.868 t

7 0.24 i 5 0.8606 I

I

8 0.24'78 0.8 569

9 0.2609 0.8 564

t0 0.24I5 0.866',7

0.2609 0.8577

AYerage 0.254555 0.85 8082

Standard

deviation

0.015 r09 0.00657 r

5.3.2 Classification using Selected Attributes (Scenario 2)

Follorving table report the performance of S\/M classifier rrhen rvrapper based leature

selection technique with Multi objecrive Genetic Algorithm is used. Table also sho\ s lhe

comparison of our MOGA techniques with olher state of art simpie GA technique for SVM

(RBF).

Table 5.8: parameter setling of three feature selection mcthods including MOGA

Parameters SVM(polyn om ia ll)
+MOGA

SVM(RBF)+SGA NN+SGA

Population size 50 50 50

Total generations 20 20 20

Cross over rate 0.8 0.8 0.8

Mutation rate 0.05 0.07 0.05

Selection method Roulette Wheel Roulette Wheel Roulette Wheel
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Table 5.9: Comparison of MOGA and SGA using SVM

5.4 Discussion

5.4.1 Classification using All Featu res

Using all the features as input to the classifier result of ll iterations shows the average

estimated eror that is 0.298536 it means 30o/o enor and 70oh accuracy. And standard

deviation 0.05 shows that change in accuracy due to randomness is less. So less standard

deviation depicts less biasness due to randomness.

5.4.2 Classification using Selected Features

In case of selected features rvhen MOGA rvith SVM using polynomial of order 2

proportion of true positiYe rate is 80%o and true negatir e hit rate is 8i% and a\eraqc o\/er

all hit rate is 88%.and features reduced from 13 to 4 it out perform as compare to the
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results of erperiments \\hen all the features were used. And this increase in performance is

80% in case of accuracy.

Table 5.4.2.Osummarizes rhe results of the experiments using GA based approach for SVlr{

classifier using RBF kernel and proposed techniques results using \lO(iA furr S\'\l
.Results shos's proposed technrque performs very well under all performance paranleters

especially it performs excellent in the case of average true positive hil rate. For the binary'

class classification accurac)' can be demonstrated through average positive hit rate

(Sensitivity),average negative hit rate(Specificity)and average over all hit rate. \\'hereas, ln

case of multiclass classification only average overall hit rate can be consider. Data set used

by us was the case of binarl classification. Hence se used all three parameters to

determine the accuracy of the proposed technique.

Accuracy ofthe classifier using heart disease data set improved tvhen featured selected b1'

MOGA is used. As proponion of true positive rcte is 91.2%o and proportion of true

negative rate is 90.5%.and averase over all hit rate is 90.9o/o rvith leature redLtcti.'n ''l tiorn

total of l3.as compare to the Simple GA for SVM that sho$s rhe results Lrnder same

parameter as 89 .3o/o,90j%and 89.9% respectively. And feature reduce s to 5 out of I 3.

Accuracy of the classifier under same experimen(al setup for diabetes data set is as

8l .7%(Average positive hit rate).80.4%(Average negative hit rate).S L I o o (Averaee olerall

hit) and features reduces from 8 ro 3 using proposed MOGA based fearure selection for

SVM. Comparative technique ol feature selection for SVM using SG.{ sho*'s results as

75.1%(Average positive hit rare).83.5%(Average negative hit rate).79.39i,(Averase overall

hit rate) with feature reduction 3 out of 8.So results shorvs although the number of the

features remain same as to the state of the art technique but even though accurac)'

improved that's mean MOGA rs efficienr in selecting more fit featLtres (hen sirnple cenelic

algorithm.

For the comparison purpose third study used by us is used as benchmark in manl' Iiterature

studies as rvellfl l].They used simple GA for feature selection for Dist all N,r,* (n-eural

Nenvork).GA parameter setting is mentioned in Table 5.4.2.Table 5.4.2.1shors the
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comparison ofresults ofproposed lechnique \\ith the simple GA lor NN technique ResLllts

shows proposed technique perform very \vell.

Proposed technique out performs in both objectives accurac) and feature reduction as Nl.\

reduces the feature to 7 rvith accuracy of 86.S%.for heart disease data set. And for hepatitis

accuracy achieved by NN is 88.3% and features reduce to 9 out of l3 Whereas pr'-'posed

technique achieve accuracy of 9l .4yo with 4 features out of I 3 using heart disease dataset.

And when dataset is replaced by hepatitis results obtained are 93.2%,' accuracl rrith 6

features out of9. Proposed method is giving bemer accurac) rvith even more reduclion in

features. Figure 5.5 and 5.4 shows the experimental results details rvith the help of bar

charts.

x
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t

2 sz.o%
I
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88.0%

86.0%

84.0%

82.0v.

80.0%

78.O%

76.O%

7 4.O%

r MOGA

I

I N ur 9er of
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Chapter 5 Ftperimental Res lts

5.5 Summary

This chapter presents the details ol experimental setup and analysis on the output of the

experiments. Results shows that proposed technique is more eflicient in selecting oprimal

features with better convergence rate as compare to the any present good technique. It is
prove that with same control parameters for all comparisons their results are comparable

on the basis of accuracy and features reduction, opposition based MOGA performs befier

than SGA and simple MOGA in all scenarios.SGA performs bener than simple MOCA.

It is very simpler and easier in MOGA to formulate the unbiased Objective function.

Opposition based MOGA is effective for feature selection for biomedical databases as it

achieves better convergence and more optimal solutions than baseline methods.

This work can be further extended bv introducing more objectives, E.g. clinical cosr can

be considered as third objective ,Moreover Constraint can be define for the objectives to

make preferences flexible according to the requirement of the decision makers.

Feanre Subset Selection sing Multi-Object^.e Aenetic .4lgorithD, 81



Chooter 6 Conclusion & Future ll'ork

Chapter 6

Conclusion & Future Work

This chapter concludes the whole report by summarizing its main points. pointing to the several

new techniques and problems that should be explored to make feature selection using multi-

objective genetic algorithm extends more robustly and efficiently. Chapter 6 sketches the

importance ofproposed technique by enlightening its applications in other fields.

6.1 Conclusions

So from the whole discussion it is prove that feature subset selection is not a single objective

problem but it is a multi objective problem. ln Biomedical domain these multiple objectives are

conflicting in nature rvith each other and not the ideal case. So there is need to identifl all

alternative solutions. Single Objective optimization can identif-r' just one best solLttiort in a sirtglc-

run while multi objective optimization can identify all possible optimal solutions in a single run.

In other words we can say it can identify the whole trade off surface. To Lump multiple

objectives into one fitness function can produce biased results. In Single Objective optimization

it is very critical to formrrlate the objective functions through complex mathematical tools .And

if it is not formulated properly it can detract the whole search from being approaching to true

optimal solution. Morecver it is very simpler and easier in MOGA to formulate the Objective

function. From the results of the experiments it is being observed that opposition based MOGA

approach used by us is effective for feature selection for biomedical databases.

6.2 Future Work

6.2.1 Augment Objectives

This work can be further extended by boosting up more objectives, Supplementary objectives

from the domain or case study undertaken will enhance the worth of the proposed opposition
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based MOGA.Because with the increase in objective vector length, effectiveness of MOG.{ can

be viewed more clearly. For example. clinical test cost can be considered as an addirional

objective. More objectives can be explored according to the application requirement.

6.2.2 Use of Related Techniques

Other heuristics with multi objective handling can be tried, some other possible heuristiis are

mentioned here.

Srvarm algorithms, including:

. Ant colony optimization

. Bee's algorithm

. Panicle swarm oplimization

Other population-based met heuristic methods:

. Differential er olution

o Firefly algorithm

o Invasive weed optimization algorithm

o Harmon)' search

. Gaussian adaptation

6.2.3 Multi-objective Clustering Approach

Feature selection for unsupervised leaning in this area yet very less work has done. This field can

be explored more using Multi objective for clustering techniques.

6.3 Applicaticns

proposed technique covers all those application areas that are covered by feature subset selection

technique too as it is enhancement step of it. It covers not onll' the case studies of this repon but

all the other biomedic:l data too. Not onl)' biomedical domain it can be used an1' rvhere data
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mining is done for relevant knowledge discovery is required as pre-requisite step. Follo\\'ing are

different application other than biomcdical domain.

6.3.1 OCR Recognition

Character Recognition systems[39] deals with hundreds of the features and it is not unusual

Fearure subset selection when applies to practical applications such as character recognition

appears to be a present s a multi-criterion optimization problem. For example accuracy of

classification and number of features [40]. Proposed approach offer a particularlr attraclive

approach for this kind of problems since thel are generalll quite eft-ective lor rapid global search

of Iarge, complex and nonlinear spaces.

6.3.2Diagnose Business Crisis

Business crisis[37,38] means bank corruption. shutdouns. failures. distress and bond detault.

With the advancement of Artificial intelligence and database technologies, data mining

techniques can be used to predict the business failure before alanning situations occur. Such

system can be very helpful for the decision maker to e\aluate and select the firm rvith rvhich

collaboration is beneficial. Usualll'rhe financial crises are ofthree t\pes that can be retrd tiom

.Banli carupcy prediction is also a multi criterion problem that can be best solved b1 proposed

technique.

6.3.3 Rapid Image Information Mining

In disaster situations there is required Io relrieve image intbrmation in real or near real time to

out of the vast amount of the data that is coming from the various remote sensors. For example,

in flooding disasters classes may have been trained dealing rvith roadways, forest and

undamaged buildings. Though, after a disaster. it is now necessary to classifo flooded roadrvays,

damaged buildings, and knocked dos'n forests from linrired training data. Thus. there is a need

for rapid IIM (RIIM). Generally lmage lnformation mining techniques generates large amounts
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of the features that are computationally ver) expensive and incompetent before the usetirl

information is discovered. So, it is very necessary to extract the relevant features that are close to

the hypothesis space.[36]

6.3.4 Evaluation of Modeling Music Similaritl"

Due to the advancement in digital storage technology and Iarge avai)ability of the digital data

and digital music there is a need to arrange the music in the order in the database so that uhen

user queries for some music, his/her query should be entertained verl' quickly' and accuratelr'.

Present applications that manage music, utilizes the textual Meta information. 'l-o be able to

search through different available digital music first need to converl rarr data to the some Ier el ol'

information granularity. From Information granularity rve here meant that data contains onll'

important information that involves feature selection. So here proposed technique is applicable

[3s]

6.3.5 Emotion Recognition using Feature Subset Selection

Study [34] of human's emotions in human computer interaction is currentl1' a grou'ing research

area. Research is being performed on automatic emotion recognition that is speech and thcial

gesture recognition. Using [arge set of parameters of speech studies are berng made to anah ze

the results of the emotion recognition. Development of the effective s\ stenls lbr detecting and

responding to the human system is a great challenge that involve as a part anali'zing dillerent

multi model data resources. Proposed technique can be proof as a good application in

researching relevant speech parameter in automatic speech recognition parameter as affective

resources like effective databases provide a chance for training affective application fbr anv

affective classi fi er model.

This chapter sums up the conclusion and the applications of the proposed techniques. Due to

improved results the effectiveness of the method can be tested in other field as well rvhere the

multi objective optimization is require and there is need to explore the huge search space. This

approach can be furlher extended to any multi criterion optimization problem.
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