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ABSTRACT

Hydropower generation is one of the most prominent renewable sources of power. Run-of-
river hydropower is like traditional hydropower but has a significantly less environmental
impact. Faults in industrial processes cause large losses in monetary value and off times in
industrial processes and consumer utilities. It is more efficient for the system to identify the
occurring faults and, if possible, to have the processes running without interruption with the
occurrence of a fault. This work proposes a new model—the three-pond hydraulic run-of-
river system and integrates it with a turbine and regulated power generation. After integrating
the hydraulic system with the turbine andpower generation, we design a diagnostic system
for commonly occurring faults within the system. Mathematical models of the faults are
formulated and residues are calculated. Fault detection and identification is achieved by
analyzing the residues and then a fault-tolerant control is proposed. The Fault Diagnostic
Module can correctly detect the faults present and offers sufficient fault compensation to
make the system run nearly normally in the event of fault occurrence. With the emergence of
distributed power generation smart grids and renewable energy, this fault diagnostic can

reliably offer uninterrupted power to the grid and thus to consumers.
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CHAPTER 1

INTRODUCTION

This thesis deals with fault-tolerant control of run of river hydropower plants. The title
is of two distinct parts, hydropower plants or specifically run-of-river hydropower plants and
fault tolerant control. Therefore before diving into the topic in detail, we shall briefly

introduce the run of river hydro power plants.

Rivers and water bodies contain kinetic and potential energy. This energy is transformed
in to mechanical energy and then to electricity which is known as hydroelectric power or
hydropower in popular terms. Hydropower has been used since aneient times by use of water
wheels to provide power to grind mills and other industrial tools. It provides almost 20% of
the world's energy requirements in the modern world [1] and is considered the most cost
effective energy source, comprising nearly 80% of all the renewable energy. Hydro power
plants (HPPs) can be classified as conventional and non-conventional HPPs where
conventional power plants consist of a dam, lake, penstock and a power house; however, non-
conventional ones include run-of-river power plants, tidal and offshore wave power plants.
This classification is based on size, water head, storage capacity, and type of generation
facility. Today the majority of the HPPs in practice are conventional HPPs. However, since
the suitable sites for conventional HPPs are limited and have far-reaching impacts on the eco-
systein; therefore, small and non-conventional methods for hamessing hydro-encrgy are

being utilized now a days with the increasing research trends of distributed power-based



smart grids. One of the frequently used non-conventional HPPs is Run of River Hydro power
plant (ROR HPP).

In the run of ROR HPPs the reservoir is mostly absent or altematively there is a very small
pond or reservoir; however one of the major issues with ROR HPPs is its inconsistent output
due to weather and temperature changes resulting in changing river’s rate of flow [2]. The
available power may peak during the rainy season the available power may be less in the dry
season. The water level is regulated by constructing a weir at the niverbed. In some sites
where river water is redirected to flow in power plant, a small pond is required at the head of
plant to provide it with some energy storage capacity. Therefore it differs from a conventional
power plant in terms of less power storage capacity.

Another important part of industrial process and power generation is the field of fault
diagnostics. During the industrial processes many known and unknown faults or errors can
occur, which resuits in undesirable outputs or off times which in turn can result in monetary
loss and loss of service on the consumer side. Tt is often not desired to shut down the system
for maintenance at the occurrence of every fault, as unexpected system shutdown may cause
monetary loss and inconvenience. Therefore, it is required for the control system fo be able to
identify the occurring faults and make the system operate in such a way that minimizes the
loss and inconvenience. A fault diagnostic system has two main factions, first to identify and
isolate any fault that has occurred, and second to compensate the system so that the effects of

the fault are minimized.
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1.1. Literature Review for Run of River Hydropower

Plant control, plant power forecasting, and consequences on the power plant's environmental
economics are all covered in the current literature on ROR HPPs. Classical conirol
techniques are frequently employed in the control of ROR HPP [7]. However, as stated in 8],
head pond level control is now via a fuzzy inference approach. ROR HPP's automatic
generation control is implemented in two modes: constant power and frequency modes [9].
They are thought to be more general control techniques. To control a ROR HPP, a variable-
speed Kaplan turbine [10] was devised and experimentally tested. A revolutionary idea is
offered to supplement generated electricity with a bank of supercapacitors. [t has recently
developed a way to integrate the capacitor bank with the ROR HPP [11]. For use in a mn-of-
river hydropower plant, a software-based troubleshooting/fault diagnostic tool [12] is being
developed. It 1s not a fault diagnostic system; but an end-user-based tool that identifies
potential causes for unusual system behavior. To mimic a run-of-river hydroelectric plant,
actual river flow data is used [13]. Simultaneously, another study [14] creates an
electromechanical system for controlling generating frequency in the presence of electronic
load controllers.

[14, 15] uses a mechanical gearbox speed increaser to boost the efficiency [15] of a turbine,
as well as AC-DC-AC converters to regulate the output voltage. [16-21] proposes various
methods for connecting run-of-river hydropower projects to the grid and with other power
plants such as wind power. They also optimize electricity generation to reduce losses and
[22] push developing of autonomous microgrids near run-of-river power stations.

Scheduling ROR hydropower output in response to changing power demands is also 2 hot

topic in this field. [23-26] examine many kinds of power production scheduling, from the use
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of reversible pumps [23] to the creation of a power production function [20] based on short-
term scheduling using historical weather data. [27] and [28], which use Artificial Neural
Network (ANN) to selcct on critenta to incorporate in forecast-related decision-making,
discuss forecasting accuracy. Another study [29] looks at how to use water continuity
cquations for predicting whilc managing the water level in a power plant. According to the
author, fluid continuity equations are unnecessary for short-term forecasting.

The economic and environmental implications of ROR HPPs have also been explored in [30-
33]. For run-of-niver hydropower facilities, cost economics optimization [33] and cost
overrun prediction [3}] have also been done, making run-of-river hydropower more
sustainable and cost-effective {21,34-36). A Study [37] in China on the effects of hydropower
dams on change of the environment depending on river flow rate, channel depth and width,
dissolved oxygen and ions, temperature etc on thc biodiversity of river bed dwelling
microalgae (benthic diatom). Due to the changing habitat conditions, the authors report that
damnming interferes with the beathic diatom. [38] looked at low-head mun-of-river
hydropower's environmental design in the United States. The assessment concludes that the
ROR designs pnmarily maximize the projects’ economic potential. The authors say that
design models necd to be expanded to include the effects of harriers, designs with low head
technologies, and the tradeoffs associated with the run-of-river timeseale. The authors also
state that including enviromental impact on the design of run of river hydropower plants
would make the ROR designs more feasible. Authors of [39] collected and reviewed 73
different papers based on hydropower and machine learning. While machine learning is
widely employed in scveral diseiplines, the authors argue that machinc learning applications
can considerably help areas such as optimal dispatch, maintenance, and general operations.

[40] studied the variations and flow changes of different rivers in the Warta basin of Poland,
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compiling the data for 70 years from 1950 to 2020. The author finds that analysis of
historical data over a lengthy period of time is necessary for investment planning, design,
operation, and economic efficiency in run-of-river hydropower projects. The authors in [41]
propose a method for battery storage systems for nano and microgrids. The new methodology
combines different optimization tools, clustering techniques, and soflwares to lower daily
operating costs for the considered grid. [42] proposes hydrogen production using the excess
flow of water from a run-of-river hydropower plant by considering the load demand cycle of
the power plant. The authors of [43] mapped river and stream flows of Japan in various
conditions and used ANNGs to determine the water-energy potential and find the optimal sites

for the construction of ROR HPPs.

1.2. Literature Review for Fault Tolerance

[44} proposed a fault-tolerant control of a simulated hydropower plant. The faults of a
hydropower plant discussed in [44] are the actuator fault, i.e., the response time of the
actuator increases, the turbine flow fault, and the turbine speed sensor fault. The authors in
[45] discuss different faults in Modular Multilevel Converters (MMCs} and present various
fault diagnostics and fault-tolerant schemes. The faults of a 132 kV power distribution system
are detected using a stationary wavelet transform to extract the features. Then these features
were used with artificial neural networks to detect and classify faults [46,47]. Another
researcher [48] presents fault diagnostics using a Markov model and fault regression vectors.
Another interesting study of fault diagnostics is by [49], regarding fault detection and
diagnostics of ventilation units in a building and using multiple readings from adjacent

sensors and detecting the deviation in sensor readings. The sensors considered are
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temperature, air, and fan-speed sensors. The authors in [50] proposed a contrastive learning
algorithm for software and data-based fault diagnostics and a fault-detection system. In [51],
fault detection and diagnostics of a vehicle’s intemal combustion engine and mechanical
parts was achieved using chaos analysis and signal processing on the sound of the running
vehicle. Similar to [52,53], they used spectrum analysis for fault diagnostics in rotating
machines. In [54], for the fault diagnostics of a hydroelectric generator, they used two
sensors: a vibration sensor with horizontal and vertical movement and a pendulum and bond
phase sensor. These sensors arc attached to the generating unit, The faults of the gencrating
unit are diagnosed by analyzing the sensor data over the data communication line. The
authors of [55] discuss the fault diagnostics of the hydro turbine governing system. First, a
simplified non-linear model of a hydro turbine non-linear system is taken and analyzed using
Volterra models in the frequency domain. In addition, many theses, such as [56—58], have

been done on fault detection and diagnostics using observers and residues.

1.3. Research Gap

As the head pond of the Run of River hydroplants is dependant upon the flow of the nver and
is suseptable to disturbances. Therefore, there exists a research gap to make the head pond
robust against disturbances. In this thesis, this is done by introducing a new three pond model
and then its integration with the system is done. After that faults are modelled and fault

tolerance is achieved.
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1.4. Organization of Thesis

This thesis is organized into five parts. The introduction, explanation about faults and fault
tolerance, then the two next chapters deal with the two research articles and fully conclude.
The second chapter of this thesis delves into the background of hydropower and then fault
diagnostics and tolerance. In the third chapter, the concept of having three ponds for a run of
river hydropower plant is discussed in detail and simulation verification of the concept is
discussed. The fourth cbhapter discusses the second publication continues the concept from the
previous chapter, consolidates and completes the model and mathematical accuracy, and then
applies the concept of fault tolerance to the three pond run of river power plant concept and
then discusses its results and implication. Finally, future directions and conclusion are drawn

in the fifth and the final chapter.
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CHAPTER 2

BACKGROUND INFORMATION

This thesis consists of two parts, run-of-river hydropower plants and fault-tolerant control.

We shall be briefly discussing both of these topics in this chapter.

2.1 Hydropower

Hydropower is the use of flowing or falling water to run machines or to produce electricity.
Since the ancient times water wheels or watermills have been used to power grind mills, saw
mills trip hammers and other machines [3,4]. Hydroelectricity is almost exclusively known as
hydropower, as hydropower is mostly used for electricity generation. Hydropower is one of
the most common sources of renewable energy. Renewable energy is known as ‘renewable’
because it does not use any traditional fuel to bumn or use naturally occurring energy source
and harnesses them for energy generation. These energy sources do not have a significant
carbon footprint or emission as they are also 'repeatable’ as long as the natural phenomenon
exists. Examples of renewable power include solar energy, wind energy, geothermal energy
and hydropower.

Hydropower generation can be divided into several categories depending on how we
categorize hydropower plants. The categorization of hydropowecr plants is based on their size
or power output. Another categorization is based on whether the hydropower plant is

traditional or nontraditional. A traditional hydropower plant is made by constructing a dam
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and a reservoir for the power plant. Nontraditional hydropower plants may do away with
dams and even reservoirs, Nontraditional hydropower plants include run of dver hydropower
plants, tidal and wave power plants. In this thesis, only run-of-river hydropower plant is
discussed.

A simplified diagram of a traditional hydropower plant is shown is Figure 1. In a traditional
hydro power plant we have a dam and reservoir built in the path of a river. A large amount of
water is kept stored in the reservoir. It is used to generate power and is often supplied for
household uses. The maximum amount of water stored in a dam is controlled by spillway
over flow gates near the top of the dam. Due to the dam construction there is a height
difference between the reservoir and the continuing outward river. Near the base of the dam a
water tunnel or pipe exists from which water enters the turbine. This tunnel is known as a
penstock. At the end of the penstock there exists a turbine or a group of turbines coupled with
generators with or without the involvement of gear trains. The exiting water of the turbine is
thrown out through another tunnel to the river is known as the ¢ail race. The mouth of the
penstock is closed with a gate through which the flow of water is controlled through the
turbine. The actual height difference between the intake of penstock and the exit of tail race
is known as the head of a power plant which is directly related to the amount of power
produceable with it.

Now with the basie structure of a traditional known, we shall look at the basic structure of a
run of river power plant and know its similanties and differences with a traditional hydro

power plant.
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Figure 2.1, A simplified view of Traditional Hydmpﬁwer Plant. [5)

A traditional hydropower plant has the main disadvantages of its large size, and its
environmental or socio-economic effects due to its size. Due to the fact that a traditional
hydropower plant requires constructing a dam and then flooding the reservoir, it requires
specific geographic sitcs which are feasible for the construction of the hydropower plant.
Once a site is found feasible for the construction of the dam and reservoir, the valley which
will be flooded to become is reservoir has villages settled in it which have to be displaced.
This displacement of people can cause socio-economic problems if the government does not
settle them in an alternate place. Another undesirable impact of traditional hydropower plants
is due to changing the topography of the land to a water reservoir which disturbs the natural

ecosystem and its effects are long term.
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Due to the ever-increasing energy demands, there is a renewed interest in renewable power
sources. As stated earlier, feasible sites for constructing traditional hydropower plants are
becoming rare, so the alternative to the traditional hydropower plant is a run of the river
hydropower plant. In the run-of-river hydropower plant, the main difference is that the dam is
absent. A reservoir or a head pond may or may not be present. In the presence of a head pond,
its size is significantly smaller than the reservoir of a traditional hydropower plant. A wall is
almost always constructed on the river bed to achieve some level of regulation in the power
plant. This river wall is known as a weir. The main difference between a weir and a dam is
that the water is meant to flow over the weir but not the dam. Water from the river or head
pond enters the headrace or penstock to the turbine and exits through the tail race to the nver.
Depending on the geography of the system, the river may be redirected to the powerhouse
rather than constructing the powerhouse near the river. Also, dependending on the length of
the headrace and penstock a surge tank is added before the turbine. In that case, the tunnel
before the surge tank is called headrace, while it is called penstock after the surge tank to the

turbine. The basic structure of a run of river hydropower plant is shown is Figure 2.2.
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Figure 2.2. Run of River Hydropower Plant with external structure and weir. [6]

2.1.1 Turbine

The turbine is the part of the hydropower plant which is the linkage between the hydro-
energy and clectrical energy. The turbine converts the hydro energy to mechanical energy,
which is converted to electrical energy by the generator. The scope of this thesis is only up to
the turbine. The turbines in the power house are of different types which depend upon the
water head (difference of water level between the headrace and tail race), water flow rate and
the variability of water flow. Generally, three main types of turbines are used in run of river
hydropower plants. A Pelton turbine is uscd tn the case of a high head but a relatively low
flow, while a Francis turbine is used for medium to low heads and medium to high flows,
While Kaplan turbines are utilized if therc is a noticcable change in water flow rates as the

pitch angle of a Kaplan turbine can also be changed in addition to its wicket and control
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gates. The power output of the turbine is a function of the rate of flow of water through it, its
rotational speed and the wicket gate position. These relationships of the turbine are usually
expressed in a set of points and graphs known as hill curves. Usually, during calculations an

operating point of the turbine is set and all the calculations are done against that point.

2.2 Fault Diagnostics and Fault Tolerant Control

Fault diagnostics and fault tolerant control is one of the relatively new field which uses
control techniques on a natural phenomenon. Any component, if it is faulty, behaves
undesirably with the occurrence of fault and may change its, physical and operational
characteristics. The reason fault is being called a natural phenomenon is because due to aging
and time, faults are bound to occur, even if it takes a very long time. Another reason for the
occurrence of fault is due to natural disturbances like storms, earthquakes or other natural
disasters. Another rcason for fault occurrence is artificial like sabotage or war. Like a control
system design makes the system operate to our requirements and controls its processes and
variables, fault-tolerant control aims to function like traditional control in the presence of
fault.

Fault-tolerant control can be broadly categorized into passive and active fault-tolerant
control, Passive fault tolerant control is more like robust control and it uses the property of
robust control to deal with uncertainties and vanations of the system parameters in the
presence of faults to be able to operate desirably in the presence of faults. A disadvantage of
passive fault tolerant control is that while it may behave more or less desirably during the
occurrence of a fault, it cannot identify the fault. Active fault tolerant control covers this

disadvantage of the passive faulft tolerant control.
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Active fault tolerant control or simply fault tolerant control consists of fault identification,
isolation and then finally fault tolerance. The process of fault identification and isolation is
also known as fault diagnostics. After fault identification and isolation, fault tolerance is
initiated. Fault tolerance simply modifies the control law according to the fault identified so
that the effect of the fault is minimized on the system output. In case of severe faults, shutting
down the system to avoid further damage is also the responsibility of the fault tolerant

control.

2.2.1 Types of Faults

Faults can be classified into two categories Based on the location of fault occurrence. One is
a sensor fault, while the other is an actuator fault. Sensor fault occurs when the sensors do not
work properly and give incorrect state values to the control. Sensor faults are distinctly
different from actuator faults as they do not have any noticeable physical damage, the sensor
may be giving wrong state information due to its damage, or it may be physically
disconnected or dead. As the control of the system depends upon the state information, with
the malfunctioning sensor, the degradation in the control of the system is amplified by the
faulty sensor. The other type of fault is the actuator fault. As indicated by the name, actuators
are unable to properly implement the control law, as the control law is unable to be properly
implemented, and the system is unable to be properly controlled. Another category of fault is
the actual system fault, in which the parameters of the system are disturbed by the fault. The
effects of disnuption of system parameters result in unpredictable output. However, instead of
dealing with system faults using fault tolerant control, robust control or some other form of
control is used and system parameter disturbance is modeled using uncertainty or
disturbances. Therefore, faults are categorized in only two types, sensor and actuator as only

these are specifically dealt with using fault tolerant control.
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For fault identification or diagnostics, different techniques exist, many times; special filters
and observers are used to estimate the true state values. These state values are then used to
form the correct theoretical output and then estimate and locate the fault. Observers and
filters are especially useful for diagnosing and correcting sensor faults. Another method is
finding a difference between the system output and the observer or faultless system model
output. This difference is known as a residue of the system, and the residue is analyzed to
determine the occurrence and location of fault.

For sensor faults, the observer or filter achieves fault tolerance by providing the corrective
terms to the faulty sensor state and then allowing the system to ;:orrect itself. In the case of
actuator faults, the control law is modified in order to minimize the effects of the faults on
the system output. Sometimes, when the effects of the faults appear only in these outputs,
which are not very important or appear only during the transition state, then the system may
be declared inherently fault tolerant and special control laws or fault tolerant actions may not

be required.
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CHAPTER3

RUN OF RIVER HYDROPOWER WITH THREE PONDS

In a typical diverted ROR HPP, a weir or a short wall is placed on the riverbed to keep the
water level in check. A weir varies from a dam in that it is designed to allow water to flow
across it. The river is channeled and the water is directed towards the head pond. The

penstock or headrace is connected to the head pond {when a surge tank is present).

3.1 Hydraulic System Model

Figure 3.1 depicts the three head ponds or tanks of our run-of-river hydropower plant: T,, T;
and T,. The ponds T, and T, are allowed to receive water from the river. Ponds T, and T,
are connected to pond T at the bottomn. A surge tank connects the pond T to the headrace
tunnel, which leads to the penstock and turbine. The controllable valves s; and s; are located
in the connecting tunnels between Ty, Ty and T,, Ty. Also, keep in mind that Figure 1 was
adapted from [7,8] as a model with a single reservoir and then modified to fit our needs as a

three-pond system. Figure 3.1 shows the proposed hydraulic system diagram.
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Figure 3.1. Proposed Three Pond Run of River Hydropower Plant

While dealing with each part, the system is modeled as a series of equations. There are five
equations because our hydraulic system comprises of three ponds, a head race, and a surge
tank. Ponds and tanks use the same mathematical model in terms of water level change. This
is determined by the overall flow into and out of the pond or tank. Because the headrace is a
long tunnel, the water levels at each end determine the flow. The equations for the system are
listed below. Also, using the conclusions of [29], detailed fluid continuity equations can be
ignored without losing accuracy for the system model.

As the main interest is in the water levels and flows, we formulate the equations of the ponds.
The rate at which the water level changes in a pond or tank depends on the difference

between inflows and outfiows. The equation of such a pond is:

d
Ad—rx = inflow —outflow 3.1
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Where, A is the the pond's cross-sectional area and x is the level of water. The inflows and
outflows between connected tanks 1 and 2 is a function of the difference between the water
levels.

flOWl_,z = f(x1 ""xz, a) (3.2)
Where x,, x,are the two ponds' water levels, and a is the duct's cross-sectional area or

opening between the two ponds.. For ponds ! and 2, the inflow from the river and the
outflow is to pond 0. We assume that the inflow from the river is comnpletely controllable.

The outflow to the pond 0 is dependent on the levels of the pond 1 and 0 and the the duct's
cross-sectional area between them. Therefore, by combining Equation 3.1 and 3.2 and
expanding them, the equations for pond 1 and 2 are obtained.

Pond 1 has the following equation:

d na U
% = ——s1f2ghn = xolsgn(x — x0) +—¢ (3.3)
Pond 2 has the following equation:
d na U,
Ji% = T Sa 28 ~ xolsgnx, ~ xo) + - G4
where sgn(z) is defined as:
1 z>0
sgn(z) =40 z=0 3.5
-1 z<0
and Ja| is defined as:
>
4={% 7% G

In Equations 3.3 and 3.4, UJ; and U; are the controllable river inflows to pond 1 and pond 2.
The signum function included in the flow expression for the above equations determines
the direction of water flow. Also, note that the equations of pond 1 and 2 outflows are
intentionally written before the inflow to be in line with the classical representation of a

system as we assume we have control over the inflow of water. For pond 0, it has three
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inflows and outflows. Water flows in from ponds I and 2 and flows out to the headrace.

So, Pond 0 has the following equation:

d

<%0 = %E[slmsgn(xl ~ xo) + 523/2g1%; = xglsgn(x; - x)| - % (3.7
In the above equations (3.3,3.4,3.7) the control varables are sy,5, and U, U,, where
U,,U,, are the controllable inflow of water in the ponds 1 and 2, while s, s, are the
controllable valves between Pond 1 and 0 and Pond 2 and 0 respectively, and @,is the
flow of water from the pond 0 to the headrace.

The equation of headrace is derived from the flow in a tube. For the flow of water in a
closed channel between two water reservoirs, 1 and 2 is given by:

L d
g@l=n xR frictionlosses (3.8)

Where L and a are the length and cross-sectional area of the closed channel and g is the
gravitational constant and x; x, are the levels in ponds 1 and 2, respectively , and @ is
the water flow through that closed channed. Therefore, as the water level in the two
reservoirs changes, the flow direction in the closed channel changes. So the equation for
the headrace is:
0= 22— x) - el (39
The inflow is from the headrace for the surge tank, while the outflow is to the turbine
penstock. As stated earlier, we are not including the turbine and penstock in this work, so
the surge tank equation is:
d . =% na

T A, AL
These five equations (3,4,7,9,10) can be put together to form a nonlinear systemn model:

29%; (3.10}
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d

The state variables are defined as follows:

EEx=f(5r',u

Z=]x; 2, %0, x,].r

And the control variables are located as follows:

U= [Ulr Uz, Sis Sz]T

The outputs are x;, x,. and x;. The output equation is:

y =Cx
Where C is defined as:
1 0 @ 0O
0 1 @& 90
C=|0 0 10
0 0 0 0
b Q9 B 6
Where U, U, are the controlled water fl

Do oo

0

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

ow rates into the ponds P, and P, and s, 5, are

the valves between the ponds Py, Py and P,, Py respectively. The valves s,, s; can be

adjusted from 0 to 1, while U/ 4, U, can be adjusted from 0 to U,,,,. As we are only

interested in the water levels of the head ponds, the 4th and 5tb columns of the matrix in

equation 3.15 are supposed to be zero. Figure 3.2 shows the Simulink implementation of

the system model {equation 3.11). As equations 3.1-3.15 are from the initial [A] paper,

the three pond model is slightly modified to be used in the concluding [B] paper which is

discussed in the next chapter.
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3.2 Control Design

The water level must be maintained in ponds at a predefined level using the three-pond
system. Compared to a single pond, this system is distinguished from a conventional system
by its three pond mechanism. This work models and analyses the water dynamics of the
system. This work does not include a turbine, whereas the water level regulation of the
systern is performed by Fuzzy Inference Engine (FIE).Fuzzy Inference Engine or fuzzy
conitrol is used due to its flexibility for maintaining the water levels for the three ponds at
different levels. Another advantage of using a fuzzy controller is its higher speed and
accuracy when compared to traditional PID controllers. The generalized controller design is

depicted in Figure 3.3.
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Figure 3.3. FIS Based Control scheme of system

3.2.1 Fuzzy Control

The control scheme is slightly unlike the traditional one, using the system output states and

EITors.
Uy,Uy, 51, and s,are control variables in the system defined in (eq 3.11) whereas x,, x, and

x, out of five states need to track their desired levels. The system control uses two fuzzy
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inference engines and subtractors. Simulink based detailed control scheme is given in Figure

3.4
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Figure 3.4. Fuzzy Control Scheme in Simulink

The subtractor is used to calculate the difference between current and intended state
values. It provides the ease of changing required levels on the fly without creating new
rules for FIS. Subtractors generate pond errors Ey, E; and E,and depending on errors
being positive, negative or zero FIS makes decisions. FIS is the most crucial component
of the control system, which is constituted by [F-THEN rules. For example, if a system
has two inputs and one output, the rules are formed as:

Rule 1:IF x, is A! and x, is AL THEN y is B! (3.16)

A complete rules’ set comprises of all possible input memberships’ combinations. For
example, if a two-input system has both inputs with 3 memberships, then all the possible
memberships’ combinations are 3 X 3 or 32 =9 rules. The outputs can have number of

memberships same as the number of rules or less.
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Because each rule has six inputs and four outputs, the complete rule base for this system
requires 3% = 729 rules for effective control of the system. Furthermore, each input has three
levels, and output has five levels. This causes increased mathematical overhead and slowing
of simulation, By replacing the one fuzzy system with two parallel ones, the problem is
avoided. Fuzzy System 1 (FS,) regulates U, and s, by dealing with Pond 0 and Pond 1,
whereas Fuzzy System 2 (FS,) regulates U, and s, by dealing with Pond 0 and Pond 2. So
each Fuzzy system has four inputs and two outputs. The number of rules are now reduced to
3% = 81 for each system.

It is required to maintain the ponds' water levels at the desired level in the three pond system.
The inputs of FIE are current waicr levels and error values, whereas the value positions and
the inflows are outputs. FIS regulates (maintains, increases, or decreases) the levels of ponds
by varying the values of inflows U, U/, and valves’ positions s;, 5,. The values can be
vaned from 0 to some positive maximum value for inflows and from 0 to 1 for valve
position. The positive error can be reduced by stopping the inflow and depending on outflow
to lower the level. In contrast, the management of negative error requires the inflows to be
greater than outflows. The zero error is maintained by balancing the outflows and inflows.
The valves are specifically used when the ponds need to be set at different levels.

Trapezoidal ~membership functions are assigned to heights with HIGH,
MEDIUM, and LOW Levels of water. Trapezoidal membership functions are also assigned
to POSITIVE and NEGATIVE errors, whereas ZERO is  asstgned with a triangular
membership function. The membership functions used are scli-explanatory and the ZERO
membership function is meant for near zero emor. Each output has five levels from 0 to 4,

where Level '0" is stop and level *4' is maximum or full throttle. Level ‘0" is not defined for
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‘U* and valves s; (for i =1,2) have impulse membership function which can be at zero or
maximum. Membership functions assigned to all outputs are trapezoidal.

It is difficult and unnecessary to explain all the 81 rules for each fuzzy system, but few
examples are given to justify their basis.

1} Considering zero initial conditions with a set desired level, x, and x, are at LOW and E;
and E, are negative, the output {/;is required to have a high inflow rate L, and valve s, is to

be set at open V,. The conditions are given in the form of rule as:

{F EQis NEGATIVE and E1 is NEGATIVE and X0 is LOW and X1is LOW
THEN S1is V4 and U1 is L4 (3.17)

2} If both levels are at similar high level and both errots are zero then it requires balancing of
inflow and outflow rates, i.c. both {/; and s,are set at positions to maintain the system in
equilibrium. This is depicted in the form of rule as:

IFElis ZERQ and EQ (s ZERO and X1 is HIGHand X0 is HIGH
THENUlisLland S1is V1
3) If both errors are zero, level of x, is at mid-level and x; is high then it requires

(3.18)

balancing of inflow and outflow rates, i.e. both U/, ands,are set at defined positions to
maintain the system in equilibrium. This is depicted in the rule below:

IF EQis ZERD and E1 is ZEROD and X0 is MEDIUMand X1 is HIGH
THEN UlisLland S1isV1
4) If there is zero error for E; and positive ervor for E; but both the levels are similarly high,

(3.19)

then the priority is set for Pond 0. The valve s, is set to a defined position and inflow is
stopped at Lyto maintain the pond 0 in equilibrium whereas the level of Pond 1is reduced.
This is depicted in the rle below:

IF E0is ZERQO and E1 is POSITIVE and X0 is HIGH and X1 is HIGH

THEN S1is V1 and U1is LO (3.20)
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S) If there is zero emor for E and positive error for E, and both the levels are simmilarly
high, then the priority is set for pond 0. The valve 5, is set to a defined positionand inflow is
stopped at Lyto get the pond O drained to pond 1 and the headrace. This is given in the rule

below:

IF EQ is POSITIVE and E1 is ZERQ and and X0 isHIGH and

X1is HIGH THEN §1is Viand U1 is L0 @20
In this way all rules for FS1 are designed and the same are mirrored for FS2.
The fuzzy controller's output can be expressed in a generalized manner as follows:
08, (113 1, k)
u(t) = — ‘ (3.22)
E,’:l (Hf U-A{(ki))

Where u(t) is the controller's output for U, or 5y, k; is the input value of x,, x,, Ejand E,.
The linguistic variable for input that can be NEG, ZERQ, POS or LOW ,MED, HI is A, p, is

the membership function of A and #; is the firing strength of Jt fuzzy rule.

3.3 Testing the Three Pond System

Extensive simulations were used to analyze the proposed system in Simulink (MATLAB).
The results are compared with the conventional redirected run of river hydropower plant. The
proposed three-pond model is compared with a single pond model having the same storage
capacity as the other three tanks combined.

As a case study, the following values for the model parameters are used for simulations.
Hy=H; =H, =Height of pond 0, 1,2 =35m

H;= Height of Surge Tank = 15m

a = The area of the cross-section of the ducts betweenT, &T;,, T, &Ty= 6.25m?
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A = Area of the PondsT,, Ty, T, = 50mx50m= 2500m?
A, = Area of Surge Tank. = 10mx10m = 100m®
L,~ Length of headrace. = 200m

A; = Cross section al area of head race = 6.25m?

U nay = The maximum controllable intake of water in ponds Tyand T, = 100 mB/ sec
Traditional System: Single Pond Model.

Proposed System: Three Pond Model.

Ts, T1, Tz pond 0, pond i, pond 2

For a fair comparison of the three-pond model with the classic single pond model, all
parameters are the same except the pond area A of the traditional model is multiplied
by 3 and Unmax is multiplied by 2. This preserves generality as well as it is a fair and unbiased
comparison between the two systems. Both systems' levels are managed through fuzzy

inference control.

3.3.1 Level Regulation

This section discusses the results of the suggested FIS for managing water levels in the
proposed model. Three different instances are considered. The case considers the water level
in all three ponds to be the same. The second case considers the level of water in pond 0 to be
less than that in ponds 1 and 2, where ponds 1 and 2 have the same water level. The third
case considers the water levels in all of the three tanks to be different such that pond 0 has the
lowest level of water, followed by pond 1 while pond 2 has the highest level of water.

Provided following are the results and their discussion.
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3.3.1.1 Case I: (Ty = 30, T; = 30, T, = 30)

In this case, a water level of 30 meters is required for the three tanks. All three tanks are
supposed to be empty initially. ANl states reach steady state in almost 30 minutes. The
inaccuracy in steady-state is 0.5 meters. Ponds T; and T,take different times, as compared to
pond Ty, to reach steady state. They take 27 minutes to rise to the steady sate whereas T,
takes 30 minutes. Figure 3.5 shows a graphical representation of these results. The findings
suggest that the proposed scheme can maintain the desired water levels. A balance between

water inflow and outflow is maintained when the system reaches a steady state.
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Figure 3.5. Desired water levels vs Time. 75,7 and T at 30m.

3.3.1.2Case H: ((Ty = 25, T, = 30, T, = 30)

Here, a water level of 25 meters is desired for pond 0, whereas 30 meters level is desired for
pond 1. The system takes 30 minutes to reach desired water levels in ponds 1 and 2. It takes
24 minutes to reach the desired level in pond 0 as for pond 0, the desired water is 25 minutes,
and the steady-state error is 0.5 meters. Figure 3.6 shows these results graphically, where the
blue line represents the water level of pond 0, and the dotted green and red lines represent the

water levels in ponds 1 and 2, respectively.
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Figure 3.6. Desired water levels vs. Time. Tp at 25m and T, Tz at 30m

3.3.1.3 Case HI: (T = 20, T, = 25,T, = 30)
The water levels of ponds 0 | and 2 in this case are 20, 25, and 30 meters respectively. T,

reaches its desired level about 18 minutes, T; in 22 minutes and T in 27 minutes. The system
as a whole takes less than 30 minutes to reach the steady state. Where a steady state error of
0.5 meters is shown by T, an almost negligible steady state etror is shown by T; and 7.

Figure 3.7 shows these results graphically.
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3.3.2 Robustness Analysis

This section provides analysis and discussion regarding the robustness of the proposed model
of ROR HFPP controlled with FIS. Simulations are done to check the system's response for
four disturbances: white noise, sinusoidal, both positive and negative, and sudden surge.
Next, these disturbances are utilized to check the response when the system has half capacity.
The system's capacity may be halved by decreasing the depth of the pond or its area to half of
the original. We have reduced the area instead of depth because reducing the depth/height of
the pond necessitates redesigning or modifying the fuzzy inference system. The different
cases are tested for the system at zero initial conditions (empty ponds) as well as initial

steady-state conditions.
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3.3.2.1 Case Ia: Sinusoidal Disturbance (Three pond system vs. Single

pond system)
For a fair comparison between the two systems, the parameters of the three-pond system are

matched with that of the traditional single-pond system. Comparison against disturbances is
made because the two systems expectedly take the same time to reach desired steady states.
An additive sinusoidal disturbance d = a, sin(wt) with the controllable inflow of water is
added to the system U = [U,, U,]. Differences in behavior begin to appear when two systems
approach steady states. During transitory situations, both systems perform normally, as
shown in Figure 3.8. In steady-state, the proposed three-pond system efficiently suppresses
the eftects of the disturbances, while the traditional single pond system does not suppress
these effects so efficiently. This demonstrates the effectiveness and robustness of the FIS

regulated proposed model against sinusoidal disturbances.
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Figure 3.8. Comparison between the traditiomal system and the proposed sysiem (sinusoidal
disturbance)
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Figure 3.9. Traditional system vs Proposed systems (sinnsoidal disturbance, steady state)

3.3.2.2 Case Ib: Sinusoidal Disturbance (Three pond system vs. Single

pond system, Half Capacity)

The simulations described above are repeated for the half capacity case with some minor

modifications. With the system capacity being half, the system rise time is faster. As in the

previous case, the effects of disturbance are not so pronounced in the transient states, and

difference in behavior appears only when the systems approach steady states. The responses

of the two systems are shown in the figures below. As Figures 3.10 and 3.11 show, the

proposed model efficiently mitigates the effects of the disturbances while they are much

more pronounced for the traditional single pond system.
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3.3.2.3 Case I1a: White noise disturbance (Three pond system vs Single
pond system)
In the previous case, we added sinusoidal disturbances to the systems here. We add random

additive white noise. Identical amounts of noise are added to two systems. In the case of
three pond system, the noise is between the ponds 7; and 7:. Contrary to the case of
sinusoidal disturbances, the effects of disturbances are also visible in transient states.
However, the proposed system suppresses the effects of the high-frequency components of

the disturbance. Figures 3.12 and 3.13 show these results graphically.
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Figure 3.12. Comparison between the proposed and fraditional system (white noise disturbance).
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Figure 3.13 Traditional system vs the proposed system (white noise disturbance, steady state)

3.3.2.4 Case IIb : White noise disturbance(Three pond system vs. Single
pond system, Half capacity case)
Here the two systems are supposed to be operating at half capacities. The effects of the

disturbances are visible in the transient and steady states. However, these effects are much
less in the case of the three-pond system. The high-frequency components of the disturbanee
are also suppressed by three pond system. The response of the two systems is graphically

given in Figures 3.14 and 3.15.
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Figure 3.15 Traditional system vs the proposed system (half) {(white noise disturbance, steady state)
3.3.2.5 Case Illa Positive surge disturbance (Three pond system vs
single pond system)

Equal amounts of positive surges of some predetermine durations are added to the system

when they reach steady states, and their response is noted. In this case, it is observed that the

proposed mode! suppresses the positive surge's effects efficiently. Also, the traditional system
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is observed to have been overflown for some time. However, the proposed system does not

overflow. Figures 3.16 and 3.17 sbow the behaviors of the two systems graphically.
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Figure 3.16. Comparison between the traditional system and the proposed system (positive surge)
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Figure 3.17. Traditlonal system vs the proposed system {positive surge, steady state)
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3.3.2.6 Case IlIb Positive surge (Three pond system vs single pond
system (Half Capacity)

The exact process as above is carried out in this instance for the half-capacity case. When the
systems reach steady states, positive surges are added to thern. More severity is observed in
the two systems' behavior compared to the previous case when the systems were operating at
full capacity. The proposed model can suppress the detrimental effects of the positive surge to
some extent, The traditional system, in this case too, overflows. The overflow is more as
compared to the previous case. The proposed model does not overflow. Figures 3.18 and 3.19

graphically show these results.
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Figure 3.18. Comparison between the traditional system and the proposed system (half} (positive
surge)
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3.3.2.7 Case IVa Negative surge (Three pond system vs. single pond
system)
This experiment is similar to the previous case, but a negative surge is provided to the system

when they reach steady states instead of a positive surge. The effects of the negative surge in
the proposed system are much less than that in the traditional system. The traditional system
shows a sharp dip and then smoothes out. Figures 3.20 and 3.21 graphically show the

hehaviors of the two systems.
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Figure 3.21. Traditional system v3 proposed system (negative snrpe, steady state)

3.3.2.8 Case IVbh Negative surge (Three pond system vs single pond
system, half capacity)

This time, a negative surge is provided to the two systems operating at half capacity on

reaching steady states. The effects of negative surge are observed to be same, but the severity
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is more than the previous case. The system responses are graphically shown in figure 3.23
and 3.23.
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Figure 3.23. Traditlonal sysiem vs Proposed system (hall{negative surge, steady state)
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In this chapter, the concept of three pond model for hydropower plants is introduced and its
control is developed. The system is then tested against disturbances to prove its viability over

the tradition single pond model.
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CHAPTER 4

POWER REGULATION AND FAULT TOLERANCE FOR
THREE POND RUN OF RIVER HYDROPOWER PLANT

This chapter consists of the second publication, and the concept of three-pond model
from the previous chapter is expanded and a power generation turbine is integrated to

it.Next, fault tolerant control is explored for it.

4.1 System Model Modilication and Turbine Coupling

We have proposed two modifications to the aforementioned three pond hydraulic system. The
first is a modification to the flow of water entering ponds 1 and 2, and the second is to couple
it with a turbine.
In the previous chapter, it is assumed that the inflow of river in ponds 1 and 2 are completely
controllable; however, this is not practically achievable. The flow of the river can be
controlled by adding a gate in its path. The river flow can have some short and long-term
variations and some base flow rates. For simplicity, the river’s flow is taken as a combination
of the constant base and the short-term variable flow rate and is modeled by a sinusoidal
function. In contrast, the long-term variation is considered constant and is included in the
base flow rate. Therefore, the flow rate in cubic meter per second of the river is given by:
l=m+psinwt (4.1)
where [ is the total flow rate, m is the baseline constant flow rate, and p sin wt is the short-

term variation in the flow rate. It is assumed that a controllable sluice gate w is present at the
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mouth of the pond from the river. Now, U is the controllable flow rate in equations 3.3 and
3.4, and is given by:

U=wl (4.2)
where w ranges from 0 to 1. Now, as a turbine with penstock is added to the hydraulic
system, Equation (3.10) of the surge tank is modified. The out flow from the surge tank is
changed to be a single variable instead of the expression. The outflow from the surge tank
and inflow to the penstock and turbine is denoted by @ as:

na,/2gx, = Q (4.3)
Now one substitutes the river and turbine flow values in the model and rewrite the equations.
After substituting Equation (4.2) in Equations (3.3) and (3.4), the equations for pond 1 and 2

become:

d na wyl
= TS 2g|x; — xplsgn(x, — xp) + "‘i‘l (4.4)
d na wyl
T¥2 =~ 522815 ~ Xolsgn(x, — xp) + 2 (4.5)

Note that ¥/, and U, are replaced by w;I; and w,1,, which is the product of the river flow and
the sluice gate opening into ponds 1 and 2. The equations for pond 0 and the headrace are

unchanged.

d na Q
Et'xn = A [51\) 2glx, — xolsgn(x; — xp) + 524/ 2g|x2 — xq|sgn(x; — Io)l - f (4.6)

9
L,

d
T Q= (g — x5) — G Q1@ (4.7)

Finally, the equation of the surge tank is modified by plugging in Equation (4.3) in Equation

(3.10) as:

d Q:

EIS = A__g - (48)

&
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As we are coupling the turbine with the hydraulic system here, the flow rate through the
turbine is appended to the inputs of the hydraulic system as:

v=[U, U, s s; Q7 4.9)
where § is the flow through the turbine and is dictated by the equations of the turbine, while
the rest of the inputs of the system are the control variables which are given as:

= [Ul UZ 51 Sz]T (410)

Note also that U,, U,are given by the level controller, which was discussed in the previous
section and is equated using Equation (4.2).
Comparing the above Equations (4.9) and (4.10), the input of the system is:

6=[u" QI (4.11)

The states vector X consisting of the state variahles is:

=[x x x & xI (4.12)

=,

The output of the hydraulic system is:

$=C# (4.13)

As the level of the surge tank is also important now, the matrix £ is given by:

0 0 1 0 0
1 0 0 ¢ @
€= 10 0 0] )
g ¢ 0 ¢ 1
Resultantly y hecomes:
5; = [10 xl xZ xs]T (4'15)

After the formulation of the hydraulic system model, the model of the turbine and penstock is
needed to complete the hydropower system. In this thesis, the three-pond hydraulic system
has a Francis turbine and penstock taken from [44). The Francis turbine is descrihed as a
function of its rotational speed n and gate opening G to achieve a flow rate Q. The equation
for the flow of water from the turbine is given as:
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Q = h(G,n) (4.16)

The characteristics of a Francis turbine are described by a set of points described by hill
graphs [7]. For Hill graphs, a predetermined operating point of the turbine is set, and then the
static values of G and n are used in the calculations. However, [44] describes the
characteristics of the turbine in the form of a quadratic equation that is non dimensionat. In
addition to providing a dynamic model of the Francis turbine, this model is alse completely
scalable over different operating conditions and rated values. The equation for the Francis

turbine from [44] is described as:

A UL
2. =iy ) lﬂr 4 4.17)
where n, and @, are the rated speed and the rated flow rate of the turbine, and the constants
ay, by, ¢, are the constants within the above quadratic equation, as stated by [44]. The torque

generated by the turbine is given by the following equation [44]:

M
Mo (4.18}
.

where M and M, are the torque and rated torque respectively. H and H, are the height or level
of water and the rated height, respectively. In the case of our system, the level or height (H)
of concern is x4 and the rated height (H,) is the height of the pond 0 so the rated height is H,,.

Now, rewriting Equation (4.18)for the generated torque of the turbine in our system, we get:

M Qxn,
MO {4.19)

The power generated at the turbine is given by the product of rotational speed and torque of

the turbine as in [44]:

P=nM (4.20)
The total output of the system is the output of the hydraulic system and power.
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V=[x x % x PI @21

We shall be requiring the explicit values of Y in order to conveniently find the effects of the
faults on the output. As the faults occur, we diagnose them by computing the values of the
states by integrating the state equations rather than just taking the output value. The value of

x, is computed by integrating Equation (4.6).

na f*
Xp = Tf Isw' 2g]xy — Xolsgn{x; — xp) + 534/ 2glx; — xp[sgn(x, — xo)] dt
0

tQ, (422)
. j Lt

Similarly, for x,,x;, and x;, Equations (4.4), (4.5), and (4.8) are integrated.

na [t Ewe .

x, = _7f 51y 291x5 — xo|sgn(x, — x5)dt + f ; Ldt (4.23)

5 0

na 1t ‘wal

X, = _Tf 523 29 1%z — xp|sgnlx; — xo)dt + f ;z dt (424)

o o

Q ‘Q

vo= [ Lae_ f 2 4t (425
5 0 As ] As )

Furthermore, power is calculated by Equation (4.20), and we plug the value of the torque

from Equation (4.19) into Equation (4.20) after simplifying.

= QerDnr
& QrHD
Now, plugging in the value of @ from Equation (4.17) to Equation (4.26) and simplifying.

(4.26)

P

M, n?
_ Mexone " ] (4.27)

HO G a1n—$+ bITTr+C1
Although this step appears to be an unnecessary complication, it will help us find the residues

casily in case of faults.
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4.2 Control Design

The control for the system is done in a pscudo hierarchal and nested style. Three levels of
control deal with level control, level reference, and gate {power) control. Now, these three

controls will be discussed separately. The simplified form of the control system with the three

levels of control is given in Figure 4.1,
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Figure 4.1. The control scheme for the system shows three different
controllers (in color).

4.2.1 Level Controller
The ptimary level contrel governs the hydraulic part of the system. The primary level control

is discussed in the previous chapter. Level control has the controllable variables s,,s,, and

U,,U,. 51 is the valve between pond 1 and 0 while s, is the valve between pond 2 and 0.
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While U; and U, are the flow of river in the ponds 1 and 2 through the sluice gates. In this
work’s current scheme, the level control is essentially the same as in the previous chapter,
with two differences. The first difference is discussed in the previous section regarding the
controllable flow of river in the ponds 1 and 2. While the next change is just that the
reference levels of the three ponds are set at the same level by the reference control, as
opposed to the previous chapter, in which all the reference levels could be set at different
levels. Combining Equations (3.3,3.4,3.7,3.9) and (3.11) of the hydraulic system gives us the

nonlinear system of equations as:

Tx= Fix ) {4.28)
where the state variables are:
E={x, x x @ x| {4.29)
and the conirol variables are:
i=[n U; 51 s]7 (4.30)

Here, U,, U, range from 0 to Uy,, and s,,5; range from 0 to 1. However, in the current
system the flow UJ is equal to the product of the flow-rate of the river I and the opening of the
sluice gate w, as shown in Equation (4.10). The controller gives U/;, U/, the required flow-
rate oufput to maintain the ponds’ water levels at the desired reference level. According to
Equation {4.2):

U = Lw, (4.31)
where i = 1,2 for ponds | and 2, We have control input U; and river flow rate !; from the

river. We control the sluice gate by the expression:

U
L
1

1A

w; = (4.32)

o Prom i
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This ensures that UJ; cannot exceed {;, the actual flow-rate in the river; the actual controlled
system is slightly slower to reach its steady state as compared to the previous chapter, as it
makes a more realistic approach towards the problem. The fuzzy controller used is the same
as discussed in the previous chapter with the mentioned moditications in equations 4.2 and

43.

4.2.2 Level Reference Controller
The second controller that controls both the hydraulic system and turbine is also a fuzzy

controller. The reference controller takes the input in the form of required power and the
level of the pond 0. This controller requires the exact value of the required power or at least a
scaled version of it. Therefore, the hydraulic system parameters are taken from the last
chapter, and the paramcters of the hydraulic turbine arc taken arbitrarily to match the
hydraulic system. After that, the total theoretical power is calculated, which comes around 2
Mega Watts of power. Next, the minimum leve! of the pond is also decided arbitrarily as it is
very rare for the head pond of a power plant to be empty. That minimumn level and minimum
power are arbitrarnily decided as 20 m and 800 kilo watts respectively.

The reference controller does not run the errors as opposed to the level controller but with the
reference power and the feedback from the pond 0 (level). The head ponds’ operating levels
range from 20 m to a maximum of 35 m, and the opcrating power is between 800 kW and 2
MW.

The reference controtler is in the form of the Takagi Sugeno Fuzzy Infercnce Engine instead
of Mamdani Fuzzy Inference Engine for the previously discussed level controlter. The Takagi
Sugeno controller is different from the Mamdani controller in the form as its output is a

constant or a lincar combination of its inputs for cach rule,
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The function of the reference controller is to set a level reference for the ponds and give the
initial base position to the gate of the turbine. As the power plant operates between 800 kW
and 2 MW and from the 20 to 35 m pond level, the available power for the turbine is given
by the following equation:

P = npgHQ (433)
where 17 15 the turbine efficiency, p is the density of water, g is the gravitational constant, and
H and @ are the fevel of water in pond and the flow rate through the turbine, respectively. As
the efficiency of the turbine is not in our control, as the model taken from [2] assumes
constant efficiency for the turbine, and the density of water and gravitational constants are
fixed, the level of the water in head pond and the flow rate through the turbine can be
adjusted. According to Equation (4.17), the turbine’s rotational speed can also be used as a
control parameter, but we kept it constant and is left for future work. The flow rate through
the turbine is adjusted by adjusting the opening of the turbine wicket gate. The pond level is
divided from 20 m to 35 m in increments of | m, and the operating power is adjusted from
BOO kW to 2 MW in increments of 25 kW. The position of the turbine gate is estimated
against the required power and water level while fixing the other parameters. This cstimation
is the basis for the rules of level reference and the initial gate position of the turbine.

The inputs of the level reference control are the required power and the level of pond 0.
These inputs are assigned membership functions as follows: The pond level can vary from 20
to 35 m, so the level 15 assigned four membership functions. The first membership function
decals with levels less than 20 m, while the rest three deal with from 20 to 35 m in increments
of 5 m. The level membership functions are named as m,g, M35, Maq, and mq, respectively.
All four level membership functions are trapezoidal, with the first membership function

being non symmetric to describe all the levels less than 20 m. The required power level
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(REQP) is divided into increments of 25 kW between 800 kW and 1.95 MW. That means
that 4542 membership functions describe the required power. The 45 membership functions
are between 800 kW and 1.95 MW, while the other two represent power levels less than 800
kW and greater than 1.95 MW. The inner 45 membership functions are triangular, while the
boundary membership functions are trapezoidal. Therefore, the total number of rules for the
fevel refercnce controller is 4 x 47 or 188. The controller requires the current level of the
head pond to give the level reference; for when the required power level is reduced, and the
current level of the pond is higher than the theoretical level, to stop the controller from
quickly reducing the level of the pond. The other aspect to know about the current level is to
set the initial position of the turbine gate according to the current level rather than the desired
level. An example of a rule is given below:

IF REQP is 165P and LEVEL is mys THEN LEVREF is 30 and Gryysy is 092 (4.34)

All of the 188 rules for the level reference controller have a generalized form:

Pt (I'I?p,,{(k;))
22 (1 ko)

where u(t) is the output of the controller for LEVREF or Gpyg,y., ki is the input value of

u(t) = (4.35)

REQP and LEVE. The linguistic variable for the input, which has been described above is, 4;

1 4is the membership function of A; and 1; is the firing strength of the j** fuzzy rule.

4.2.3 Turbine Gate Correction Control
The turbine gate correction control is the final fine adjustment control for the turbine

gate. The level reference control discussed earlier gives the required level to the level
control and gives the turbine gate’s initial gate position. The final adjustment to the

turbine gate is made using a traditional PID controller. The output of the PID controller is
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added to the previously assigned initial position of the gate by the level reference
controller. Therefore, the final value of the turbine gate becomes:

Grivar = GFuzzy + Gpyp (4.36)
The PID control is a traditional control scheme that is driven by the error between the
required power and generated power, and the output of the controller is given by:

[

d
Gpip = Kpe(t) + K, J; e(t)dt + Kp—-e(t) (4.37)

where e(t) is the power error, and K, Kp, and K, are the proportional, integral, and
derivative constants of the PID controller respectively.
By the interaction of these three controllers, the required levels of the ponds are maintained,

and the generated power comes within a hundred watts of the required power .

4.3, Fault Model

A few commonly occurring faults were modeled and added to the system to make fault
diagnostics and fault-tolecant control. These faults were added to the system model, detected,
and identitied by the fault diagnostic module, and then suggested fault-toferant control action
was taken. In this thesis, only saturation and leakage faults are considered.

The saturation and leakage faults most commonly occur within the valves and gates due to
age, obstruction, or a weakened or faulty actuator. Saturation fault occurs when the actuator
cannot fuily open the valve or gate; this reduces flow amplified by propagating through the
system and affects the output by making it sluggish or lower than the desired value,
Similarly, a leakage fault is the same as but opposite to a saturation fault. During a leakage
fault, the gate or valve cannot close or shut completely, resulting in a constant leakage,
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having the output creeping higher than the desired value, or having a sluggish response when
braking or lowering the desired states of the system. During the normal mode of operation
(i.e., from zero or lower initial conditions to higher desired states), the effects of saturation
fault appear during the transient state but are not present during the steady state. In
comparison, the case is vice-versa for leakage faults where their effects appear in the steady
state but are invisible in the transient state. Although this rule is not strictly followed, and it
will he seen later when these faults are added to the system. As a general rule of thumb, the
faults that appear in the steady state are more severe than those whose effects only appear
during the transient state.
From a purely fault-tolerant point of view, the faults whose effects are only present during the
transient state may not strictly require corrective action. As in this case, the system is merely
somewhat slower than a normal system unless it is so slow that it becomes undesirable. In
companson, a fault whose effect is evident in the steady state has to be dealt with using
comrective action to keep the undesirahle effects of the faults to a minimum. However,
detecting, identifying, and isolating hoth kinds of faults are very important for early waming
and avoiding the system from failing.
If we consider a single equation for a generalized linear system, then.
*=Ax + Bu {4.38)

where 4 is the state gain matrix and B is the input gain matrix. In case of the occurrence of a
fault, the equation is modified as follows:

%= Ax + Bu + Ef (4.39)
where E is the fault gain and f is the fault. In case of a nonlinear system with a nonlinear

fault, the system becomes:
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*=glx,uf) {4.40)

Now let us consider our system equations and see how they are affected by the faults. The
types of faults being considered are saturation, leakage, and a combination of the two. The
components affected by these faults are the sluice gates w, and w,, which allow the river’s
flow in ponds 1 and 2, the controllable valves s, and s, between the ponds Ty, Ty and T, Ty,
and finally, the wicket gateGof the Francis turbine. Sometimes the nonlinear fault can be
separated as an additive or a multiplicative function, which is sometimes not easily possible.
First, let us describe the faults mathematically before finding their effect on the components.

The saturation fault, nonlinear in nature, is described as:

f‘(z)={ z I<Sat

Sat 232 Sat (440

where z is an arbitrary faulty component, and Sat is the constant saturation limit of the effect
of the fault. However, plugging this value of fault into the system is not feasible. Therefore,
we transform this nonlinear fault as an additive fault to the system. The additive effect may
be time varying or nonlinear, as is needed by the system. The fault f! is described in its

additive form as:

hY
)Fl(z) = {Z _:}rzl i ; S‘;g {4.42)

In the term £, z is the faulty component and f;! is the time varying term that satisfies the
equation below

z+ f! = Sat (4.43)
Similarly, the leakage fault is defined as:

L < L
£2(2) ={ eak z eak

z z > Leak (1.44)

Here, Leak is the constant leakage effect of the fault. Now, one can describe the leakage fault

in additive form as:
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20y = (247 z< Leak
@ [ z z 2 Leak (4.45)

The time-varying term f;2 satisfies the following equation:

z+f2 =Leak (4.46)

Similarly, when these two types of faults occur at the same time, it is defined as f3, which is

defined as:

Sat z>5at
f}2) =1 z  Leak <z <Sat (4.47)
Leak z < Leak

To describe the f3 type of fault, ;3 is not needed, as shown in the additive form of the fault

below:

z+ f} z > Sat
f3z) =1 =z Leak < z < Sat (4.48)
z+ fF z < Leak

The above equations from Equation (4.41) to Equation (4.48) shall be referred to multiple
times to define £}, where the faulty component is z and i = 1,2, depending on whether the
component is in saturation or leakage fault. This will be used extensively to convert the fault
equations into additive forms.

Now let us look at how these faults affect the components of the system. In the thesis, we
shall be discussing only the actuator faults. The scnsor fauits are left for future work. We
shall examnine the sluice gate, pond valve, and turbine wicket gate fault one by one. There are

two sluice gates and pond valves; only one of each will be examined to avoid redundancy.

4.3.1 Sluice Gate Faults
The sluice gates are on the opening of the river to the ponds T; and T,. Although, the level

controller assumes that the flow of the river into the ponds is controllable explicitly, the
sluice gates w, and w, control the inflow by monitoring the river flow using Equation (4.31).

The equation for pond 1 T;, Equation (4.4), is rewritten adding the effect of fault f1 below.
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d na Liwt
T "'A_Sw' 2g|x; — xplsgn(x, — x4) + f(—Al}"l (4.49)

According to Equation (4.41), the effect of the sluice gate fault in the saturation region can be
written as a sum with the £} term. When the effect of the £ fault appears for the shuice gate,

Equation (4.42) is wrilten as:

d na wyl 1
a-txl = —Ts“ﬂglxl — xplsgnlx; — xy) + ‘14 ! +fwj E {(4.50)

Note that the value of £} is negative in the above case. To find the fault’s total effect, we

integrate the above Equatien {(4.50).

na 't tW1£1 tfu} N
X = —]—f $:d281x; — xplsgn(x, — xp)de +f 7 dt+f ‘; dt {4.51)
0 a 0

Similarly, for the case of a leakage fault, the equation becomes:

d

na Fiiw i
5T TS 2g|xy = xplsgn(x; — x,) + _Al—l (4.52)

Going through similar steps and defining f;7, the fault £ is converted to an additive form and

the effect of the fault in leakage mode is written as:

d n.a wyl 21
L = = 2gl, —lsgn(e, — xg) + i 4 e (4.53)

The total effect of the fault is given hy integrating the above Equation {4.53) as before.

ne ¢ tw1£1 tfu% L
X, = _Tf $14 28x; — xplsgn(xy — xo)dt +f i +f ;‘ dt {4.54)
Q 0 1]

Using the similar reasoning the effect of third type of fault appears in the equation as:

%il = ——r;'islmW(xl —xq) + “—j”— (4.55)
Since the f3 fault is a combination of the saturation and leakage faults, the additive form of
the fault 3 on the sluice gate w, is described by Equations {(4.50) and (4.53), depending on
whether the fault is in the saturation or leakage region. The fault model for w;, is the same as

above and discussing it will be redundant.
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4.3.2 Pond Valve Faults

In the case of a fault in the valve sy, its effect appears in two equations. The equations are of
pond 1 and pond 0. The equation for pond 1, Equation (4.4), with the occurrence of fault 2,

is modified as follows:

d na wyl
a5 =~ L0Vl — xlsgnle - xo) + = (4.56)

Similarly, the equation for the head pond 0 equation (4.6) is modified as follows:

d na Q
g% = | GoV2gI = xalsgn(z, — xo) + 524 2g1% — xolsgn(z = x0)] - 5 (457)

Rewriting the faults in additive form according to Equation (4.42) and defining fs}, the

equation for pond 1 in the saturation fault region is:
d na na wyl
d_txl S TEN 2g1x; — xplsgnxy — xe) — ‘A_f;iv 2glx; — xolsgn{x, — xp) + :1 : {4.58)

Likewise, the equation for pond 0 during the saturation region of the fault is:

d M

173
%0 = 1 [51v/28lm — Folsgn(x, — xa) + Y291, — xglsgn(x - xp)

Q (4.59)
+ 524/ 2g1x; — xqlsgn{x; — 10)] - It
The total effect of the fault on pond 1 is given by integrating Equation (4.58).
na (¢ na (¢
x, = *Tf s1v2g1x — xolsgnix; — xo)de “;rf fiv2glx: = xolsgnix; = xo)dt
o 0
+ jt WI Il dt (4‘60)
a A
Similarly, the total effect of fault on pond 0 is given by integrating Equation (4.59).
na ¢
Xo = ‘;q“‘f |-51\f 2glx; — xplsgnix, — In)+f511\) 2g|x; — xolsgnix; — xp)
0
£Q, (4.61)

+ S24/2g|xz — x4|sgn{x, — xu)l dt —

0

E—dt
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We shall be delving more deeply into the effects of the saturation fault of the pond valve in
the Appendix A. Using similar reasoning as above, the occurrence of fault f2 on the valve s,

modifies the equation of the pond 1 Equation {(4.4) as follows:

d na w;y !
i =~ S 2900 = xolsgn(e — x0) + == (4.62)

Similarly, the equation of the pond 0 (4.6} with the occurrence of fault is:

d

na Q
%0 = —|F2 (0 2g1%; — Zolsgn(z: — xo0) + 52/2g1x, — molsgnix, — x0)| - (4.63)

Now, defining f? and rewriting the fault equations for pond 1 and pond 0, the equation for

pond 1 during the effects of leakage fault is given as:

d e na w,l
0 =~ Sv281r — Xolsgn(n = x0) — - fiV2g1% — Xolsgn(x —xo) + —— (4.64)

Similarly, the equation for pond 0 duning the effects of leakage fault is:

d na
20 = 1 [V 2glm ~ xolsgn(x - x0) + 2V Zlm — molsgnix = x0)
Q (4.65)
+ 527 2gtx; — xp|sgn(x; — -To)] - It
The total effect of the fault on pond 1 is given by integrating Equation (4.64).
ta [* S na .
5 = =22 [ 5, agT —xolsann — x)de == [ £2/ZgT — malsgn(a, — xo)dt
0 a
+ ¢ Will dt (4‘66)
I

Similarly, the total effect of fault on pond 0 is given by integrating Equation (4.65).

na
o =2 [ [s:2aTes = molsgnia ~ o)+ ZaTe — xolsgn(e, = xo)
° tQ @.67)
) .

+ 524/2g1x; — xglsgn(x, — xn}] dt — Idt
b ]
Now when describing the fault combination f3, which is actually a combination of the first

two faults, the equation for pond 1 is:
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d na w;!
% =~ P Vgl — xolsgn(n —xo) + = (4.68)

and the fault equation for pond 0 is:

d na 2
Exg =7 [f3 (s 290y — xglsgn(x, — xg) + sz\fthlx2 — xp|sgnix, - xo)] - —Ai {4.69)

As the fault f3 of the valve s, behaves like f! or f2 depending on whether the fault is in the
saturation or leakage region, the effects of f* are described by equations (4.59), (4.60),

{4.66) and (4.67), respectively.

4.3.3 Turbine Wicket Gate Faults

Now let, us look at the fault model for the turbine wicket gate. In the case of the occurrence

of fault f1 in the turbine wicket gate, the effect appears in the turbine Equation (4.17) as:

0 . n? n
Q—r=f (& a’n_$+ bx—n:+ =1 {4.70)

Now, if we convert the fault to the additive form using Equation (4.42) and define f7, the
effect of the saturation fault for the turbine in the saturation region is given by the following

equation:

Q n? n Jon? n
Q_r=G alg+ bl;,._-'-cl +fG al'ﬂ,_¥+ b1Z+C]_ (471)

We find the effect of turbine wicket gate fault on power by plugging in Equation (4.71) to
Equation (4.27}, so the faulty power becomes:

nZ

M.xgny n
— 4 b —+ .
fe {a o G 4.72)

P

+

M.xyn n?
e,

+ bt
i — h—T0O
n} iy

1]

In the case of leakage fault f# of the turbine gate, the equation of the turbine is:

Q 206 n? B n
a:—f ( )[G’E+ IZJ'Cl (4.73)
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The effect of the leakage fault is written by converting the above Equation (4.73) to the
additive form by defining fZ using Equation (4.45). The additive form of the turbine wicket

gate leakage fault in the faulty region is given by:

@ G[ LN
—=Gla,— —+c
7 taz ' Ta

Similarly, the effect of the fault on power is given by:

) n? n
H oz bt (4.74)

M.x n? n M, x.n n? n
riol g a5+ b1;-+c1]+—‘lg;"—'fg[a1—n?+ b1E+cl] (4.75)
r

P =
Hy

Similarly, the case of the f3 fault of the turbine wicket gate is given by:

Q s n? n
6;= ) [Q1E+ bl;;-;-i- L‘l] (4.76)

As it was done in earlier cases, the additive form of the turbine gate fault f3 is given as
Equation (4.71) or (4.74) for flow through the turbine. Similarly, Equation (4.72) or (4.75)
gives the effect of the faultf ?on power. These all depend on whether the turbine gate is in
saturation or leakage fault mode. With the effects of the faults modeled, we shall find the

effects of the faults on the residue in the next section.

4.4. Fault Diagnostics and Tolerance

The faults considered in this work are modeled in the previous section. Now there is the case
of detection, identifying, and finally proposing a control action to mitigate the effect of the
faults. In this thesis, fault diagnostics are done in three modes: residue generation, fault
identification, and fault tolerance. The first step is residue generation and saving the said
residue in a memory unit. The fault type is identified in the second diagnostic step and a

relevant fault code is generated for the fault-tolerant control. In the last step, the fault tolerant
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control reads the fault code and gives the corresponding corrective action to make the system
fault tolerant.

A model-based fault diagnostic approach is used to detect and identify the faults and then
suitable corrective action is taken to make the system fault tolerant. The first step in this

direction is to generate residue for the faults.

4.4.1 Residue Generation
In the model-based fault-tolerant control, the residue is generated by the difference between

the system’s actual output and the output of the system model. As the systemn and its model
arc theoretically the same, the residues should be zero or near to it. However, there is almost
always some disturbance or model uncertainties present in the residue. This makes the
residue nonzero, but it is near to zero if there is minimum model mismatch and disturbance.
Equations (4.77) and (4.78) give the generalized system with faults:

i=Ax+Bu+Ed+Ff {(4.77)

y=CxtDu+Hd+Jf (4.78)

where E and F are the disturbance and fault distribution matrices for the state of the system,

H and J are the output disturbance and fauit distribution matrices, while d and f are the

disturbance and fault, respectively. The system model is described by the equations:
X=A,x+B,u {4.79)

¥=Cpx+ Dpu (4.80)
The residue of the system is given as the difference between Equations {4.78) and (4.80).

r=Cx+Du+Hd+[f —Cpx— Dpu (4.81)

In the absence of the model mismatch or uncertainty, the residue will only contain faults and

disturbances; therefore,

r=Hd+]f {4.82)
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This residue is processed to identify and isolate the faults for fault diagnostics and tolerance.
In our system, which consists of the hydraulic system and the turbine, the outputs are
Equation (4.15) and Power. The combined output of the system is given by:

P= [xo x, 2 x P|” {4.83)

In the current case the residue is given by:

7= = Yeaury (4.84)
Now the residue in the case of the occurrence of the faults will be examined for each fault,
The explicit effects of the faults on the states are given in the previous section. Although the
effects of the faults tend to propagate through the system, due to the layered structure of the
control, the effects of the faults are compensated for at the next level. Even with that, the
fanlts can affect the system, thus requining some kind of fault identification and tolerance.
The implicit effects of the faults on the system are not mathematically discussed, but they are

graphically shown in the residue graphs in the results section.

4.4.1.1 Residue Generation of Sluice Gate Faults
In the case of the saturation fault f! at the sluice gatew,, directly affected is pond 1 T,. The

residue for this fault is given as the difference between Equations (4.23) and (4.51).

trl 1
i = | bl (4.85)
e A
1 -
Here, 1"1Jr ®1) is the residue of pond 1 with the occurrence of fault f' at sluice gate w,.

Although the rest of the residues may or may not be non zero due to the implicit effects of the
saturation fault, these effects are shown graphically rather than mathematically. The total

residue is given as:
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SHwa)

T
J'rf-jl[l
Tdt
iwg =" 4.86
=[S (4.86)
i)
_ rprl(wl)

As this residue is due to the saturation fault of wy, this residue will only be nonzere when the
sluice gate wy is in the saturation region; this happens when the current levels of the ponds
are less than the required level, and the sluice gate needs to open fully to allow the levels of
the ponds to rise to the required level quickly. However, in the presence of the saturation fault
in the sluice gate, the gate is not opened fully, thus restricting the water flow to the pond
{pond 1 in this case). Due to this, the pond’s level is less than the faultless state. Due to this
pond level difference, the effect of the fault appears in the head pond 0 and is thus
transmitted to power because at this level the turbine gate is also at its maximum opening,
such as during normal operation, but the head pond level is lower; thus, there exists a power
residue. However, once the required level is achieved, the sluicc gate is no longer in
saturation; thus, all residues drop to zero in steady-state mode.

In the case of the leakage fault f2 at the sluice gatew,, directly affected is pond 1. The

residue for this fault is given as the difference between Equations (4.23) and (4.54).

2w} Ef»& I
R Y= f Sode (4.87)
¢ A
2 - -
Here, rlf ™) is the residue of pond 1 with the occurrence of fault f2 at the sluice gate w;.

The rest of the residues will also be non zero due to the implicit effécts of the saturation fault;

these effects are shown graphically rather than mathcmatically. The total residue is given as:
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[ r0,"2(»%) 1
[Flrg
Fr30) = Ur,ﬂ(wn (4.88)
r:fz(wa)
| rp,fz(wl) |

Unlike the saturation fault, the effects of the lcakage fault are not present when the current
levels of the ponds are below the required level as the sluice gate is in normal operating
mode. However, once the system is in steady-state mode, the sluice gate enters the leakage
mode, and the effects of the fault appear in the residue. The effects of this fault are
constrained in pond 1 for a while until it propagates to head pond 0 and then later appears as
an increase in power.

In the case of fault /3 at the sluice gate w,, this is a combination of the above two faults and
the residue is given by either Equation (4.86) or Equation (4.88), depending on whether it is

in transition or steady state.

4.4.1.2 Residue Generation of Pond Valve Faults
In the case of the saturation fault £ at the valve s,, the primary affected are pond 1 and pond

0. The residue for pond 1 is the difference between Equations {4.23) and 4.60).

1 na *
rl)' (1) _ __Z_[ f;'l, ;29|1'1 ~ Xo|sgn(x; — xo)dt {4.89)
i}

The residue for pond 0 is given by the difference between Equations (4.22) and (4.61).

1 na (* —
W = 22 [ gl = Rolsgnta ~ xode @90)
1]
The rest of the residues may or may not be nonzero (its mathematics is shown in the

Appendix A ) due to the implicit effects of the faults, and the total residue is given as:

74



na t -
[ 22 [ favzgin — malsgntn - xoae
]
na (*
- TJ’ foid 2g|x; — xplsgnlx; — xy)dt
[t}

i) = 4.91
rfl(sﬂ { )
2
rfl(sﬂ
s
1
o0 J

This is the residue due to the saturation fault of the valve s,. The effects of this fault occur as
Equation (4.61), when the valve s; goes to the saturation region. The valve 5; only goes in
the saturation region when the current levels of the ponds are fairly below the required level
and the valve s; has to be fully open to make the water levels quickly rise to the required
level. Thus, the effects of this fault appear only in the transition state and show their effect by
slightly increasing the level of pond ! and decreasing the level of pond 0. The fault effects
are transmitted to the other parts of the system, but they disappear as soon as the system
reaches steady state,

In the case of leakage fault f2 at the valve, s,, the primary affected are pond 1 and pond 0.

The residue for pond 1 is the difference between Equations (4.23) and (4.66).

2 na f*
[V = _TL f2y2glx, — xglsgnix, — xo)dt {4.92)

The residuc for the pond 0 is given by the difference between Equations {4.22) and (4.67).

t
z na
L = J’ f2J2a1x, — xalsgn(x, — xo)dt (4.93)
1]

The rest of the residues may be nonzero due to the implicit effects of the faults, and the total

residue is given as:
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' t %
n.a
"‘4_1 fsi\i 2glx, — xp|sgnx; — x,)dt
rv..acI £

- [ gt = lon (e, —

) = {4.94)
rzfl(st)
rsri(sl)
rPfl(Si)

Unlike the above discussed leakage fault f2 at the sluice gate w,, the valve’s fault only
affects the system when the current levels of the systemn are higher than the required level,
and the water level in the ponds need to be reduced to the lower level. Unless the leakage
fault is of very high magnitude, the effects of the fault disappear when the system reaches
steady state. This is because the valve s, is open significantly during the steady state to
equalize the inflows and the outflows.

In the case of fault f3 to the valve s,, the above two faults are combined. The residue is
given by either Equation (4.91) or Equation (4.94) whether the current pond level of the

system is lower or higher than the required level.

4.4.1.3 Residue Generation of Turbine Wicket Gate Faults
In the case of the saturation fault f1 at the turbine wicket gate G, the effected part of the

system is the turbine power output. Although due to some back propagation, the other parts
of the residue may or may not he zero. The residue of the turbine is given by the difference

between Equations (4.27) and {(4.72).
IL(G) _ erl]n n.z mn
o= "!fo_rfcl [‘11 ot by =t 61] (4.95)

The rest of the residues, which may or may not be zero, are given by:
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1
@
i
1@

i Lg
rfis = ?'zf &

(4.96)
rf 1(6)
5

Rl e
The saturation fault f of the turbine wicket gate is fairly critical as it directly affects the
output power of the turbine. The effects of this fault occur whenever the turbine gate needs to
be operated in a higher flow region, which is nearly all of the time other than when the
system’s power level needs to be reduced from a higher level. In the case of this fault, it is
imperative to have some kind of fault-tolerant scheme for the system to run within acceptable
levels of performance.

In the case of the leakage fault f2 at the turbine wicket gate G, the primary affected part is

the power output. The residue for the power output is given by the difference between

Equations {(4.27) and (4.75).

2
Z(G) _ Mr.ronr n n
l"Pf —-—H—ofsz [alai-'- b"n_,."-cl (497)

The rest of the residue, which may or may not be zero, are given by:

T
1O
2
1@
z
/'@

2
rs)' (9]

36 = (4.98}

M xon, _,[ n? n
——fHla,—+ by—+c
|75, fe {3 = + by m, TG

Unlike the above saturation fault, the residue for this fault only appears if the turbine needs to
be shutdown or the required power is suddenly reduced to a very low level when the system

15 under operation.
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In the case of fault f2 at the turbine wicket gate G, the residue is given by Equation (4.96) or

Equation (4.98), whether the system is in normal operation mode or needs to be shutdown.

4.4.2 Residue Pre-Processing
Although there is some disturbance in the system’s output or the residue, it is assumed that

the disturbances in the power output, head pond, and surge tank are negligible. In the current
case, some white noise is added to ponds 1 and 2 of the system approximating the sensor
noise due to the water’s bubbling or turbulent effect as it falls from the river into ponds 1 and

2. Therefore, the disturbance vector that will appear in the residue is given as:

0
d
d= d; {4.99)
0
0

So, the total residue in case of the occurrence of fault is given as:

rb;“{:)'
i 0
rl,f (2) dt
rlﬂ(ﬂ = rzf'fz} + dZ (4.100)
gl b4
5 0]
rffrll

s

where z is the faulty component and i is the type of fault, both of which have been discussed
above. As seen from Equation (122), the sensor noise is clearly not needed as it will tend to
give a nonzero residue even if the system is running normally and no faults or unexpected
disturbances have occurred. As the disturbances usually have relatively high-frequency
components, while the system’s hydraulic and power dynamics are in a lower frequency
region, it makes sense to filter or average the residuc to attenuate the effects of disturbance.
In this case, a moving average is used to reduce the effects of disturbance. After the
averaging, the residue is multiplied by a high gain to make it more sensitive to the effects of
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the faults. This makes the residue sensitive and makes the effects of the fault more apparent
when the effects of the faults appear in the system output. The residue given to the fault
identification module is given as:

r+T

NN Y] A—
T =gy [ POt (a.10)
t
Here, r ') ;. s the residue vector for fault identification, T is the averaging time window,

andg, is the constant gain of the residue. In this way, all the faults’ residues lT(z);:a_;are
found and saved in the database for further usage. The simplified form of the residue
generation and the preprocessing scheme is given in Figure 4.2. Note also that the ‘Total
System’ in Figure 4.2 represents the whole of Figure 4.1 as the total system, which is the

hydraulic system, turbine, and its control system.

Lt Fouepe

ni £

Tt Tyt Lhoetp

Figure 4.2. Residue generation and pre-processing.

4.4.3 Fault Identification
After the residue is generated, the next task is to identify and isolate the fault. As the residue

is generated by the system and passed to the diagnostic module, it is processed to determinc
the system integrity and to identify any fault. The system residue is compared to all fault
residues saved in the database beforchand to determine the presence or absence of a fault.
The effects of the faults are more deterministic rather than probabilistic. According to
assumptions, only one component can be faulty at a given time. It is morc cificient to
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compare the generated residue with the known fault residues from the database than any
other method to identify the fault. A simplified form of the fault identification process is

shown in Figure 4.3.

At Pt Rashus Draabiou

Fainown Raphooes

Coamenil F st

Fauilt [ercsieanen Ta Fia

Resdw From Fis

Figure 4.3. Fault identification module.

The residue comparison is given by taking the difference of the given residue with all the

identified residues present in the database. The difference for a particular fault is given as:

(4.102)

ddwf‘(Z) = pUnidenttfied | 1z}

Final

Here, rUnidentified . s the unidentified residuc given by the system and m is one
of the known residues of the system present in the database. Similarly, the given residue is
compared with all of the residues present in the database and is prepared for the next step.

As we know that the residue is a set of five time-series and so is the difference of the
residues, we need to make the difference vector independent from time while retaining all the
information present in the difference vector. We square all of the five parts of the difference

vector first, Writing the difference vector in its expanded form.
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The vector containing all the squared time series of the difference vector is donated by
Dy ff @ we individually square all the elements of the difference vector as:

(o F@Y
(4)

e

Dagr™® = |(af ®) (4.108)
2
(/')
(dfm)z

This makes Dy, ﬂf '@ to retain the information in the difference vector by squaring the time

series. Now, to turn the squared difference vector consisting of five time series, we integrate
the squared difference vector over time to make it a time-independent vector consisting of

five scalar values. The elimination of the time dependency is given as:

|
70 = [ Dayy @ e (4.105)
[+]
Here, I/°®) is the difference vector, consisting of five positive scalar elements each. Finally,

the square of the magnitude of /7% is found by having a dot product with itself.

" 2z
K@ = " i@ ” = ('@ 11 {4.106)

The steps of Equation (4.102) to Equation {4.106) are repeated for each known fault residue
in the database. This procedure generates a scalar for each known fault. After the scalar
values are penerated, the minimum of that is taken and compared to a predetermined

threshold value. If the minimum value is lower than the threshold, that fault is determined to
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have occurred and is identified. Each fault is given a unique code that describes the fault,

which is then passed onto the fault tolerant control.

4.4.4 Fault Tolerance

In the event of fault occurrence, it corrects or modifies the system output parameters for the
system to behave more desirably, Fault-tolerant action may not be necessary in the case of
the occurrence of every fault. In the case of the faults discussed above, there are two possible
cases for the effects of faults. If the effects of the fault are only apparent during the transient
state and disappear when the system enters steady state, there is no need to have dedicated
fault tolerance in this case. The second case is when the faults affect the outputs when the
system is in steady state, fault-tolerant action is required. However, if the faults do not affect
the output critical to the system, dedicated fauit tolerant action may not be required. If the
fault affects the critical outputs in the steady state, fault tolerance is required to correct the
critical output. In the case of this system, the critical output which needs to have fault
tolerance is the output power, while the actual levels of the ponds are not important.

In this case, the faults discussed are all the actuator faults, and it is rather hard to give
corrective action to an already malfunctioning actuator. For this reason, fault tolerance is
achieved by giving cotrective action to the reference controller. The level reference controller
gives the required level to the hydraulic system. By adjusting the required level to a corrected
level, the effects of the fault are minimized and suppressed, thus achieving fault tolerance. By
adjusting the reference, the rest of the system will behave more desirably while still being

faulty. The fault-tolerant or fault-compensation process is shown in Figure 4.4.
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Figure 4.4, Fault tolerance and fault compensation process.

For each type of identified fault from the fault code given by the fault identification module,
the actual name of the fault is given as output and whether it requires fault corrective action

or not. In the case where fault corrective action is required, the fault comrective reference is

added to the level reference as:

Levelm_,f,.w = Leve!mf + LEW‘RGfCW (4.107)

So, this Levelg,raq; is given as the required level to the level controller. When the fault
tolerance action is not needed, Levelg, rcon is given as zero to the level reference. Therefore,

by combhining the three steps of fault diagnostics, the fault diagnostic process is of the type

shown in Figure 4.5.
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4.5 Results and Discussions

The system was simulated in MATLAB and Simulink to analyze its validity. The basic three-
pond hydraulic model is presented in the last chapter and is modified according to the
requirements of this work. The Francis turbine model is taken from [44] and was
implemented using MATLAB. First, the total system was simulated with the three-level
control. After implementing faults and residue generation, the residue is saved in a memory
unit. The saved unidentified residue is read by the faunlt identification module and identified.
After identifying the fault or lack of it, a suitable error code is passed to the fault-tolerant
module. The system is simulated in fault-tolerant mode in case of a fault. The model
parameters were taken arbitrarily but taken to be in line with the parameters of the hydraulic
system, which was also taken arbitrarily. So, the parameters of the hydraulic system for
simulation are as follows:

H, = H, = H, = Height of pond 0,1,2 =35 m;

H; = Height of Surge Tank = 20 m;

C, = Friction constant of headrace. = 0.98;

a = Cross sectional area of the ducts between T, &7y, T, &T, = 6.25 m?;

A = Area of the Ponds T,,T;,T; = 50 m x 50 m = 2500 m?;

A, = Area of Surge Tank.= 10 m x 10 m = 100 m?;

L, = Length of headrace. = 200 m;

A, = Cross-sectional area of headrace = 6,25 m?;
Uinar= Maximum controllable inflow of water in ponds T, and T,=100 m3/ secs
m = Base inflow of water in ponds T, and T, =75 ms/sec;

: o . 3
P = The maximum transient inflow of water in ponds T; and T, =25 ™ / secs
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According to Equation (4.2) both the base and the transient flow rate will become equal at

50 ™/gec.

The parameters of the turbine penstock were arbitrarily set as:

Q.= Rated flow-rate through the turbine = 6.5 m?;

n,= Rated rotational speed of the turbine = 10 78Y/¢,.;

n = Rotational speed at which the turbine is set =8.33 7€V /.,

H,= Rated height of the turbine which is same as the Height of Pond 0 =35 m;

M= Rated torque of the turbine = 200,655 Nm;

P.= Rated maximum power of the turbine = 2,006,550 Watts = 2 MegaWatts;

Although the turbine is rated at slightly more than 2 MW, the generated maximum power of

the furbine maxes out at nearly 1.95 MW at the set conditions.

4.5.1 Power Generation
With all of the system parameters out of the way, the system operation was tested at some

required power. The required power at which the system was tested was assumed to be the
usual required power at which the system would operate most of the time. The required
power was set at 1.65 MW, and the system’s normal operation was tested. Although only the
hydraulic systcm was tested in the last chapter, the hydraulic system had zero initial
conditions. In this thesis, as stated earlier, the minimum level of the head pond is 20 m.
Therefore, the initial conditions for the ponds were set at 20 m. The total systemn was tested
with the required power of 1.65 MW and the initial conditions described.

The concerned outputs of the system were the pond levels 0, 1, and 2, and the output power is
shown graphicaily. Furthermore, due to the massive difference between the output power and

pond levels, it made sense to show both graphs separately for all the cases, such as the system
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operation in normal or faulty conditions; also, the level and power graphs for the residue are
shown separately for this reason.

For the case of the normal operation of the system, with a required power at 1.65 MW, the
reference controller sets the required level to 30 m and the system is started from the initial

conditions. The level and the power graphs are shown in Figures 4.6 and 4.7
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Figure 4.6. Pond levels (0, 1, and 2) in normal operation at the desired power of 1.65
MW

As shown in Figures 4.6 and 4.7, the system usually behaves and reaches both the required
levels and required power in some time with aminimum error for both the pond levels and the
generated power in steady state. Another point to consider is that there are comparisons of the
level control of this model with the traditional single-pond model in the last chapter, which
are not repeated here. Another comparison about the power regulation can be made with the
results of [59], but the scale of power is different, and although [59] still uses a fuzzy
controller as our work, thetr approach is different as [59] only deals with power regulation

with a static head under different head conditions, such as a low, medium, and high head and
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changing from power requirement from 2 MW to 10 MW or from 10 MW to 40 MW by only

controlling the flow rate through the turbine.
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Figure 4.7. Power level in normal operation and desired power of 1.65 MW

4.5.2 Faults and Residues

As the main crux of this work relates to residue generation and fault identification, we shall
be plotting the graphs for the residues of the faults. The residue generation mode consists of a
fixed time window with the standard initial conditions and standard required power, which is
1.65 MW. It is unnecessary to plot the residue for the normal operation as it will be zero with
noise added to r; and r,. The magnitudes of the saturation and leakage faults are arbitrarily
taken at 10%; i.e., the faulty valve or gate will be in saturation mode if it is equal to or greater
than 90% of its opening and it will be in leakage mode when it is equal to or less than 10% of
its opening. The graphs of the residues are generated through the system sensors in
MATLAB/Simulink, while to aid in calculations, the fault effects were taken mathematically.
Now, Iet us look at the residues for each fault discussed above with the exception of those

which do not have any cffect on the residue in the normal mode of operation and also faults
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that are redundant after discussing these faults; i.e., faults of sluice gate w; and pond vaive

S5.

4.5.2.1 Saturation Fault of Sluice Gate

As discussed earlier, Equation (4.86) is used to generate the residue of fault f of the sluice
gates wy or wy; it also was noted earlier that the effects of the saturation fault are only visible
in the residue when the sluice gate is in its saturation region. This occurs when the system is
in a transient region, and the levels of the ponds are below the required levels. When the
system reaches its steady state, the sluice gate is no longer in its saturation mode, and the
system starts behaving in its normal mode. Therefore, the residue for this fault is only visible
in the transient region of the system. Although the exact mathematical model of this fault was
only given for the directly affected pond (in this case pond 1), it was also stated that the
effects of this fault would be transmitted to the other ponds and the output power. The residue
graph for the saturation fault of w, is given in Figure 4.8. If the same fault is in w,, Residues

1 and 2 are swapped, while the rest of the residues will remain the same.
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Figure 4.8. Pond residues for the saturation fault of sluice gate w,

As the magnitude and the scales of the power residue are very different from the other
residues, the power residue is shown separately for all the faults discussed here. When the
pond levels are lower than the required levels in the transient state, the power generated
depends on the head pond level as the turbine wicket gate may be fually open. As the head
pond leve! is lower than the normal transient state, these effects appear in the power residue
in the transient state and disappear as soon as the system reaches steady state, as shown in

Figure 4.9. In the case of the saturation fault of w,, the power residue will remain the same.
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Figure 4.9. Power residue for the saturation fault of sluice gate w,.

4.5.2.2 Leakage Fault of Sluice Gate
Equation (4.88) is used to compute the residue in case of the leakage fault f2 of the sluice

gate w,; or w,. As discussed before, the effects of that fault are only visible when the system
is in steady-state mode or when the pond levels are greater than the required levels. When the
ponds are in the steady-state mode, i.e., the current levels are equal to or greater than the
required level, the sluice gate goes into leakage mode. Due to this leakage, the amount of
water entering the pond is greater than the water leaving it, causing a slow rise in the water
level. The effect is more apparent in the primarily affected pond, then transmitting to head
pond 0 and forward to the power and surge tank and back to the other pond. The residue
graphs for the leakage fault f2 of the sluice gate w; are shown in Figure 4.10. In the case of

fault of w;, residues 1 and 2 are swapped.
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Figure 4.10. Pond residues for the leakage fault of sluice gate w,
The effects of the leakage fault are also transmitted to the output power of the turbine, and
the output power will also start creeping up after the system has reached steady-state mode;

therefore, the power will also creep up, as shown by the residue graph in Figure 4.11.
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Figure 4.11. Power residue for the leakage fault of sluice gate w,
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4.5.2.3 Saturation and Leakage Fault of Sluice Gate
As discussed earlier, the f* fault is a combination of saturation and leakage faults, and its

effect on the residue is during both the transient and steady-state regions. The residue graph
for faultf? of the sluice gate w, is given in Figure 4.12. As stated before, for the same fault

of w;, residues 1 and 2 are swapped.
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Figure 4.12. Pond residues for the saturation and leakage fault of sluice gate w,

Similarly, the power residue combines the previous two faults and is given in Figure 4.13.
Although the power residue graph looks the same as in Figure 4.9, it is a combination of
Figures 4.9 and 4.11, this is because the power residue in Figure 10 has a very large

magnitude as compared with Figure 12, and its effect looks suppressed.
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Figure 4.13. Power residue for the saturation and leakage fault of sluice gate w,

4.5.2.4 Saturation Fault of the Pond Valve

Equation (4.91) is used to compute the residue in case of the fault f1 of the pond valves s, or
s,. As the effect of the saturation fault of the pond valve only appears when the system is in
the transient region when the current pond level is lower than the required level, the valve
cannot be fully opened and goes into saturation mode. Therefore, the effects of the saturation
fault for the valves, appear in the residue as shown below. As the effects of the leakage fauit
of the pond valve only appear when the system’s required levels are lower than the current
level, the leakage fault of the pond valve is also undetectable in the current residue
generation mode, as the residue is unchanged. The effects of the saturation fault for
valves, appeat in the residue as shown in Figure 4.14; also, both the fauit type f! and f3

have exactly the same residue for valve s,.
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Figure 4.14. Pond residues for the saturation fault of the pond valve s,.
Similarly, the effects of the fault f* of the pond valves appear only during the transient mode.
The power residue graph for the £ fault of the pond valve s, is given in Figure 4.15; also, it

is exactly the same as the f3 fault.
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Figure 4.15, Power residue for the saturation fault of the pond valve s,
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4.5.2.5 Saturation Fault of the Turbine Wicket Gate
Equation (4.96) gives the residue in case of fault f* of the turbine wicket gate G. As stated

before, the turbine operates at near or more than 90% gate opening for most of the time
during operation. When the system is in transient state, and the current pond and power levels
are below the required levels, at this time, the turbine gate is at nearly full throttle to try to
reduce the power error as soon as possible. If a saturation fault exists in the turbine gate, its
effects will appear in the power residue. When the system reaches its steady state, the turbine
is still in its saturation mode, and the power residue will continue to be nonzero. Although the
effects of this fault only appear in the power residue, they are not back propagated towards
the ponds and hydraulic system. As all the saturation and leakage faults tested have a 10%
magnitude, the effects of the fault are limited to the turbine. However, if the saturation fault
increases significantly, then the effects of the fault will also back propagate towards the
hydraulic system, starting with the surge tank. In the current situation, the hydraulic system’s
residue for the turbine gate’s saturation fault is the same as a normal residue (near zero).
However, the power residue is always nonzero. Furthermore, as the effects of the leakage
fault do not appear in the normal residue generation mode, the power residue for fault f3 of

the turbine wicket gate G is the same as the saturation fault as shown in Figure 4.16.
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Fipure 4.16. Power residue for the saturation fault of turbine gate ¢

4.5.2.6 Undetectable Faults
Due to the nature of the saturation and leakage faults, the system behavior is

indistinguishable from a faultiess system. As long as the faulty component of the system is
not operating in a faulty (saturation or leakage) region, these faults will remain undetected.
Examples of these are the leakage faults of the pond valves and the turbine wicket gate,
whose effects are only visible if the pond level is needed to be lowered significantly or the
turbine is shutdown. Therefore, another special residue generation mode needs to be
implemented, forcing the pond valves and the turbine gate to go into leakage mode, thus
making the leakage faults detectable. By implementing the special residue generation mode,
all the discussed faults can be detected by running it in conjunction with the normal residue
generation mode. [mplementation of a special residue generation mode is left for future work
as these faults do not affect the system in steady state and thus do not require the intervention

of fault-tolerant control.
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4.5.3 Effect of Fault-Tolerant Control

As stated in the fault description section, the faults affect the system in a transient or steady
state. The requirement for fauit tolerance arises if the system starts behaving undesirably in
the steady slate or its behavior is harmful to the system in the transient state. In these cases,
while any fault must be detected and taken care of during scheduled maintenance, it is often
not feasible for the system to be stopped during the operation. For this reason, it is more
efficicnt for the system to take countermeasures and operate it in lower efficency mode rather
than shutting down the system running it in faulty mode. Although fault compensation or
tolerant action is not required to occur in the case of detection of each and every fault, some
faults have long-term effects on the system outputs. In the case of the faults discussed above,
fault tolerance is required only for two cases of faults. The first case is the leakage fault of
the sluice gate, and the other is the saturation fault of the turbine. In the current system, the
output power is most important for the system’s proper operation. Therefore, for fault
tolerance control, the output power is targeted for correction of a fault, while the pond levels
are disregarded in favor of the output power. In the following section, the two cases that

require fault tolerance are discussed below.

4.5.3.1 Sluice Gate Leakage Fault Tolerance

For the restdue graphs for the sluice gate leakage faults, the power residue is nonzero in the
steady state and keeps increasing. This will result in a slow but steady increase in the power
output if left unchecked. The power residue graph shows that the residue is around 500 mark
at the end of the simulation. This is due to the residue’s very high residue gain (around 100).
The undesirable increase in the level of the head pond is due to the uncontrolled increase in
pond 1 or 2. Although the power output incrcases by 5-6 watts compared to the normal
operation, it will tend to snowball later and cause the plant to behave in unpredictable ways.

So, a fault-tolerant action is needed to avoid or at least delay that unpredictable behavior. Onc
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of the easiest ways to delay that undesirahle behavior is to keep the head pond at a lower
level than normal and have the turbine compensate for it. The fault tolerant controller sets the
desired level of the head pond to a lower level and has the turbine compensate for the lower
pond level. As shown in the power graph (Figure 4.17), although the power level of the fault-
tolerant system reaches the desired level a little while after the faulty system, it will remain at
the desired level a lot longer than the fauity system. The pond graphs for this case is shown in

Figures 4.18 and 4.19, while the power graph is shown in Figure 4.17.
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Figure 4.17. Power with faulty and fault-corrected operation given a sluice gate w,

leakage fault
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Figure 4.19. Pond 1 with normal, faulty, and fault-corrected operation given a sluice

gate wy leakage fault
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4.5.3.2 Turbine Saturation Fault Tolerance
As discussed in the earlier section, the effects of turbine saturation faults are present 99% of

the time when it occurs. The saturation fault of the turbine also directly affects the power of
the turbine, which is the most important output of the system. Therefore, including fault
compensation or fixing the fault as soon as possible is vital. The output power 15 reduced due
to the reduction in the flow-rate through the turbine, as shown in Equation (4.12).
Furthermore, it cannot be increased, so the water level needs to be increascd to increase the
output power of the turbine. Therefore, after identifying the turbine saturation fault, the fault-
tolerant controller increases the required level of the pond as shown in Figure 4.20, and the
system functions as usual. Looking at the power graphs, coinpared to the normal and the
faulty operation {Figure 4.21), we see that the fault tolerant mode takes a somewhat longer
time to reach the desired power level compared to the faultless system, while the faulty

system fails to reach the desired level.
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Figure 4.20. Pond 0 with normal, faulty, and fault-corrected operation given a turbine

gate & saturation fault
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In this chapter, the concept of three pond hydropower model is extended from the
previous chapter and a Francis turbine is integrated with the system for power regulation.

Next, Fault modelling, diagnostics and tolenrance is completed for the system.
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CHAPTER 5

CONCLUSIONS AND FUTURE DIRECTIONS

5.1. Conclusions

In this thesis, a new solution to the water level regulation of a hydro power plant is proposed
by using three pond system as a way to regulate water Icvel. This concept is explored and is
tested against several disturbances and compared to a single pond model. The simulations
show that the proposed three-pond system is more robust against disturbances. The second
contribution analyzes integrating a three-pond hydraulic system with a Francis turbine and
adds two levels of control to the power generation. Next, some faults are added to the systern,
and the second part of the work deals with fault identification and then fault tolerance. The
power control presented in the thesis is adequate as it reduces the power error to nearly 100

watts of error. This crror could be reduced further by introducing a different control scheme.,

5.2. Future Directions

The main future direction of this work is to identify more types of faults in the system and a
combination of faults. Another future direction is to discuss the detailed fault models in this
thesis, an example of which is discussed in Appendix A in a separate thesis. Furthermorc, the
fauit tolerance is done by manipulating the required level of the head ponds to compensate
for the faults; also, by having a fast technique to identify faults on the fly rather than running
the system in fault identification mode periodically to identify the faults in the system. As the

fauts considered in this thesis are only actuator faults, another future direction is to model
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and consider sensor faults in the future. Also, in the fault detection module we did not
consider the inclusion of the disturbances which were considered in chapter 3, that is also
another future direction. Another future direction is to have a rather large database of faults
and fault combinations that could be identified by the fault identification system and the
fault-tolerant control having more autonomy in manipulating the parameters of the systetn

variables to run the system more effectively in fault-tolerant model.
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APPENDIX A

In the main thesis, we discussed the explicit effects of the faults on the directly affected state
variables. As an extenston to the above fault models, we shall discuss the implicit effects of
the faults on the state variables that are not directly affected. As an example, we shall be
taking the effects of the saturation fault f! for the pond valve s,. Rewriting the effected
Equations (4.59) and (4.60).

The total effect of fault on pond 1 is given by rewriting Equation (4.59).

t t
na —_— na 1
X = AR 2g|xy ~ xqlsgn(x, — xp)dt — 2 fav281x: — xolsgn(x, — x)dt
0 )

At oy (A1)
" fn A e

Similarly, the total effect of fault on pond 0 is given by rewriting Equation (4.60):

na f*
Xy = 'Z'J’ [51\.J 2g|x, — xqlsgn(x; — IO)"'fs‘llV' 2g{x; — xglsgn(x, — xp)
¢

£ Qe (&2

+ 53/ 2g91%; — xo|SgN(x; — xo)] dt — Idt
v}

Now for ease of notation, let us donate thex; andx,from the Equations (A1) and (A2) as x, 5

and xofslz, respectively. For the duration of the appendix, let us assume the normal state

variables, x, and x;, as faultless, modifying Equations (Al) and {A2) in new notations as:

na {* na f*
Itfsll = “TJ’ 51y 2glxy — xplsgn(xy, — xp)dt — TJ’ fslﬁi 2glxy — xglsgn{x, — x3)dt
0 0

A1, (A3)
+ f it 1 P
s 4

1 na
% =7 f [sJ2gle, = xolsgnix, — xo)+ £y 29T0; — %olsgnix, ~ xq)
o
t
+s; 29|x2 _xnlng’I(xz —xO)] dt — %dt‘

a 4

{A4)
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Now let us rewrite Equations (A3) and (A4) in a simpler form as a combination of a normal

value and faulty component:

rof’i = x, +——f fo2g1x; — xolsgn(x, = xp)de (A5)

Similarly,

1 N L
xfo=x -~ _A__" faN2gixy — xglsgn(xy — xp)dt (A6)

L]
Now, with the effects of the faults present in simplified terms in Equations (A5) and (A6), let
us discuss the effects of the saturation fault of the pond valve on the other state variables.

Now, rewtiting Equation {4.9) for pond 2 with fault effects as:

na t tw I
xzfsl1 = —TJ' SZ'\H 29'12 - xOISgﬂ(XZ - Iorsll)dt + I ; L at (A?)
o 0

Now, putting the value of x,*1 in Equation (A7):

na (¢
xzfsll = —Tf S3v 2g1x; — xolsgn (xz
o

na f*° ‘wal, s
- {xo + f fa2glx, — xolsgn(x, - ro)dtD dt + f 2
0 D
Now simplifying the equation:
t
xzfsil = *%f sz 291Xy ~ xglsgn (12 — X
t wyl, (A9)
- _j' favZglx, = xolsgn(x, = xo)dt | dt +f — 4t
o
and
X = ——f 524/ 2G5 — xg|sgnix; — x,)dt +j ‘"‘—df

(A10)

+ TJ’ 52y 2g12xz ~ xolsgn (TJ’ )‘;ﬂf 2g1x; = xplsgn(x, — Io)df)
o ¢

Therefore, the expression for the level of pond 2 becomes:

¢
sz” =x;+ —f s2gle; - x9|sgn( y J' fo 2g1xy = xplsgnix; — xo)dt) de (All)
o
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For finding the effect of the fault on the surge tank, we consider Equation (47), but it depends
upon the flow rate through the headrace, which in turn depends on the level of pond 0.

Therefore, we consider the equation of head race (29):

d __gA

EQt = Tt‘(xo —x5) — 0| Q| (Al2)

Integrating Equation (A 12) to find the value of Q, as:

£

QA: t t £
g, = T(J‘ xdt —J‘ X dt) _f C:Q:1Q,)dt (Al3)
Q i} Q
Now, with the explicit value of the flow-rate through the headrace, let us consider Equation

(4.23) of the surge tank with the occurrence of the fault:

= dt (Al4)
0 ‘45

Now, using the value of @, 5 from Equation (A13) in the above Equation (A 14):

gAc ¢t i ot gt

b = J‘t Ly (Ia x/adt .f@ Xy dt) fu €, Q.1Q.|dt gt — J‘t—Q—dt (A15)

5
o Ag o As

Simplifying:

i 1t Q'At £ 1 ¢ £ ¢ Q
xsfh = —J‘ —_— J‘ xn’r‘ldt—J‘ x, dt -—J‘ C,; Q.10 1dt| dt —J‘ —dt {Ale)
Asle | Le \ Sy o 0 o As

Now pulting the value of xo/*: in Equation (A16):

1 t A t na t 14
xsf‘ll =_f Eqi(f {xo +———f fﬁﬁglxi — Xg|sgn(x, —xu)dt} dt — f X dt)
Agdy | Le \Jo Ay 0

t c Al7)
_ f ctq,mt;dc]dc— f Agdc {
o o s
After separating the faulty term from Equation (A17);
1 ¢ A £ 4 t t
:rsffll =— E__t(f xgdt-f xsdt)—f CtQt|Q,|dt]dt—J‘ gdt
‘45 0 I‘L’ 1] 1] 1] 1] ‘45
(A18)

t 1 t t
+f —A;-U %U fiv2gixg = xplsgn(x —xo)dt} dt] dt
n s 40 0
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Now Equation {A18) can be rewritten as a combination of faultless and faulty state using

Equation (A16):

"’1 =, +f U {j )",ﬂ/ 2g1xy ~ xp|sgn{x, —xo)dt} dt] dt {A19)
Now to find the effect of saturation fault of the pond valve on the output power, we consider

the power Equation (4.12) as:

prh = _‘f__& [

mt b1%+ c,] (A20)

Now putting the value of x,/1 in the power equation:

: Mo+ 2 - n{x, — x, dt
P = {0 + 2 fad 7ot — Zlsgn(n — ) "r a1—+ b—+ (A21)
H, -
Simplifying:
M‘r
pfh = McXor [ LA +"1]
M.n, n? n
+[T L L,J29I11—xolsgn(x1—xo)dt] ;{o G[“‘E+ bi; oy

+c

After further simplification the power becomes:

na ff ———
P)rylg = P + [TI };: Zglxl = xolsgn(xl - xc)dt]
0

+o

Mn,a[ n2+b1n
N i
Hy ! n2 Ay
(A23)

After further simplification the power becomes:

Ph=p+ { f fsﬂ/ 2glx; — xolsgn(x, — xo)dt} [m_ — + € (A24)
Therefore, we can find the explicit and implicit effects of the saturation fault f ! for the pond

valve 5,as Equations (A3), (A4), (All), (A19)}, and (A24) as a linear combination of faultless
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state variables and fault effects, Similar calculations can be done for the other faults

discussed in the thesis.
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