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Introduction

Chapter 1
INTRODUCTION

The arrival of the flexible exchange rate system in 1973 produced a significant
volatility and uncertainty in exchange rates. The consequences of exchange rate volatility on
trade have long been at the center of debate among the policy makers and researchers. This
issue has also received considerable attention in intcrnational economics literature.
Proponents of fixed rates argue that volatility and deviation from equilibrium values have
persisted over sustained periods of time. According to their view, exchange rate volatility
deters industries from engaging in international trade and compromises progress in trade
negotiations. In contrast, proponents of flexible rates argue that exchange rates are mainly
driven by fundamentals and that changés in fundamentals would require similar, ‘but more
abrupt movements in fixed parities. Therefore, a system of fixed rates would ;ot reduce
unanticipated volatility.

The study of the effect of exchange rate volatility on trade attracts attention due to its
influence on the choice of exchange rate regime (flexible, fixed, and managed exchange rate
system), decisions of economic agents seeking to maximize returns by trading currencies in
mantifold markets, and the overall efficiency with which the economy operates. The volatility
of exchange rate also has productivity concerns (Corsetti et «l. 2007).

Exchange rate volatility can affect trade directly through uncertainty and adjustment
costs and indirectly through its effect on the structure of output and investment and on
government policy. However, both theoretical and empirical studies yield contradictory
propositions and evidences regarding the influence of exchange rate volatility on volume. of
trade. |

Some studies hold the view that the uncertainty associated with high exchange rate
volatility presents risk to a typical risk-averse firm and consequently reduces trade volume
(Hooper and Kohlhagen {(1978), Baron (1976a), and others). At the same time, there are
strong arguments for positive effect of exchange rate volatility on trade, as presented in
Frankie (1991) and De Grauwe (1988). Giovannini (1988) also points out that when financial
markets are perfect, the expected profit might increase as a result of increased exchange rate
risk if export prices are dominated in foreign currency. Further, in a general equilibrium

framework, Bacchetta and van Wincoop (2000) show that trade is unaffected by the
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exchange rate regimes, which are characterized by different volatility patterns. The
contradictory theoretical predictions find no further clarification in empirical studies, which
vield mixed results on the effect of exchange rate volatility on trade volumes.

Doyle (2001), Martson (1990) and Dornbusch (1987), for example, associate
conflicting observations from empirical studies of the effect of exchange rate volatility on
bilateral trade flows to differences in firm characteristics and the market conditions under
which firms operate. Atkeson and Burstein (2007) present ‘‘pricing-to-market’” behavior of
some firms as a reason for not fully passing realized costs to consumers when selling their
products in foreign markets and, thus, tile variation in firms’ responses to uncertainty in
exchange rates. Sercu and Uppal (2003) assert that the relationship between volatility in
exchange rate and the volume of trade depends on the underlying sources of volatility.

Likewise, acknowledging the role that numerous factors (e.g., prices, incomes?
geographic proximity, cultural, language barriers and trade agreements) may play in how
exchange rate volatility affects bilateral trade flows, Barkoulas er «/. (2002) attribute the
observed differences in the impact of exchange rate volatility to variation in the causes of
movements in exchange rate itself. Further, they indicate that volatility in exchange rate
could arise from three different, but very related, components:

* Variation in fundamental factors (e.g., purchasing power of consumers, changes in
technology);

e Variation in the microstructure foreign exchange market (e.g., portfolio shifts, excess
speculation, bubbles and rumors, banLMagon effects and noise traders); and

» The noisy signal of potential future policy changes (e.g., relative money supply,
output growth rates, interest rates, and inflation differentials) that also contaminate

movements in the fundamental component of exchange rate.

In short, exchange rate movement can be classified into two components: fundamental
(permanent) and microstructure (transitory). |

To analyze the impact of exchange rate volatility on the volume of trade, Tadesse
(2009) suggest the need to decompose changes in the exchange rate series into its
components. The intuition behind this decomposition is that the responses of economic
agents to uncertainties are perceived to arise mainly from changes due to fundamental factors

and not much from changes in the transitory components. The decomposition thus enable one
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to account for the differences, if any, that economic agents may make in their trading
arrangements when dealing with uncertainty in exchange rates they perceive are arising from
different sources.

Pakistan is following a system of managed floating exchange rate since the year 1982
and a fixed rate system was operative prior to 1982. The empirical literature on the subject of
exchange rate volatility is relatively scant in case of Pakistan. In the present study, we will
decompose the changes in series of real bilateral exchange rates (RER) and real effective
exchange rate (REER) into their transitory (nominal) and permanent (real) components using
the methodology of Blanchard and Quah (1989). This will help us to analyze the proportion
of forecast error variance of exchange rate series explained by real and nominal shocks with
the help of variance decomposition obtained by structural VAR (vector auto regression)
model of Blanchard and Quah (1989). The study is based on the monthly data of Pakistan’s
27 major trade partners, covering the period July 1982 to December 2009. The trade partners
on average cover 82.5% of Pakistan’s trade. The trade partners included in the study are
- Bangladesh, Belgium, Canada, China, Denmark, France, Germany, Hong Kong, India,
Indonesia, Iran, Italy, Japan, Korea, Kuwait, Malaysia, Netherlands, New Zealand, Saudi
Arabia, Singapore, Spain, Sri Lanka, Switzerland, Turkey, the UAE, the UK and the USA. "

- Further, we also analyze how volatility in exchange rate components affects the
volume of aggregate and disaggregate Pakistani exports and imports with its 27 trading
partners.

This study deviates from earlier research in two ways. First, the data used are of
higher frequency (monthly) and are disaggregated at country level, permitting evaluation of
the impact of volatility in exchange rate components on trade across different countries. |

Second, the reference countries are heterogeneous ranging from developed countries
to developing countries. Countries like UK, USA, Canada, Germany, France and Belgium
are large, developed, open economies and countries like Bangladesh, China, India, ﬂ&onesia,
Iran and Malaysia are the developing countries of Asian region. Japan, Saudi Arabia, the
USA and Malaysia are the main suppliers of imports to Pakistan and the USA, Germany, the
UK, Japan, the UAE and Saudi Arabia are the main customers of Pakistan’s exports. Based
on its geographica! location, Pakistan h;cls close economic relations with the Middle East,

Central Asia and South Asia. It is the main gateway to Central Asia and supplier to the
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Emirates. Economic Integration with Soufh Asia has been less effective in the past due to the
strained relations with India on the Kashmir issue. However, recently notable steps have been
taken by the South Asian Association for Regional Co-operation (SAARC), of which
Pakistan is a member, to establish a South Asian Free Trade Area (SAFTA), including India,
Bangladesh and Sri Lanka, all included in our study. The heterogeneity of the sampled
countries allows the assessment of differences in the responses of traders from different

countries to uncertainties in exchange rate.

Objective of study

* To decompose the real bilateral exchange rates and real effective exchang® rate into
their permanent (real) and transitory (nominal) components.

* To evaluate the relative contribution of forecast error variances of exchange rate
series explained by real and nominal shocks.

s To estimate the volatility of real effective exchange rate, real bilateral exchange rate
and of their components.

* To analyze the impact of exchange rate volatility on aggregate imports and exports of

Pakistan.

¢ To examine the impact of exchahge rate volatility on imports and exports of Pakistan

at disaggregated (country) level for 27 major trading partners.

e To study the effects of permanent and transitory components of exchange rate on

imports and exports at aggregate level and with each trading partner of Pakistan.

The above listed objectives indicate that this study will provide a detailed analysis on the
relationship between exchange rate volatility and trade flows in case of Pakistan. The study
attempts to shed light on this issue from a detailed analysis by taking aggregate and
disaggregate country level data for Pakistan, It is hoped that the study will serve as a fresh
contribution to knowledge in this area because to the best of our knowledge in case of
Pakistan no empirical study utilizes high frequency disaggregated trade data to calculate and
decompose the series of real effective exchange rate (REER) and real bilateral exchange rate

into their components (transitory and permanent). Further, there is hardly any study that has
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investigated the impact of exchange rate volatility on Pakistan’s trade at bilateral level so
intensively.

The remaining part of the stud); is organized as follows. Chapter 2 discusses the
theoretical and empirical literature related to the topic. Chapter 3 describes the methodology
followed in this study that explains the relevant theoretical framework and the model
estimated in this study. Issues related to data and construction of variables are discussed In
Chapter 4. Chapter 5 presents the empirical results of the mode! estimated to analyze the
imports and exports of Pakistan at aggregated and disaggregated (country) level. Chapter 6

concludes the study.
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Chapter 2
LITERATURE REVIEW

2.1 INTRODUCTION

The past several decades have witnessed considerable research concerning
structural decomposition of exchange rate and the impact of exchange rate volatility on
the volume of international trade. This chapter comprises of three sections. In section 2.2
we 'concentrate on the studies concerning ER decomposition. In section 2.3 we provide
theoretical aspects of exchange rate volatility and trade relationship, while in section 2.4
we present empirical literature on the relétionship of exchange rate volatility and trade.
2.2 THEQRY AND APPLICATION OF THE DECOMFPOSITION OF
EXCHANGE RATE

Exchange rate (defined as domestic currency price of one unit of foreign
currency) between two currencies represents various aspects of the economies. It can be
considered as a composite index of (and thus can be decomposed into) fundamental
factors determining exchange rate behavior and the transitory component that arises from
shocks in the microstructure aspect of the exchange market and future policy changes,
which also affect movement in the fundamental component. Fundamental factors driving
the exchange rate process are related E't'o monetary policy in the sense that monctary
authorities, having an information advantage relative to the public over future policy
changes can influence the fundamentals. A general ‘microstructure’ shock to the
exchange rate process is not observable by either the monetary authorities or public and is
modeled as a white noise process. We generically refer to a shock as a general
microstructure shock if it represents innovations to the exchange rate process arising from
the éffects of portfolio shifts among international investors [following Evans and Lyons
(1999)], excess speculation, bubbles and rumors, banLMagon effects, or the effects of .
technical trading by chartists or ‘noise traders’. Such shocks are generally short-term in
nature and represent temporary excursions from the fundamental value of the exchange
rate. In other words, they capture those exchange rate movements that cannot be
explained by changing expectations of the underlying cconomic fundamentals, while the
main feature of a permanent shock is that its effect on the time series lasts forever and

never dies out.
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The decomposition of exchange ‘rate into its components directly implies that
exchange rate uncertainty is not a truly exogenous variable (as assumed in other
theoretical studies) but is rather a function of the underlying volatility in macrocconomic
fundamentals.

- Different techniques are available for the decomposition of a series into their
permanent and transitory components. Beveridge and Nelson (1981) show how to
decompose any ARIMA (p, 1, g) model into the sum of a random walk plus drift and a
stationary component (i.e., the general trend plus irregular model). Another method of
decomposing a series into a trend and a stationary component has been developed by
Hodrick and Prescott {1997). Hodrick-Prescott (HP) decomposition technique forces the
change in the trend to be as small as possible. This occurs when the trend is linear. Since
the HP filter is a function that smoothes the trend, it has been shown to introduce
spurious fluctuations into the irregular component of a series. Blanchard and Quah (1989)
extend the univariate decomposition mbdel of Beveridge and Nelson (1981) into a
bivariate setting, in that way they link the two components of the series to the related
macroeconomic variable.

Lastrapes (1992), Bayoumi and Eichengreen (1992), Evans and Lothian (1993),
Enders and Lee (1997) and Ahmad er al. (2007) used Blanchard and Quah (1989)
methodology. Lastrapes (1992) analyz\'ed the six industrialized countries by using
Blanchard and Quah (1989) approach. The study identified two types of structural
disturbance, nominal shocks and real shocks; with the restriction that the nominal shocks
have no long-run impact on the real exchange rate. The results indicate that real shocks
account for the major part of both the real and nominal exchange rate fluctuations in six .
industrialized countries. .

Bayoumi and Eichengreen (1992) distinguished between supply shocks and
demand shocks by assuming that the suiiply shocks have permanent effects on exchange
rates whereas the demand shocks have no effects whatsoever. Their empirical results for
G-7 countries indicate that the shift from‘ the Bretton Woods system of pegged exchange
rates to the post-Bretton Woods float can be explained by modest increases in the cross-

country dispersion of supply shocks.
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Evans and Lothian (1993) decomposed real exchange rates of Germany, ltaly,
Japan and the UK vis-a-vis the US dollar and found that on average nearly 80% of the
variations in the real exchange rates are attributed to permanent shocks and only 20%
could be due to transitory shocks in the case of Germany, Italy, Japan and the UK. Enders
and Lee (1997) decomposed real exchange rates of Canada, Germany and Japan vis-a-vis
the US dollar and showed similar results.

Ahmad ef al. (2007) examined decomposition of the nominal and real exchange
rate into real and monetary shocks. In this study CPl and WP! are used alternatively to
conétruct real exchange rate series. They focused their analysis on four countries:
Baﬂgladesh, India, Pakistan and Sri Lanka, which are major countries of South Asian
region. Their result showed that real shocks explain a large portion of the forecast error

variance of the real exchange rate series at any forecast horizon for three countries except
Sri Lanka.

In an attempt to move beyond the purchasing power parity hypothesis, Alexius
(2001) concentrated on two issues. The first concerns the causes of movements in real
exchange rates by decomposing real exchange rates into a permanent
(non-stationary) component and a transitory (stationary) component. The result indicates
that supply shocks tend to dominate the l‘ong-run variance decompositions for each of the
four Nordic countries under study. This suggests that productivity changes are the most

important determinants of long-run movements in real exchange rates.

Dibooglu and Kutan (2001} used the structural vector autoregressive (SVAR)
model to decompose real exchange rate and price movements into real and nominal
shocks by assuming long-run neutrality of nominal shocks. For Hungary and Poland,
their results indicate that real shocks had greater effect on exchange rate movements than

nominal shocks in Hungary, but the opposite is true in Poland.

Sources of fluctuations in real and nominal US dollar exchange rates of selected
emerging market economies (Chile, Colombia, Malaysia, Singapore, South Korea, and
Urugﬁay) have been investegated in a study by Chowdhury (2004). Following the

infinite-order moving average representation, the result indicated that real shocks (for
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capturing the exchange rate fluctuations) dominate nominal shocks for the exchange rate
series examined.

Wang (2005) evaluated the evolution of China’s real effective exchange rate.
Three types of macroeconomic shocks, namely, supply, real demand, and nominal
shocks, are identified and their impact on output, the real exchange rate, and relative
prices are analyzed. The structural decomposition indicates that relative real demand and
supply shocks account for most of the variations in real exchange rate changes during the
estimation period where as supply shocké are at least as important as nominal demand
shocks in accounting for real exchange rate movements.

Kempa (2005) decomposed the real exchange rates as well as relative price level
and output movements into components associated with nominal shocks as well as shocks
to aggregate supply and aggregate demand through structural vector autoregression
(SVAR) analysis. The decomposition shows that nominal shocks account for less than
one-third of overall real exchange rate variability even when the model is parameterized
with low elasticities. Most of the remaining variability is accounted for by aggregate
demand shocks. In a high-elasticity scenario, supply shocks gain slightly but most of the
variability in exchange rates continues to be explained by aggregate demand shocks. At
longer forecast horizons, in particular, the decomposition suggests that real exchange rate
variability is mostly driven by shocks to aggregate demand, particularly in the longer run.

Narayan (2008) examined the importance of permanent and transitory shocks in
exchange rate fluctuation by using a trend-cycle decomposition of the real exchange rate
series, The study considered a set of developed G-6 nations: Japan, Canada, ltaly,
Germany, France, and UK. Variance decomposition analysis reveals that at short
horizons (1-month) permanent shocks induce bulk of the movements in real exchange
rates for Germany, France, Japan, Italy and the UK, vis-a-vis the US dollar; while
transitory shocks were dominant in explaining Canada's real exchange rate.

Steinsson (2008) challenged the focus of the theoretical literature on monetary
shocks and shifted the analysis to the role of real shocks as drivers of the real exchange
rate. The study showed that in response to real shocks the real exchange rate exhibits a
dynamic that matches the data in terms of volatility and persistence. By contrast,

monetary shocks are unable to match the empirical persistence of real exchange rates.
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Hamori and Tanizaki (2008) analyzed the sources of [Tuctuations in real effective
exchange rates in six Sub-Saharan African countries i.e., Burundi, Ghana, Lesotho,
Malawi, Nigeria, and South Africa. They found that real shocks play a dominant role in
driving real exchange rate fluctuations in the Sub-Saharan African countries.

Juvenal (2009) investigated the role of real and monetary shocks in the exchange
rate behavior using a structural vector autoregressive model of the US vis-a-vis the test of
the world. The shocks are identified using sign restrictions on the responses of the
variables to orthogonal disturbances. These restrictions are derived from the predictions
of a two-country Dynamic Stochastic General Equilibrium (DSGE) model. The study
found that monetary shocks are unimportant in explaining exchange rate fluctuations. The
contribution of demand shocks plays an important role but not of the order of magnitude
often found in earlier studies.

Inoue and Hamori (2009) analyzed the sources of the exchange rate fluctuations
in India by employing the structural VAR model. The analysis employed the trivariate
VAR model, which is composed of the relative output of India and a foreign country (US
or the euro area) and the nominal exchange rate and real exchange rate between India and
a foreign country (US or the euro area). Using the methodology of Clarida and Gali
(1994), they imposed three additional restrictions on the long-run muitipliers while freely
detefmining the short-run dynamics. The resuits show that real shocks have a persistent
effect on both the real and nominal exchange rate movements. Moreover, they observed
that real demand shocks play a key role among real shocks. Their results obtained by
using either the US or the euro area as fbreign countries were the same, indicating that
the results are robust.

In a most recent study, Ok er al. (2010) explored the factors responsible for
exchange rate fluctuations of the Cambodian riel and the Laotian kip against the US
dollar. By using a structural vector autoregression (SVAR) model with the long-run
neutrality restriction of nominal shocks on real exchange rates, they decomposed
exchange rate movements into two components, real and nominal factors and examined
the dynamic effects of real and nominal shocks. The empirical analysis shows that real
shocks in direction of depreciation lead to real and nominal depreciation, while nominal

shocks induce long-run nominal depreciation but real appreciation in the short-run.
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2.3 RELATIONSHIP BETWEEN EXCHANGE RATE VOLATILITY AND
TRADE: THEORETICAL ASPECTS .

This part reviews the theoreticél contributions made in the literature which
develop models showing hypothetically how a trading firm reacts to exchange rate
volatility. We begin our discussion with the example of a simple exporting firm to
exeinplify how (real) exchange rate volatility can have an effect on the level of the firm’s
exports. The simplest case described by Clark (1973) considers a competitive firm with
no market power and producing only one commodity which is sold completely to one
foreign market and the firm does not import any intermediate inputs. The firm is paid in
foreign currency and converts the earnihgs of its exports at the current exchange rate,
wh:ch varies in an unpredictable manner, as there are assumed to be no hedging
poss:blhues such as through forward sa‘es of the foreign currency export earnings. In
addition, because of costs in adjusting the scale of production, the firm makes its
production decision in advance of the realization of the exchange rate and therefore
cannot adjust its output in response to degirable or adverse shifts in the profitability of its
exports arising from fluctuations in the ekchange rate. In this situation the variability in
the firm’s profits arises exclusively from the exchange rate, and where the managers of
‘the firm are harmfully influenced by risk, greater volatility in the exchange rate - with no
change in its average level - leads to a reduction in output, and hence in exports, in order
to lessen the exposure to risk.

Some other authors extended this basic model, ¢.g., Hooper and Kohlhagen
(1978), Baron (1976a), Broll (1994) and Wolf (1995) who arrive at the same conclusion
of a clear negative relationship between exchange rate volatility and the volume of trade.

This strong conclusion relies on a number of simplifying assumptions. First, it is
assumed that there are no hedging possibilities either through the forward exchange
market or through counterbalancing transactions. In case of developed economies where
there are well-developed forward markets, specific transactions can be easily hedged,
thus reducing disclosure to unanticipated fnovements in exchange rates. But it needs to be
acknbwledgcd that such markets do not exist for the currencies of most developing
countries. Moreover, even in case of advanced economies the decision to continue to

export or import wonld involve a sequence of transactions over time where both the

i1
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amount of foreign currency receipts and outlays, as well as the forward rate, are not
known with certainty.

Furthermore, there are several possibilities for reducing exposure to the risk of
adverse exchange rate fluctuations other than forward currency markets (e.g., non-linear
hedges like options and portfolios of options). The main point is that for a multinational
firm taking part in a wide range of trade and financial transactions across a large number
of countries, there are manifold opportunities to take advantage of offsetting movements
in currencies and other variables. For example, there is a clear tendency for exchange
rates to adjust to differences in inflation rates, and in today’s advance world such
adjustment may be more rapid than indicated by earlier studies. Thus, if exports are
priced in a foreign currency that is decreasing in value, the loss to the exporter from the
declining exchange rate is at least partially offset by the higher foreign-currency export
price (Cushman, 1983 and 1986). In a similar way Clark (1973} noted that to the extent
an exporter imports intermediate inputs from a country whose currency is depreciating,
there will be some compensation to declining export returns in the form of lower input
costs. Additionally, when a firm deals with a large number of countries, the tendency for
some exchange rates to move in offsetting directions will offer a degree of protection to
its overall exposure to currency risk. Lastly, as analyzed by Makin (1978), a finance
viewpoint proposes that there are many possibilities for a multinational corporation to
hedge foreign currency risks arising from exports and imports by holding a portfolio of
assets and liabilities in different currencies.

One cause for depressing affect of exchange rate volatility on trade stems from
the assumption that the firm cannot change factor inputs in order to adjust optimally to
take account of movements in exchange rates, When this assumption is ignored and firms
can adjust one or more factors of production in response to movements in exchange rates,
increased volatility can in effect generate profit opportunities. This situation has been
examined by Canzoneri et al. (1984), De Grauwe (1992), and Gros (1987). The effect of
such variability depends on the interface of two forces at work. On one hand, if the firm
can adjust inputs to both high and low prices, its expected profits will be larger with
greater exchange rate variability, as it will seil more when the price is high, and vice

versa. On the other hand, to the extent that there is risk aversion, the higher variation of

12
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profits has an adverse effect on the firm and creates a disincentive to produce and to
export. If risk aversion is relatively low, the positive effect of greater price variability on
expected profits offsets the negative impact of the higher variability of profits on firm,
and the firm will raise the average capital stock and the level of output and exports.
Utilizing a more general setting for the analysis of the behavior of a firm under
uncertainty, Pindyck (1982) has also shown that under specific conditions, increased
price variability can result in increased average investment and output as the firm adjusts
to take benefit of high prices and to reduce the impact of low prices.

As mentioned by Clark et al. (2004), a feature of the relationship between trade
and exchange rate volatility that needs to be pointed out is the role of ‘sunk costs’. A
great deal of international trade consists of differentiated manufactured goods that usually
require major investment by firms to acclimatize their products to foreign markets, to set
up advertising and delivery networks, and to set up production facilities, particularly
designed for export market. These sunk costs would be inclined to make firms less
responsive to short-run movements in the exchange rate, as they would tend to implement
a ‘wait and see’ approach and continue to operate in the export market as long as they can
recover their variable costs and wait for a turnaround in the exchange rate to regain their
sunk costs.

Employing the finance literature of McDonald and Segel (1986) on real options,
Dixit (1987) and Krugman (1989) have investigated the implications of sunk costs in the
perspective of an ‘options’ approach, which has been applied by Franke (1991) and Sercu
and Vanhulle (1992). The basic idea is that an exporting firm can be viewed as
possessing an option to leave the export market, and a firm not presently exporting can be
viewed as having an option to enter the foreign market in the future. The decision to enter
or exit the export market involves taking into account not only explicit fixed and variable
costs, but also the cost of exercising the qption to enter or leave the market. The greater
the volatility in exchange rates, the greater the worth of keeping the option, and hence the
broader the range of exchange rates within which the firm stays in the export market, or
stays out if it has not entered up till now. This suggests that increased exchange rate

volatility would increase the sluggishness in entry and exit decisions.
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Taking into account the firm’s opportunity to (linearly) hedge its contractual
exposure, other partial-equilibrium models such as Ethier (1973) and Baron (1976b)
illustrate that exchange rate volratility may not have any impact on trade volume if firms
can hedge using forward contracts. Viaene and De Vries (1992) extended this analysis to
allow for the endogenous determination of the forward rate; in this case, exchange rate
volatility has opposing effects on importers and exporters (who are on opposite sides of
the forward contract) and they find that the net effect of exchange rate volatility on trade
is ambiguous. Also De Grauwe (1988) s:hbws that risk aversion is not sufficient to obtain
a negative link between exchange risk and expected trade because, in general, an increase
in risk has both an income effect and a substitution effect that work in opposite directions
(Goldstein and Khan, 1985). Dellas and Zilberfarb (1993) make a similar point using a
portfolio-choice model.

Barkoulas et al. (2002) employed a partial equilibrium approach to evaluate the
effects of exchange rate uncertainty, which is modeled as emanating from three relevant
sources: general microstructure aspects of the foreign exchange market, the fundamental
forces driving the exchange rate process, or a noisy signal of the future policy
innovations. They analyzed the effects of the exchange rate uncertainty introduced
through these sources on both the volume and variability of trade flows using a simple
signal extraction framework, in which rational economic agents form expectations about
the one-period ahead exchange rate based on available information. They showed that the
variance of microstructure shocks has negative effect on the level of trade flows while the
variances of exchange rate fundamentals and the noisy signal of future policy innovations
have an ambiguous effect on the level of trade flows. They further showed that the
variability of trade flows reduces due to the exchange rate uncertainty originating from
general microstructure shocks and the fundamental factors while variability increases due
to the exchange rate uncertainty which relates to a noisy signal of policy innovations.

~ The discussion of the impact of exchange rate volatility on trade up to this point
has been within a partial equilibrium framework, i.e., the only variable that changes is
some measure of the variability of exchange rate, and all the other factors that may have
an effect on the level of trade are assumed to remain unchanged. However, the

developments that cause movements in the exchange rate are expected to affect other
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aspects of the economic environment, which will in turn have an effect on trade flows.
Thus, it may be crucial to consider the interactions of all the major macroeconomic
variables to get a more complete picture of the relationship between exchange rate
variability and trade in a general equilibrium framework.

Such an investigation has been provided by Bacchetta and Van Wincoop (2000).
They developed a simple, two-country, general equilibrium model where uncertainty is
caused by monetary, fiscal, and technology shocks, and they compared the level of trade
and welfare for fixed and floating exchange rate systems. They reach two major
conclusions. First, there is no clear relationship between the level of trade and the type of
exchange rate arrangement. On the basis of the preferences of consumers regarding the
tradeoff between consumption and leisure and the monetary policy rules pursued in each
system, trade can be higher or lower under either exchange rate arrangement. As an
illustration of the ambiguity of the relationship between exchange rate volatility and trade
in a general equilibrium environment, a rr;onetary expansion in the foreign country would
depreciate its exchange rate, causing it to reduce its imports, but the increased demand
generated by the monetary expansion could offset part or all of the exchange rate effect.
Thus, the nature of the shock that causes changes in the exchange rate can lead to
char;\ges in other macroeconomic variables that offset the impact of the movement in the
exchange rate. ‘

Second, the level of trade does not offer a good index of the level of welfare in a
couﬁtry, and thus there is no one-to-one relationship between levels of trade and welfare
in comparing exchange rate arrangements. In their model, trade is dependent upon the
certainty equivalent of a firm’s revenue and costs in the home market relative to the
foreign market, while the welfare of the country is determined by the volatility of
consumption and leisure. )

Obstfeld and Rogoff (1998) also presented an investigation of the welfare costs of
exchange rate variability. They expanded the “new open economy macroeconomic
model” to an explicitly stochastic environment where risk has an impact on the price-
setting decisions of firms, and therefore on output and international trade flows, They
provided a helpful example wherein reducing the variance of exchange rate to zero by

pegging the exchange rate could result in a welfare gain of up to one percent of GDP. An
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extension of this type of model to more realistic situations involving imperfect asset
markets and investment by firms is provided by Bergin and Tchakarov (2003). They
calculated the effects of exchange rate uhcertainty for a broad variety of cases and find
that the welfare costs are generally quite small, of the order of one tenth of one percent of
consumption. However, they examined the implications of two cases where risk does
matter quantitatively, of the order of the effect in the example cited above by Obstfeld
and Rogoff (1998): first, where customers show substantial persistence in their patterns
of consumption, such that welfare is unfavorably affected by abrupt changes in
consumption. Second, where asset marl{ets are asymmetric in that there is only one
international bond, such that the country without its own bond is adversely affected.

Koren and Szeidl (2003) developed a model which clearly shows the interactions
among macroeconomic variables. They explained that what matters is not the
unconditional volatility of the exchange rate as a proxy for risk, as used in many
empirical studies in the literature, but rather that exchange rate uncertainty should
influence trade volumes and prices through the covariances of the exchange rate with the
other major variables in the model. In this general equilibrium framework they
emphasized that it is not uncertainty per se in the exchange rate that matters, but rather
whether this uncertainty amplifies or réduces the firm’s other risks on the cost and
demand side, and ultimately whether it aggravates or moderates the risk faced by
consumers. In addition, the study analyzed the extent to which local currency versus
producer currency pricing by exporters affects the risks facing the firm; their empirical
evidence suggests that risk is higher with the former pricing rule.

A general-equilibrium model where commodity markets are segmented so that
there are deviations from Commodity Price Parity and changes in the real exchange rate
is developed by Sercu and Uppal (2003). They model this segmentation by introducing a
cost for shipping goods across countries - as in Samuelson’s iceberg model of trade -
similar to the work of Dumas (1992) and Sercu et al. (1995). Financial markets, in
contrast, are assumed to be complete and perfectly integrated reflecting the fact that at
least for developed countries, international capital markets are far less subject to
restrictions than commodity markets. Thus, in their model consumers can make cross-

border financial investments to finance or hedge future imports; likewise, firms can make
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optimal hedging decisions; and the prices of all contracts are determined in a general-
equilibrium framework.

They pointed out that because both trade and exchange rate volatility are
endogenous quantities it is misleading to relate one to the other as if one of therp were
exogenous. They show, via two examples, that even in a very simple model it is possible
to have either a negative or a positive relation between trade and exchange rate volatility,

depending on the source underlying the increase in exchange rate volatility.

2.4 EMPIRICAL LITERATURE ON THE RELATIONSHIP OF EXCHANGE
RATE VOLATILITY WITH TRADE

There is plenty of empirical literature on the relationship between exchange rate
volatility and international trade. It is not possible to discuss each and every study iﬁ
detail. In order to provide a comprehensive review of literature we summarize the details
of cach study in information box given in Table 2.1,

Early studies based on aggregate déta generally used OLS (Ordinary Least
Square) to assess the sensitivity of the aggregate trade flows to a measure of exchange
rate volatility. These studies found mixed results, e.g. Akhtar and Hilton (1984), Kenen
and Rodrick (1986), Peree and Steinherr (1989) advocated a negative relationship while
Gotur (1985), Bailey et al. (1987), Bailey and Tavlas (1988) showed that no significant
relationship lies between exchange rate volatility and trade.

Most of aggregated studies listed above surveyed the trade of developed world,
but the range of countries studied began to be extended to less developed countries.
These studies; for example, Warner and Kreinin (1982), Corbo and Caballero (1989),
Medhora (1990), Bahmani-Oskooee and Ltaifa (1992), Bahmani-Oskooee and Payesteh
(1993) and Bahmani-Oskooee (1996); also led to mixed results.
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Literature Review

While the Ordinary Least Squares is widely used to estimate time-series, cross-
sectional, and panel models, eventually modern and specific time-series analysis began to
surpass OLS as the main econometric tool. The main goal of these relatively new
techniques is to account for integrating properties of the variables so that the results are
not considered spurious. VAR and especially error-correction models have become the
most commonly employed estimation fechniques. Lastrapes and Koray (1990) and
Cheong (2005) used VAR but produced contradictory results.

Co-integration analysis continued to make inroads during the early 1990s. A bulk
of studies used co-integration analysis on aggregate data. Chowdhury (1993), Ari;; and
Ghosh (1994), Arize (1995), Arize (1996), Arize (1997), Arize et al. (2000), Arize et al.
(2003) and Arize er al.(2008) found the trade-depressing impact of exchange rate
volatility; Assery and Peel (1991) pointed out trade enhancing impact of exchange rate
volatility and Rey (2006), Arize (1998), Arize and Malindretos (1998), and Arize and
Shwiff (1998) showed mixed results,

Bahmani-Oskooee (2002) used an entirely different measure of exchange rate for
Iran. Instead of officical exchange rate, the study used black-market rate for analysis.
Similarly, Kemal (2004) used quite different technique of simultaneous equations model
to examine the association of exchange rate instability with Pakistan’s exports and
imports. In a most recent study, Alam (2010), investigated the impact of exchange rate
volatility on Pakistan’s aggregate exports demand using ARDL (Autoregressive
Distributed Lag) technique.

Not all the studies have used time-series analysis to estimate their models. Sauver
and Bohara (2001), Esquivél and Larrain (2002) and Hall et al. (2010) used a panel-data
model to estimate volatility’s influence on the exports. All of them found that when the
couﬁ.tries are evaluated together, the effect of volatility is significantly negative but Sauer
and Bohara (2001) found mixed results when the countries are separated by region,

The studies of countries’ aggregate trade flows produced important results. The
well-known ‘aggregation bias’ seems a potential problem if a country’s bilateral trade
flows with different partners produce offsetting positive and negative effects that cancel

each other out at the aggregate level. Thus, bilateral studies may provide a more accurate
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analysis, as they evaluate the bilateral exchange rate — which is the rate that is actually
used by exporters and importers. Early studies based on bilateral trade data were
performed by Hooper and Kohlhagen (1978), Cushman (1983), Cushman (1986),
Cushman (1988), Bini-Smaghi (1991), Gagnon (1993) and De Grauwe and Verfaille
(1988). "

Different specification of ‘Gravity Model’ were used by Abrams (1980), Thursby
and Thursby (1987), Frankel and Wei (1993), Savvides (1992), Kumar (1992), Brada and
Mendez (1988), Dell Ariccia (1999), Chit (2008), Tenreyro (2004) and Tenreyro (2007)
to analyze bilateral trade data of different countries.

- A few early papers, Thursby and Thursby (1985), Mustafa and Nishat (2004),
Ahmad (2009), De Grauwe (1987) and De Grauwe and de Bellefroid (1987) realized that
trend may play a role in time-series models, possibly producing misleading results. To
de-trend the data, these studies employ the growth of trade rather than the level or log
leve! of these flows in their econometric analyses.

The disaggregation of total trade data by trading partners resulted in no change in
the mixed conclusion produced by aggregate studies; some authors have disaggregated
bilateral trade data between pairs of countries by either sector or by commodity with a
hope that some significant results could be discovered. Important sectoral studies were
performed by Coes (1981), Maskus (1986), Klein (1990), Belanger ef al. (1992), Grobar
(1993), Byrne et al. (2008), Stokman (1995), Rapp and Reddy (2000), Doyle (2001),
Bredin et al. (2003), Chou (2000), Wang and Barrett (2007), De Vita and Abbott (2004a),
Peridy (2003) and Tadesse (2009). These studies can be broken down into three groups:
Those that disaggregate trade into as many diverse sectors as possible, those that focus on
a single sector and investigate its specific properties, and those that disaggregated at
commodity level.

Besides the studies reviewed above, a few studies have focused specifically on a
single good or sector like Usman and Savvides (1994), Holly (1995), Lee (1999), Cho ef
al. (2002) and Giorgioni and Thompson (2002).

The above review of literature on decomposition of exchange rate and therotical
and empirical literature on the relationship of exchange rate volatility and trade flows

indicates that the issue of the nature of relationship between exchange rate volatility and
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e

trade (positive, negative or inconclusive) is still not settled. Further, the literature on
Pakistan is quite scant and in our study we will try to shed light on this issue from detail
analyses of Pakistan by taking aggregate and disaggregated country level data. We also
incorporate real effective exchange rate and real bilateral exchange rates and their

components as well as their volatility ih aggregate and disaggregate form in terms of

permanent and transitory parts.
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Chapter 3
METHODOLOGY
3.1: INTRODUCTION “ .

The methodology is divided into three parts. In the first part we explain the
decomposition technique of Blanchard and Quah (1989) that we use to decompose the reai
effective exchange rate and real bilateral exchange rates into their transitory and permanent
components. In second part we model the volatility in each component of exchange rate via a
GARCH process. The third part explains the methodology that we use to examine the impact
of volatility in exchange rate and its components on the aggregate and bilateral imports and
exports of Pakistan. ‘

3.2: The Decomposition of Real Exchange Rates _

A series can be decom'posed into their components by adopting different available
techniques. Beveridge and Nelson (1981) show how to decompose any ARIMA (p, 1, ¢q)
model into the sum of a random walk plus drift and a stationary component (i.e., the general
trend plus irregular model). Their methodology would incorrectly identify the trend and
irregular components because it would force the two innovations to be perfectly correlated.
In fact, the correlation coefficient between the two components can be any number in the
interval -1 to +1. The problem is important because economic theory does not always provide
the felationship between the two innovations. Yet, without a prior knowledge of the
relationship between innovations in the trend and stationary components, the decom_positibn
of a series into a random walk plus drift and a stationary component is not unique. Hodrick-
Prescott (HP) decomposition technique forces the change in the trend to be as small as
possible. This occurs when the trend is linear. Since the HP filter is a function that smoothes
the trend, it has been shown to introduce spurious fluctuations into the irregular component
of a series.

Blanchard and Quah (1989) provide a way to obtain the structural identification of a
time series into temporary and permanent components by extending the univariate
decomposition model of Beveridge and Nelson (1981) to a bivariate setting, thereby linking
the two components of the series to the related macroeconomic variable, for example, linking
the two components of the real effective exchange rate to the nominal effective exchange rate

(and real bilateral exchange rate to the nominal bilateral exchange rate). In a univariate
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model, there is no unique way to decompose a variable into its temporary and permanent
components. By using a bivariate VAR, however, Blanchard and Quah show how to
decompose real GNP and recover the two pure shocks.

Blanchard and Quah (1989) decomposition methodology is applied in this section to
decompose real effective exchange rate (and real bilateral exchange rate) into its transitory

and permanent components. If, we ignore the intercept term, the bivariate moving average

(BMA) representation of the real effective exchange rate {REER,} and nominal effective

exchange rate {NEER,} sequences will have the form:

AREER, = ch(k) Eu-k +Zc12(k) €21k (D
k=0 =0 .

ANEER, = Zc2l(k) 1k "'Zczz(k) € )
k=0 k=0

In a more compact form the above system can be written as:

[AREER,} _ [CU(L) C;;(L)][au] ()

ANEE.R, Cz:(L) C22 (L) 821
where both endogenous variables are in logarithmic form, &,and ¢,, are the independent
white noise disturbances, each having a constant variance, and C, (L) are the polynomials in

the lag operator L such that the individual coefficients of C,(L) are denoted by ¢, (k).' For
convenience, the time subscripts on the variances and co-variances terms are dropped and
shocks are normalized, therefore: var(e,):l andvar(g,)=1. If we call Q_ the variance-

covariance matrix of the innovations, it follows that:

var(g,) cov(a,,az)]=[l 0] )

Q. =
‘ [cov(el,az) var(e, ) 0 1

In order to use the Blanchard and Quah methodology, both variables must be in a
stationary form. In our analysis, both {REER, }and {NEER,} sequences are stationary at first

differences. In contrast to Sims-Bernanke procedure (Sims (1986), and Bernanke (1986),

Blanchard and Quah do not directly associate the {a,,} and {ez,} shocks with {REE ,} and

: For example, the forth coefficient of C,, (L) is q) (4) .
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{NEER} sequences. Instead {REER,} and {NEER,} sequences are the endogenous variables,
and the {s,,} and {gz,} sequences represent the exogenous variables. The present study
interprets temporary shocks {52,} as primarily nominal disturbances (e.g. due to unexpected
changes in money supply) and permanenf shocks {sl,} as primarily real disturbances (e.g.

due to technology shocks). The coefficients of C,,{L), for example, represent the impulse
responses of a nominal (transitory) shock on the time path of change in the logarithm of real
effective exchange rate REER, 2

The key to decomposing the {REE ,} sequence into its trend and irregular

components is to assume that one of the shocks has a temporary effect on the REER,

sequence. It is the dichotomy between the temporary and permanent effects that allows for
the complete identification of the structural innovations from an estimated VAR. We assume

that nominal (temporary) shocks have no long-run effect on the real effective exchange rate.
Hence, the cumulative effect of a {ez, }shock on the first difference of the {REER,} sequence
must be equal to zero in the long run and the coefficients c,, (k) in equation (1) must be such
that:

D
20612(]()821‘—]: =0 ©)

Since the monetary (transitory) and real (permanent) shocks are not observed, the

k

problem is to recover them from the estimated VAR model. More details on VAR model are
given in appendix ‘A’, Given that the variables are stationary, we have a VAR representation

of the form:

AREER, | _ A4,(L) 4, (LY AREER, +| v (6)
ANEER, B 4, (L) 4, (L)] ANEER,, 7

Or to use a more compact notation,

xr = A(_L)xu—l +€‘

2 Since the key assumption of the technique is that (¢,,,£, ) =0, you might wounder how it is possible 10 assume that nggregate demand
and supply shock are indepensent. For details see Enders (2004).

37



o

Methodology

AREE
where x, =[ R’}, €,

=| & and A(L) is a 2x 2 matrix with elements equal to the
ANEER,

€y
polynomials A,j(L) and the co-efficient of A,j(L) are denoted by a, (k).

The VAR residuals are composites of the pure innovations &, and¢,,. For example, ¢, is the
one step ahead forecast error of {REER, }, that is,

e, = AREER, - E,_[AREER ]

From BMA explained in equations (1) and (2), the one step ahead forecast error is

) (0)51, + 012(0)52, . Since the two representations are equivalent, it must be the case that
e, =€ (O)Ex: +C, (0)52: (7

€ =Cy (0)81: +Cyp (0)£2r ®
Combining (7) and (8) we get

|:e" } = {Cn cui| [3:: :i (9)
€2 € Cn &
If ¢,{0) ¢,(0), ¢,,(0) and cn(O) are known, it would be possible to recover &, and

&,, from the regression residuals e, and e,,. Blanchard and Quah show that the relationship

between equation (6) and the BMA model plus the long-run restriction of equation (5)
provide exactly four restrictions that can be used to identify these four coefficients. The VAR
residuals can be used to construct estimates of var(el), var(ez) and covle,e,). Hence, there
are the following three restrictions:*

Restriction 1

Given equation (7) and noting that E(a,,,ez,)-—-o we see that the normalization

var(e1 ) = var(e, )=1 means that the variance ofe,, is

var(el) =G 1(0)2 + 612(0)2 (10)

3 For example A I(L)= a I(O)+a“(l)L+ ap 1(2)L2 F o
A, (L)= a,(0)+ a, ()L +a,, (L7 + .

The VAR residuals also have a constant variance-covariance matrix. Hence the time subscripts can be dropped.
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Restriction 2

Similarly, if we use equation (8), the variance of e,, will be

var(ez) = Cyy (0)2 +c,, (0)2 (1)

Restriction 3
The product of ¢, and e,, that is, the product of (7} and (8} is -

8,6y, = [c, 1 (0)51r +e, (0)521'][("“(0)511 +en (0)52:]

If we take expectation, the covariance of the VAR residuals will be

Cov(els‘?z): 011(0) 021(0)+c12(0) czz(o) | (12)

Thus, equations (10), (11) and (12) can be viewed as three equations in the four unknowns

¢,,(0), ¢,,(0), ¢,,{0) andc,,(0). The fourth restriction is embedded in the assumption that
&,, has no long-run effect on the REER sequence. The problem is to transform the

restriction (6) into its VAR representation. For this purpose it is helpful to rewrite equation
(7) as:
X, = A(L)Lx, +e,
So that
[1-A(L)L]x, =e,
The appendix ‘B’ shows that the resulting restriction is as follows:
Restriction 4

For all possible realizations of the &, sequence, &, shocks have only temporary effects on

the AREER, sequence (and REER itself) if

- Sl 2 0+ )2 ea(0)=0 a3

With this fourth restriction, there are four equations that can be used to identify the unknown
values c“(O), c,z(O), cz,(O) andcu(O).
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With the identification ofe, and &, sequences it is possible to obtain historical
decomposition of each series. For example, set all {g,,} shocks equal to zero and use the

actual {g,,} series to obtain a permanent change in {REER, } 3

AREER, = ic”(k)e,,_,, (14)
k=0

We will use the same procedure for deé_omposition of real bilateral exchange rates into its -

components.

3.3. Estimation of Exchange Rates Volatilities

Once the components of the exchange rate series are derived, we need to derive an
appropriate measure for exchange rate volatility. In earlier studies, the usual practice is to
define the standard deviation of the real exchange rate or the logarithm of real exchange rate
as the measure for volatility. Although it is easy to calculate but volatility represented bj
standard deviation often cannot capture the persistence of the real exchange rate whose
distribution is fat-tailed. As discussed in Poze (1992), the time varying variance generated
from a general GARCH model better depicts the feature of heavy tailed distribution.

Engle (1982) was the first to present ARCH model. This model recommended that the
variance of residuals at time 7 depends on the squared error terms of the past peribd.
According to Engle (1995), one of the drawbacks of the ARCH specification is that it looked
more like a moving average specification than an autoregression, Therefore, an innovative
thought was provided by Bollerslev (1986), which was to include the lagged conditional

variance terms as autoregressive terms. And it started a new family of GARCH models.

AInR =& +v, (15)

v\, ~iid N{0,4,) (16)
- 2

g =6,+ z 0'.-¢(:—.-) + 5: ViVu-n> (17)

it inl

where

3 In doing so, it will be necessary to treatall £, =0 fors—i<i.

we
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Aln R : log first difference of real exchange rate (real effective exchange rate or real

bilateral exchange rate and permanent and transitory parts of real effective

exchange rate or real bilateral exchange rate alternatively.),

¢ A constant term,
v, Error term with mean zero and variance ¢,
I',:  Information set.

Equation (17) states that the value of the variance scaling parameter ¢, now depends

both on past realization of the shocks (the ¢ MA terms), which are captured by the lagged
squared residual terms, and on past values of itself (the p AR terms), which are captured by

fagged ¢, itself. If P=0 than the model will be reduces to ARCH (¢). Measuring volatility by

GARCH is consistent with Pozo (1992), Kroner and Lastrapes (1993}, Carporale and
Dordoodian (1994), Holly (1995), Dordoodian (1999), Lee (1999), Chou (2000), Doyle
(2001), Sukar and Hassan (2001), Rahmatsyah er @/ (2002), Peridy (2003), Kemal (2004),
Cheong (2005), Poon et al.(2005), Rey (2006), Zhang (2006), Fang (2009), Tadesse (2009),
and Alam (2010). o

3.4. Model Specification for Impact of Exchange Rate Volatility on Trade

Following the approach to modeling long-run aggregate import demand function
presented in Kenen and Rodrick (1986) and Gotur (1985), Pakistan's import demand
function is specified as follows:

M, =a,+aY,  +a,RER, y +a,VRER  +u,,, (18)
where

M, : Aggregate imports of Pakistan from its 27 " trading partners.

Y : Industrial production index of Pakistan. Doyle (2001), Caporal and Doroodian
(1994) and Tadesse (2009) also used the industrial production index as a proxy for
real income,
RER : Real exchange rate index of Pakistan,
VRER : Volatility of real exchange rate,

u,,: Random error term.
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We estimate five different version of equation (18). In the first equation we replace real
exchange rate RER index and volatility VRER with real effective exchange rate (REER)
obtained from 27 trading partners and its volatility (VREER ). The import demand function is
now defined as follows: |

M, =b+ bllf,_,) + bzREER(,_,) + b,VREER(,_,) +u,, (18a)

The second regression (18b) is obtained by estimating a separate import demand
function for imports from each of 27 trading partners. We add one more variable in each
bilateral equation, it is the real effective exchange rate obtained by excluding i ™ country. As
stated by Cushman (1986) that the effect of exchange rate volatility on bilateral trade flows
depends not only the exchange rate risk experienced with the country under consideration but
also on the correlation of exchange fluctuations in other countries.

It is specified by the following equation.

M, =c,+qY, y+c,RER -t GREER o v+ c4VRER,'(,_1)+ U, (18b)

where

M, Pakistan’s imports from its /" trading partner,
RER,: Real bilateral exchange rate index of Pakistan with its ;™ trading partner,

REER, : Real effective exchange rate with rest of the world (the ‘third country’),

obtained by excluding country i from the set of 27 trading partners, where i
varies from 1 to 27.
VRER, : Volatility of RER, ,
In third aggregate version we decomposé real exchange rate (RER) and its volatility into
their respective permanent and transitory components as given by the equation below.
M,=d, +d\Y, ) +d,RER{ ;) + d;RER , +d ,VRER , + d,VRER( , +u,,  (18¢)
where ' .
RER" : Permanent components of RER,
RER" : Transitory component of RER,
VRER" : Permanent component of the volatility in RER,

VRER" : Transitory component of the volatility in RER .

42



Methodology

In th;e next version we estimate the import demand function on aggregate basis by
decomposing real effective exchange rate (REER) and its volatility (VREER) into their
respective permanent and transitory components.
M, =e, +e Y, + ezREER(f_l) + eaREER(’,'_,) + qVREER(f_U + esVREER(‘:'_,) +ug, (18d)
where
REER" : Permanent component of real effective exchange rate ( REER),
REER" : Transitory component of real effective exchange rate ( REER),
VREER” : Permanent component of volatility in real effective exchange rate
(REER),
VREER" : Transitory component of volatility of real effective exchange rate
(REER).
In the last version we estimate a separate import demand function for each of the 27 trading
partners by incorporating the components of bilateral real exchange rate and its volatility.

th

Real effective exchange rate of excluding i ™ country is also incorporated here. The

specification is given below.
Mr,: = fo + le(:—!) + szER ::(:—l)'f' fJ RER Jz.‘(:—l)'i' f4 REER I‘,(l-l)+ fs VRER:‘{E;—-I) (18¢)
o+ ﬂVRER,’_"(,_,) +u,,

where

RER! : Permanent part of i " country’s bilateral real exchange rate,
RER”: Transitory part of i th country’s bilateral real exchange rate,
VRER” : Permanent part of volatility in / ™ country’s bilateral real exchange rate,

VRER! : Transitory part of volatility in /™ country’s bilateral real exchange rate.

Often, export receipt or import payments are not instantaneous. Thus import or export
realii’ation is based on prices (which depend on prevailing spot exchange rates), incomes, and
market conditions observed at some earlier time. To account for this, one month lags (t-1) of
all of the continuous explanatory variables are used. To smooth out wider fluctuations, if any,
the two volatility components, the industrial production indices, and the exchange rate

variable will be log transformed.
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Following the literature, coefficient of industrial production of domestic country
(Pakistan) is expected to be positive; it indicates that higher the economic activity in home |
country the higher the demand for imports under the assumption that imported goods are

normal goods. The impact of the real effective exchange rate and real bilateral exchange rate

(REER and RER, ) is expected to be negative, as increase in exchange rate series implies

depreciation of home currency and thus higher relative imports prices as compared to
exports. The volume of imports is expected to decrease with the depreciation of home
currency. As the price in the competing market increases the import from i ™ country also
increase, so the coefficient of REER, is expected to be positive. The coefficients of
permanent and transitory components of real effective exchange rate and real bilateral
exchange rate are expected to be negative. A priori, no expectation is maintained on the sign
of the volatility in the permanent component of the real exchange rates, However, followingr
Barkoulas et al. (2002) the coefficient estimate of the variable which represents volatility in

the transitory component of the exchange market is expected to be negative.
Next, the export supply function is specified by the following equation:

X, =a,+aY Er—l)"' @, RER,, \+a;VRER, )+, (19)
where ~

X,: Aggregate exports of Pakistan to its 27 trading partners,

Y*: Combined (average) industrial production index of Pakistan’s 27 trading

partners.

v, : Random error term.

Similarly to imports functions, we estimate five different version of equation (19). In
the same way as in imports, we replace real exchange rate RER index and volatility ¥RER
with real effective exchange rate (REER) obtained from its 27 trading partners and its
volatility (VREER ). The aggregate export demand function is now defined as follows:

X, =By + BY (uy+ BuREER ,_y+ S,VREER (_+v,, (19a)

" The bilateral export demand function for exports of Pakistan to each of its 27 trading
partners is presented in regression equation (19b). We add one more variable in each bilateral
equation, which is the real effective exchange rate obtained by excluding i  country. It is

specified by the following equation.
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X, =Vo+ 1Y, +1,RER, + y;REER .+ VRER (4, (19b)

ife-1)
where
¥ : Industrial production index of Pakistan’s i ™ trading partners.

Similarly to imports function, in third aggregate version of export demand function
we decompose real exchange rate ( RER) and its volatility into their respective permanent

and transitory components as given in the equation below.
. » T
X, =ap+ o)yt cozRER(,_l) + aJ]RER(f_I) + a)4VRER(f_1) +a;VRER, +v, (19)
The export demand function on aggregate basis by decomposing real effective

exchange rate ( REER) and its volatility (VREER) into their respective permanent and

transitory components is given by:
X, = Ao+ A Yy A,REER( v+ A ,REER{_y+ A VREER( ,y+ A VREER{ +v;, (19d)

A separate export demand function for each of 27 trading partners by incorporating
the components of bilateral real exchange rate and its volatility is estimated by equation
(19¢). Real effective exchange rate of rest of the world, excluding the i ™ country is also
incorporated here. The specification is given below.

X, =pg+ Y :,(r—l)+ 4 ,RER i{r—l)"" ”3RER:(1—|)+ H 4REERr°,(:-t)+ # VRER 4’:(:-1)

, (1%¢)
+ 1 VRER )+ v

One would expect that increase in income of trading partners will result in a greater
volume of exports to those partners, thus the expected sign of the coefficient of foreign
industrial production is expected to be positive. The relationship of real exchange rate with
the volume of export is expected to be positive. It indicates that a higher value of real
exchange rate (depreciation of Pak currency and appreciation of foreign currency) implies a
lower relative export price, and as result the volume of exports increases. As the export price

th

in the competing market decreases, the home country’s export to the i = country will

decrease, so the coefficient of REER, is expected to be negative. The effect of exchange
rate volatility due to permanent components on the real exports is ambiguous. It can be
positive or negative, depending on different theories, while the expected sign of the
coefficient of transitory components is negative. All the import demand and export supply

equations are estimated by Ordinary Least Square (OLS).
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Data and Construction of Variables

Chapter 4
DATA SOURCES AND CONSTRUCTION OF VARIABLES
The present study uses monthly data from 1982:07 to 2009:12, The data for nominal bilateral
exports and imports are taken from various issues of Statistical Bulletin published by State_'
Bank of Pakistan. The data on exchange rates, consumer price indices, unit value indices of'
import and export and indices of industrial production for Pakistan and its trading partners
are taken from International Financial Statistics (IFS). To obtain real imports and exports,
we divide nominal values of aggregate and bilateral imports and exports by monthly import
and export unit value indices, respectively. The unit value indices of import and export are
available on quarterly basis; we convert these quarterly values into monthly values by Iog;
linear interpolation. Measures of volatility due to the permanent and the transitory
component of exchange rate series are also used as explanatory variables. Table 4.1 contain$
a detailed description of variables used in the analysis. The average share of Pakistan’s
import, export and total trade with its 27 trade partner for the given sample period are giveh

in Table 4.2 in percentage form.

Table 4.1 Description of Variables

Notations | Description

Trading The trade partners are: Bangladesh, Belgium, Canada, China, Denmark,
partners France, Germany, Hong Kong, India, Indonesia, Iran, Italy, Japan, Korea,
Kuwait, Malaysia, Netherlands, New Zealand, Saudi Arabia, Singapore,
Spain, Sri Lanka, Switzerland, Turkey, U.A.E., UK, and USA. The trade
partners on average cover 82.5% of Pakistan’s trade.

Nominal | The exchange rate, ER, is defined as the number of rupees per unit of i ™
exchange | currency fori=1,...,27

rate

Real The real exchange rates are obtained by adjusting nominal exchange rates
exchange | with the ratio of foreign price level of the i ™ country to domestic price level
rate of home country, Pakistan. Consumer price index is used as a measure of the

price level. p

RER=ER |-
Ph

where, RER is direct quoted real exchange rate, P, is home country’s

consumer price index and Py is foreign country’s consumer price index.

{Continues...... )
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Table 4.1 (Continued) Description of Variables

Notations

Description

Nominal
effective
exchange
rate

Nominal effective exchange rate is an index (measured relative to a based
period) of the geometric weighted average of the nominal exchange rates
(ER) of Pakistan currency against the currencies of 27 major trading
partners. It is defined in terms of domestic currency per unit of foreign
currency. The trading partner’s weights are defined in such a way that
weights sum to unity, i.e.,

ZZT[W, =1 27 o L " w
“NEER =TI, )" =0 ) ) -, )

i=l

where, ER,, and X, +M,

=

Chry 5 (X, + M)

f=]

The weights rely on the average geographical distribution of imports and
exports of goods and services for the sample period. For the evaluation of
degree of competitiveness of a country trade weights are more appropriate
and provides a more general view as compared to import or export weights,

Real
effective
exchange
rate

Real effective exchange rate of Pakistan has been calculated as weighted
average of nominal bilateral rates adjusted for price changes. This is a
multilateral consumer price index (CPI)-based REER of the currency of the
Pakistan economy relative to its 27 partner countries. It is defined in terms of
domestic currency per unit of foreign currency, so that an increase in REER
is a real effective depreciation.

2 E “
REER, =01 | RER.
~ | RER,,

M, is the real imports of Pakistan in domestic currency units from its 27

trading partners. Real imports are obtained by deflating nominal imports by
the index of unit value of imports.

M, is real imports of Pakistan in domestic currency units from its i" trading

partner. Real imports are obtained by deflating nominal imports from i™
country by domestic unit value index of imports.

X, is the real exports of Pakistan in domestic currency units to its 27 trading

partners. Real exports are obtained by deflating nominal exports by the index
of unit value of exports.

X,, is the real exports of Pakistan in domestic currency units to its i" trading

partners. Real exports are obtained by deflating nominal exports by the index
of unit value of exports.

(Continues...... )
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Table 4.1 (Continued) Description of Variables

Notations | Description

Y Y is the industrial production of Pakistan and is used as proxy for domestic
income.

Y Y’ is industrial production index of Pakistan’s 7 ™ trading partners and is
used as foreign income.

r* Y *is aggregate industrial production index of 27 trading partner which is

obtained by adding industrial production of 27 countries and than converting

it into index and is used as a proxy for world income.
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e

Table 4.2: Average Percentage Share of 27 Trade Partners of Pakistan

Export Share as % of  Import Share as % of Trade Share as % of

Countries Total Export Total Import Total Trade
Bangladesh 1.600 0473 0.926
Belgium 1.876 : 1.227 1.489
Cannda 1.539 1.085 1.297
China 2.096 5.679 4.234
Denmark 0.512 0.343 0.407
France | 2.909 2.104 2.440
Germany 5.995 5.593 5.792
Hong Kong 4938 0.518 2.367
India 1.052 1.410 1.262
Indonesia 0.780 1.533 1.232
Iran 1.900 1.809 1.776
Ttaly 3.427 2.604 2917
Japan : 5.649 9.827 8.116
Korea 2.070 2.684 2.439
Kuwait 0.705 6.565 4.195
Mala’ysia 0.510 4,555 2.897
Netherland 2.411 1.589 1.925
New Zealand 0.2438 0.206 0.227
Saudi Arabia 3.852 8.461 6.594
Singapore 0.904 . 2.118 1.608
Spain 1.658 0.568 1.011
Sri Lanka 1.028 0.419 0.665
Switzerland 0.776 2.201 1.576
Turkey 1.052 0.581 0.760
UAE 6.059 6.572 6.308
UK 6.471 4.722 5.493
USA 17.050 9.186 12.534

Average share 79.067 84.631 82.487




Empirical Results

CHAPTER 5
EMPIRICAL RESULTS

5.1 PRELIMINARIES

As a preliminary exercise, unit root test are applied to all variables at log level and
logarithmic first difference to determine their stationarity. To achieve this, we apply the
conventional Augmented Dickey Fuller (ADF) test with intercept, wherein the lag length of
augmented terms is chosen by using the Schwarz Bayesian criterion (SBIC). The null hypothesis of
a unit root is not rejected at conventional significance levels for all of the variables except
Pakfstan’s imports from Bangladesh, Belgium, Canada, Denmark, France, Germany, Iran, Italy,
Kuwait, Netherlands, New Zealand, Spain, Switzerland, Turkey, U.K and U.S.A; for Pakistan’s
expdrts from India, Indonesia, Iran, Kuwait, Netherlands, Saudi Arabia, Singapore; and for
consumer prices of Belgium and Canada. The non-stationarity of real exchange rates implies that
the purchasing power parity (PPP) appears to be violated in the long-run for the underlying
countries. For the first logarithmic differences, the null hypothesis of a unit root is rejected at the
conventional significance level. The results of unit root are reported in Table 5.1.

Given that real and nominal exchange rates are non-stationary at the level but stationary at
the first-differences, the SVAR specification is appropriate to examine the dynamic effects of real
and nominal shocks on real and nominal exchange rates. We use the first difference of the

logarithms of each variable in the decomposition analysis.

5.2 VARIANCE DECOMPOSITIONS

" A finite-order bivariate vector autoregressive model (VAR) is cstimated for all the
countries. The likelihood ratio test and lag exclusion test are used to choose the optimal lag length
of VAR. Starting with a maximum lag of 60, formal tests indicate that the first lag is sufficient at
conventional significance levels and VAR (1) model is the most appropriate for the system. After
properly specifying the VARs, the restrictions are imposed given by equation (10) to equation (13)
and the shocks are identified. Real and nominal exchange rates are representeg‘ by a dynamic

combination of real and nominal shocks.
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Empirical Resulls

The variance decomposition obtained by using the structural shocks i.e; {&1,} and
{e,} sequences allows us to asses the relative contributions of the real and nominal
shocks to forecast error variance of the real and nominal exchange rate series. The
Variance decompositions (VDCs) provide a way to summarize the information contained
in the moving-average (MA) representation. Table 5.2 summarizes the result of the VDCs
for the first logarithmic difference of real and nominal exchange rates for the periods up
to 24 months. Note that Table 5.2 reports only the relative contribution of forecasted ‘error
variance that can be explained by a real shock.

The results show that real shocks explain a large proportion of the forecast error
variance of the real exchange rate series at any forecast horizon for REER (98% for first
month and 93% for longer horizons) of Pakistan and real bilateral exchange rate of
Pakistan (93.7% to 99.9%) with 26 trading partners in our sample with the exception of
Bangladesh where this proportion is 87.2%.

These results imply that real shocks explain a substantial amount of the variance
in the real exchange rates in each case. Other existing evidence also generally suggests
that real shocks are important in explaining real exchange rate movements (Lastrapes,
- 1992; Evans and Lothian, 1993; Clarida and Gali, 1994; Enders and Lee, 1997; Dibooglu
and Kutan, 2001; Chowdhury, 2004; Ahmad, 2007; Narayan, 2008; Hamori and
Tanizaki, 2008; Inoue and Hamori, 2009; and Ok et al. 2010).

On the other hand, the contribution of real shock in explaining nominal effective
exchange rate of Pakistan is 30.6 %. It explains a high contribution of bilateral nominal
exchange rates (73% to 99%) for 23 trading partner of Pakistan. This percentage is
relatively low for three trading partners; Turkey (60%), Bangladesh (46%) and Saudi
Arabia (36%). The exceptional case is UAE where almost all variation in the forecast
error variance of bilateral nominal exchange rate is explained by nominal shocks. This
result does not seem surprising because U.A.E. has been following fixed exchange rate
against U.S.A. over the entire sample showing very small changes without a small change
in U:A.E./U.S.A exchange rate. The forecast error variance decompositions for the
variations in the nominal exchange rate suggest that although real shocks account for
much of the movement in the nominal exchange rates of many countries, the nominal

shocks also play a sizeable role for few countries.
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Empirical Results

Table 5.2: Forecast Error Variance Decomposition of Real and Nominal Effective
Exchange Rates with 27 Trading Partners

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in REER _ Relative change in NEER
1-month 98.426 30.675

3-month 93.452 30.055

6-month 93.12% 30.037

12-month 93.127 30.036

18-month 93.127 30.036

24-month 93.127 30.036

Real and Nominal Exchange Rates with Bangladesh

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 87.186 46.881

3-month 75.438 47.907

6-month 74.978 47.930

12-month 74.973 47.930

18-month 74.973 47.930

24-month 74.973 47.930

Real and Nominal Exchange Rates with Belgium

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.972 91.699

3-month 99.965 91.680

6-month 99.964 91.679

12-month 99.964 91.679

18-month 09.964 91.679

24-month 99.964 91.679
Real and Nominal Exchange Rates with Canada

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.999 84.324
3-month 99.998 84.068
6-month 99.998 84.065

12-month 99.998 84.065

18-month 99.998 84.065
24-month 99.998 84.065
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Real and Nominal Exchange Rates with China

Empirical Results

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
{-month 98.533 96.319
3-month 97.878 93.960
6-month 97.869 93,933
12-month 97.868 03.932
18-month 07.868 93.932
97.868 93.932

24-month

Real and Nominal Exchange Rates with Denmark

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.992 87.752

3-month 99.990 88.343

6-month 99,089 88.345

12-month 99.989 88.345

I 8-month 99,989 88.345

24-month 99,989 88.345

Real and Nominal Exchange Rates with France

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
I-month 99.959 89.550

3-month 99.950 89.777

6-month 99.949 89.780 -
12-month 99.949 89,780

18-month 99.949 89.780

24-month 99,949 89.780

Real and Nominal Exchange Rates with Germany

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.924 86.111

3-month 99.898 86.535

6-month 99.896 86.538

12-month 99.896 86.538

18-month 99.896 86.538

24-month 99.896 86.538
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Real and Nominal Exchange Rates with Hong Kong

Empirical Results

Forecast Relative Contribution of Real Shocksto =
Horizon Relative change in RER Relative change in NER
1-month 96.272 82.176

3-month 95.378 80.519

6-month 95.329 80.472

12-month 95.328 80.471

18-month 95.328 80.471

24-month 95,328 80.471

Real and Nominal Exchange Rates with India

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.958 81.584

3-month 99,939 80.975

6-month 99.938 80.973

I2-month 99.938 80.973

18-month 99.938 80.973

24-month 69.938 80.973

Real and Nominal Exchange Rates with Indonesia

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 97.647 88.547

3-month 97.244 88.978

6-month 97.146 88.969

12-month 97.145 88.968

18-month 97.145 88.968

24-month 97.145 88.968

Real and Nominal Exchange Rates with Iran

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 98.100 98.689

3-month 97.059 98.303

6-month 97.056 98.301

12-month 97.056 98.301

18-month 97.056 98.301

24-month 97.056 98.301
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Real and Nominal Exchange Rates with Italy

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.981 89.134

3-month 99.979 89.394

6-month 99.978 89.400

[2-month 99.978 89.400

18-month 99.978 89.400

24-month 99.978 89.400

Real and Nominal Exchange Rates with Japan

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
[-month 99.891 90.565

3-month 99.856 91.199

6-month 99.855 91.201

12-month 99.855 91.201

18-month 99.855 91.201

24-month 99.855 91,201

Real and Nominal Exchange Rates with Korea

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
I-month 99,998 90.996

3-month 99.997 92.071

6-month 99,997 92.094

12-month 99.997 92.094

18-month 99,997 92.094

24-month 99.997 92.094

Real and Nominal Exchange Rates with Kuwait

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 97.728 75.799

3-month 96.448 76.187

6-month 96.443 76.189

12-month 96.443 76.189

18-month 96.443 76.189

24-month 96.443 76.189
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Real and Nominal Exchange Rates with Malaysia

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.663 89.022

3-month 99.492 88.636

6-month 99.491 88.634

12-month 99.491 88.634

18-month 99.491 88.634

24-month 99.491 88.634

Real and Nominal Exchange Rates with Netherlands

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
l-month 99,728 81.958

3-month 99.597 82.624

6-month 99.596 82.628

12-month 99.596 82.628

18-month 99.596 82.628

24-month 99.596 82.628

Real and Nominal Exchange Rates with New Zealand

Forecast Relative Contribution of Real Shocks to
Horizon : Relative change in RER Relative change in NER
1-month 96.769 86.119

3-month 94.125 86.026

6-month 94.116 86.025

12-month 94.116 86.025

18-month 94.116 86.025

24-month 94.116 86.025

Real and Nominal Exchange Rates with Saudi Arabia

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 97.699 73.770

3-month 97.187 73.350

6-month 97.147 73.336

12-month 97.146 73.335 o
18-month 97.146 73.335

24-month 07.146 73.335
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Real and Nominal Exchange Rates with Singapore

Empirical Results

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 97.234 90.842

3-month 96.145 88.744

6-month 96.129 88.722

12-month 96.129 88.722

18-month 96.129 88.722

24-month 96.129 88.722

Real and Nominal Exchange Rates with Spain

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.334 81.479 -
3-month 99.224 82.839

6-month 99.209 82.851

12-month 99.208 82.850

18-month 99.208 82.850

24-month 99.208 82.850

Real and Nominal Exchange Rates with Sri Lanka

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.175 36.517
3-month 08.912 35.765
6-month 98.901 35.760
12-month 98.901 35.760
18-month 98.901 35.760
98.901 35.760

24-month

Real and Nominal Exchange Rates with Switzerland

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99,781 88.995

3-month 99.718 89.474

6-month 99.715 89.475

12-month 99.715 89.475

18-month 99.715 89.475

24-month 99.715 89.475
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Real and Nominal Exchange Rates with Turkey

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
I-month 07.447 60.302

3-month 97.528 57.705

6-month 97.322 57.324

12-month 97.308 57.326

18-month 97.307 57.327

24-month 97.307 57.327

Real and Nominal Exchange Rates with U.A.E

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
I-month 93.714 0.026

3-month 92.828 0.028

6-month 92.610 ' 0.029

12-month 92.608 : 0.029

18-month 92.608 0.029

24-month 92.608 0.029

Real and Nominal Exchange Rates with U.K.

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 99.775 87.644

3-month 99.717 88.495

6-month 99.714 88.499

12-month 99.714 88.499

18-month 99.714 88.499

24-month 99,714 88.499

Real and Nominal Exchange Rates with U.S.A.

Forecast Relative Contribution of Real Shocks to
Horizon Relative change in RER Relative change in NER
1-month 98.592 80.011

3-month 98.389 78.759

6-month 98.349 78.701

12-month 98.348 78.700

18-month 98.348 78.700

24-month 98.348 78.700
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5.3 ESTIMATION OF VOLATILITY

To estimate conditional volatility of real bilateral exchange rate, real effective
exchange rate and the permanent and transitory components of real bilateral exchange
rate and real effective exchange rate, the autoregressive process given by equation (17) is
estimated for cach adjusted absolute innovation series. The estimated values from cach of
these equations are used as conditional sténdard deviation or conditional volatility of the
relevant variable. In most of cases GARCH (1, 1) process is found to be the best
repreéentation of the conditional volatility in the fundamental component while ARCH(1)

best represented the transitory component. The results are reported in appendix C.

5.4 IMPACT OF PAK-US EXCHANGE RATE AND ITS VOLATILITY ON
OVERALL TRADE

Table 5.3 explains the impact of the volatility of real exchange rate (in terms of
rupees per US dollar) on the overall imports and exports of Pakistan. Looking first at the
overall performance of the estimated regression models as represented by equations’
diagnostics at the bottom part of Table 5.3, the R? statistics indicate that the estimated
import and export equations have high explanatory powers. The import equation explains
86 percent of variation in imports while export equation explains 92 percent variation in
exports. The regression F-statistics are- highly significant for both the equations,
indicating that the included variables are jointly significant in explaining the exports and
imports decisions. The Lagrange multiplier (LM) statistics indicate that both, the
equations are free from autocorrelation,

Next, we analyze the coefficient estimates of explanatory variables one by one.
First, we consider the variable of domestic output being measured by the index of
industrial production. The index of industrial production of Pakistan (Y) is used in import
demand function and aggregate index of industrial production {formed by industrial
production indices of 27 trade partners) is used in export supply equation of Pakistan.
These’indices are used as proxies of horﬁé and foreign countries’ income, respectively
because GDP data on monthly basis are not generally available. The coefficients of these
indices are positive, indicating that the improvement in economic activity at home

encourages import from foreign countries and improvement in the overali economic
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activity of our trade partner’s increases their demand for Pakistan’s exports. The
coefficient of these indices, though have theoretically consistent signs and are statistically
significant for exports but insignificant for imports. The data of Pakistan’s imports shows
that our imports remain high irrespective of the level of economic activity.

Table 5.3: Effect of Pak-US Real Exchange Rate and its Volatility on Overall Trade of Pakistan

Pakistan’s Imports Pakistan’s Exports

Variables {in logs) (in logs)
C 11.122* 10.896*
Log of domestic output Y (lagged) 0.001

(0.003)
Log of foreign output (lagged) 0.061

{0.845)

Log of RER with US dollar (lagged) -0.201 0.137

(-0.553) (0.281)
Volatility in RER (lagged) 17.306 16.871

(2.736)* (2.051 %>
AR(1) . 0.401 0.479

(7.444)* (8.691)*
ARQ2) ) 0.239 0.224

{4.255)* (3.796)*
AR(3) 0.327 0.266

(6.174)* (4.902)*
R’ 0.861 0.922
F 330.212 629.848
LM 2205 17.17

Note: ¥** ** ¥ indicate significance at 10%, 5% and 1% level, respectively.

| Coming now to the variable of real exchange rate (defined in terms of rupee per
US dollar), its coefficient in imports equation is negative, indicating that the depreciation
of rupee leads to a reduction in Pakistan’s demand for relatively expensive imports from
foreign countries. Its positive coefficient in exports equation shows that foreigners’
demand for Pakistan’s exports increases with depreciations of rupee. The signs of these
coefficients are consistent with economic theory but their t-values show that both these
coefficients are statistically insignificant.

Turning now to the volatility of real exchange rate, the results indicate that the
volatility in real exchange rate with US dollar has a statistically significant trade-
enhancing impact on both the aggregate imports and exports of Pakistan. These results
are consistent with theoretical findings of Frankel (1991) and De Grauwe (1988).
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Lastly, the coefficient of the autoregressive terms are highly significant with
positive sign indicating that the decisions of importers and exporters do not change
readily due to psychological, technological or institutional reasons.

Next we discuss Table 5.4 that explains the effect of disaggregated real exchange
rate volatility on the overall trade of Pakistan. We decomposed real exchange rate into its
components i.e., monetary or transitory component and real or permanent component.
The volatility of each part is measured separately using GARCH model and is included in
export and import equations as explanatory variables.

The regression diagnostics in last three lines of this Table indicate that both
import and export models seem to fit the data reasonably well with high values of R* and
F-statistics, implying high explanatory power of the model and joint significance of
included regressors in these models, respectively. Further, estimates of both the

regression equations are free of autocorrelation problem.

Table 5.4: Effect of Permanent and Temporary components of Pak-US Real Exchange
Rate and their Volatility on Overall Trade of Pakistan

Pakistan’s Imports Pakistan’s Exports

Variables (in logs) (in logs)
C _ 11.076* 10.728*
Log of domestic output Y (lagged) 0.004
(0.075)
Log of foreign output (lagged) 1.636
. (10.412)*
Log of permanent part of RER with US -0.206 0.627
dollar (lagged) (-2.322)** (2.613)*
Log of transitory part of RER with US -0.825 0.995
dollar (lagged) (-1.659)*** (1.66)***
Volatility in permanent part of RER (lagged) 22.608 0.172
(1.995)**+* (0.064)
Volatility in transitery part of RER (lagged) 8.784 -27.939
(1.716)*»* (-3.421)*
AR(1) 0.406 0.290
(7.522)* (5.952)*
ARQ2) 0.224
(3.910)*
AR(d) 0.331 0.437
(6.172)* (9.00)*
R’ 0.862 0.931
F 245.509 609.788
LM 12.04 11.98

Note: **#%: ¥* * indicate significance at 10%, 5% and 1% level, respectively.

o
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Now we look at the coefficient estimates one by one. Our results regarding the
impact of output are similar to those in Table 5.3. The expansion of economic activity at
home raises Pakistan’s import demand while expansion of economic activity in foreign
countries raises their demand for Pakistan’s exports. The effect of domestic output on
Pakistan’s imports is insignificant but the effect of foreign output on Pakistan’s exports is
significant.

An important improvement comes in our results when we consider the variable of
exchange rate. We have seen in Table 5.3 that this variable had theoretical consistent sign
but its coefficients in both the equations were statistically insignificant. In the present
case, however, when this variable is decomposed into its permanent and transitory parts,
both these parts have theoretical valid and statistical significant effects in both the import
demand and export supply equations. This shows that it is not just the change in
Pakistan/US exchange rate that affects the decisions of traders but it is the nature of
change i.e., permanent and transitory, in exchange rate that alters their decisions.

Now, we look at the impact of volatility of real exchange rate on Pakistan’s trade.
The results show a trade enhancing impact of both the permanent and transitory parts of
volatility in real exchange rate on Pakistan imports. The export function shows that the
volatility of real component of real exchange rate has an insignificant effect on e';pbrts
but the volatility of nominal component has a significant negative effect on Pakistan’s
exports.

Lastly, the significant positive coefficients of lagged imports and exports in

relevant equations show inertia in the decision making of traders.

5.5 | IMPACT OF REAL EFFECTIVE EXCHANGE RATE AND ITS
VOLATILITY ON OVERALL TRADE

In Table 5.5, we incorporate real effective exchange rate (as a proxy for a measure
of external competitiveness) and its volatility in both import and export functions of
Pakistan. The overall performance of both the import and export equations is good when
we look at R-square and F-statistics. Further, there is no problem of autocorrelation in

both the estimated equations.
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Now coming to the coefficients of regressors, the variable of industrial production
has a positive and significant effect on exports while its impact on imports is positive but
insignificant.

The coefficients of real effective exchange rate indicate that the depreciation of
home currency relative to its trading partners encourages Pakistan’s exports and
discourages its imports. Both the coefficients are statistically significant with the t-values
of -1.656 in imports equation and 3.308 in exports equation. So, improvement in external

competitiveness of our home currency promotes the overall trade of Pakistan,

Table 5.5: Effect of Real Effective Exchange Rate and its Volatility on Overall Trade of
Pakistan '

Pakistan’s Imports Pakistan’s Exports
VYariables (in logs) (in logs)
C 10.935* 10.720*
Log of domestic output Y (Iagged) 0.002
(0.053)
Log of foreign output (lagged) 1.674
(11.061)*
Log of REER (lagged) -0.396 0.719
(-1.656)**+* (3.308)*
Volatility in REER (lagged) 33.22 12.676
(0.836) (0.262)
AR(1) 0.410 0.294
(7.598) (5.998)
AR(2) 0.225
(3.929)*
AR() 0.310 0.397
(5.858)* (8.190)*
R 0.859 0.928
F 324.225 845.494
LM 32.15 51.96

Note: *** *% * indicate significance at 10%, 5% and 1% level, respectively.

 The effect of volatility in real effective exchange rate is positive but insignificant
in both the imports and exports equations. This insignificant effect may be due to the
‘aggregation-bias’ because a country’s bilateral trade flows may produce offsetting
positive and negative effects that cancel each other out at the aggregate level. Thus a
bilateral study may provide a more accurate analysis, as it will evaluate a bilateral

exchange rate, which is the rate that is actually used by exporters and importers. Hence,
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we will perform bilateral analysis of exports and imports of each of its 27 trading
partners. |

The autoregressive terms in the above estimated equation are highly significant
with positive coefficients indicating gradual and persistent changes in the behavior of
importers and exporters.

After analyzing the impact of real effective exchange rate and its volatility on
Pakistan’s trade, we incorporate real effective exchange rate and its volatility in terms of
its components in Table 5.6. The overall performance of estimated regressions remains
good showing high explanatory power of the model (in terms of high R?) and joint
significance of the estimated regressions (as shown by high F values). Further regression
residuals are free from serial correlation.

The regression coefficients of oﬁtput variable again obtain similar results as in
above three tables that expansion in the economies of trading partners raises their demand
for Pakistani products but economic expansion at home has no effect on Pakistan’s
demand for foreign products.

Further, both the components of real effective exchange rate indicate that an
improvement in external competitiveness of Pak rupee improves its trade balance by
encouraging its exports and discouraging its imports. Both the permanent and transitory
parts have statistically significant coefficients consistent with economic rationale.

~ Morcover, the volatility of components of real effective exchange rate does not
change our conclusions obtained on the basis of our results in Table 5.5 that the
aggregation of trade flows with different trade partners leads to counterbalancing
negative and positive effects of volatility on trade, leading to an insignificant impact of
exchange volatility on trade flows. So it again shows the need to carry out bilateral
analysis of the relationship of trade with exchange rate volatility.

Statistically significant and positive autoregressive terms indicate the lag in
response of traders. This lag may be due to the habit persistence of customers or

technological and institutional reasons.
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Table 5.6: Effect of Permanent and Transitory components of Real Effective Exchange

Rate and their Volatility en Overall Trade of Pakistan

Pakistan’s Imports Pakistan’s Exports
Variables {in logs) {in logs)
C 11.014* 11.376*
Log of domestic output Y 0.005
(lagged) (0.010)
Log of foreign output (lagged) : 2.264
_ , (4.251)*
Log of permanent part of -0.655 0.786
REER (lagged) (-2.682)* (2.431)*+
Log of transitory part of -0.923 0.992
REER (lagged) (-2.244)** (1.706)***
Volatility in permanent part of 3.324 0.221
REER (lagged) (1.098) (0.551)
Volatility in transitory part of -5.035 -0.285
REER (lagged) (-1.114) (-0.544)
AR(Y) 0.375 6.553
(6.941)* (9.318)* -
AR(2) 0.261 0.159
(4.672)* (2.362)**
AR(3) 0.339 0.273
(6.323)* {4.869)*
R’ 0.867 0.926
F 256.685 494.673
LM 9.03 10.97

Note: *** ** * indicate significance at 10%, 5% and 1% level, respectively.

5.6 . IMPACT OF REAL BILATERAL EXCHANGE RATE AND ITS
VOLATILITY ON BILATERAL IMPORT OF PAKISTAN

In Table 5.7 bilateral import functions with 27 trade partners are presented. The
overall performance of the estimated bilateral import functions seems satisfactory in
terms of explanatory powers of the models and joint significance of included explanatory
variables. Further, the estimated models are free from the problem of autocorrelation.

Now coming to coefficient estimates of explanatory variables, we first look at the
coefficient estimates of domestic output. The industrial production index of Pakistan is
used as proxy of domestic output as GDP data are not available on monthly basis. The
results indicate that in 15 out of 27 regression equations this variable has significant
positive effect, implying encouragement of imports with improvement of economic
activity. These 15 trade partners are Bangladesh, Canada, China, France, Germany, Hong
Kong, India, Iran, Italy, Kuwait, Netherlands, New Zealand, Singapore, Spain and U.A.E.
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Out of these countries China, Germany, Italy, Kuwait, Singapore, and U.A.E. acquire an
important position among the major suppliers of imports to Pakistan (see Table 4.2).

Bangladesh, China, India and Iran are among our neighbors countries. This result
affirms the global pattern of trade that one trades most with one’s neighbors due to a
number of reasons. The transportation costs between neighbors are bound to be lower
than when countries are further away. Tastes and life styles are also often not very
different and within geographical regions such cultural and social similarities are
accentuated, allowing for an exchange of products to take place. There are also the
economies of scale to be considered.

India acquires an important position as Pakistan’s trading partners irrespective of
the fact that India is seen by many as Pakistan’s greatest enemy. In economic terms it
makes complete sense. Even though, péace is the basic right of all citizens, trade is a
purely economic activity, which may have political and social consequence. Trade is
opportunistic for given equal conditions; firms and countries will conduct business with
whoever appears to have the better product, price or terms.

In linking trade with peace, those who want peace between India and Pakistan
misunderstand the nature and essence of both. Peace should be unconditional goal of both
countries and their citizens, while trade will follow largely economic logic and
arguments. If both complement each other, well and good; but it is a mistake to make
either binding or conditional on the other.

Next, we examine the impact of bilateral exchange rate with respective country on
the import demand of Pakistan. The impact of bilateral exchange rate is in general
insignificant (for 20 out of 27 cases) and it has theoretically inconsistent sign for some
trading partners, but wherever significant, it has theoretically consistent negative sign.
The .results indicate that the depreciation of rupee leads to a significant decrease in
relatively expensive imports from Belgium, Denmark, France, Germany, Korea, New
Zealand, and Switzerland.

In order to further investigate the impact of exchange rate variable, we

incorporate another measure of exchange rate. This variable is the real effective exchange
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Empirical Results

rate obtained by excluding the trading partner under consideration from the calculation of
real effective exchange rate. So this gives real effective exchange rate with the competing
countries. The included 26 partners comprise a set of countries which we can call the
‘third country’ according to the terminoloéy of three country mode! of international trade.
So, here we have three countries i.e. Pakistan, the country i.mder consideration and rest of
the world comprising of the remaining 26 trading partners. An increase in this real
effective exchange rate implies that imports from the exciuded country are relatively
cheaper as compared to the other 26 tradihg partners and using economic logic we should
import more from this country. This variable has positively significant coefficient for 16
out of 27 countries, indicating that as price increase in competing market, we import
more from the comparatively attractive country under consideration. This new variable
improves our results regarding the impact of real exchange rate.

- Next, we analyze the effect of real bilateral exchange rate volatility. Its
coefﬁcients indicate that this variable has a significant positive effect on Pakistan’s
imports from Indonesia, Korea, New Zealand and Switzerland, and has a significant
negative effect on imports from France, Hong Kong and Turkey. In general our
regression results show that our imports are insensitive to real bilateral exchange rate
volatility. Our major imports compriserf industrial and agricultural capital goods,
chemicals, oil products and it is by products, raw materials and food products. For most
of these items our import demand is inelastic and this inelasticity of import demand may
be a reason of insensitivity to exchange rate volatility.

A unique-event dummy for the duration of war in Kuwait is also included in our
import function for Kuwait and it shows a significant negative impact on import; from
Kuwait during this war time.

All the autoregressive terms are positive and statistically significant.

Next, we analyze Table 5.8, which shows bilateral import functions with
decomposition of real bilateral exchaﬁge rate and its volatility in terms of the
components. The regression diagnostics again indicate satisfactory performance of the

estimated import demand functions.

73



14

(" sanunuo))}

% -
95¢l $6'L L96 60°E1 Lrel 1£°81 656 £TL1 v691 W1
17661 70%°L9 $06°S€ 187'91 19v €1 §SE€°06T 865°61 698y I¥S'6l i
1£8°0 ZE9°0 9L40) T6T°0 ¥ST0 £68°0 9570 98+'0 $L7°0 A
+{£06°E)
€10 (v
278'6)  «(9£5E) H{9v0'1) £81°%) LL51°€) HPLb'Y)
020 661°0 €220 0£Z°0 9L1'0 692°0 @uv
6009 W(L61°0) «(5L7°8) «£12°9) +916'%) +(£9L°8) HL68Y)  W(TLe9) +H9L9°2)
12270 €00 19970 9870 €170 L8%°0 £VT0 6£€0 0510 (Dav
{pa33ep) L13unod
(b250) (LL10) (19z°0) »(TP1'T) (sy10) wea{€L9°T) LI 1) (186'0-) {0s1°0) o WA T Jo red
1881 9LL'O SEC - 95" 819'9- z50°'1 9860~ 990°¢- TTL0 Axopisueay jo ANHEOA
(pe23w) {nyuno>
(£970)  «(687T)  (68¥0)  (#9c0)  (682°0) (88¢1-) (238°0°) (¥65°0-) (8sT°0°) of T YA Jo ped
L8LT 1€1°¢- $66'1- LIFE- L6€'1 o £0¥'1- voc'1- ¥90°0- wausuLiad Jo Hnnsjop
L1285 (2907 w(bT1D) +++(969°1) (yov'0-) (10L0) #+(995°7) «(3¥0°9) {3LY9) (p233e)) Anyunod 1
£6€°E 0zl 1SE°1 6E0°1 9840~ A LYol pEL'E 1£2°C Suipnpxa YFAY Jo 0]
(pa33ep
(886°0-)  (LL9707)  +x«(859°1°) (8L¥°07) 22(6E€T)  aaal(SLOT7) (89570-) (zvyo-) (o10'1-) Anunod t s YA
1£8°¢- 998°0- 860°1- 1550~ $8%°Z- LIZT1- €I1T1- yLEO- 691°1- 3o ped Loysoen jo 3oy
: : (pa33ep)
(83L'0)  (65L°0°) #(L70°¢7) H9797)  sesl(589°17) {zot'1-) (zso'1-) oLz (1¥s°0-) Anunod 1 gium YAy
£6+0- 6170~ LET'T- 6ve1- 9501~ 959'0- 0L0- ¥i6'0 09€°0- Joyred jusuemiad jo 3oy
SPTTL) (36L° 1)  wax(S69°1)  axal206D) (zco'0) «(£0°€) ZELP) (z8¢0) ++(950°7) (pa33ey)
6L51 1S2°0 £61°0 ILT°0 500°0 SLEO 0960 140°0 Z0E'0 ndjmo ansawop jo 3o
0609 m v9's SY6'L 66€°9 9Ly S15'8 2665 £8L°9 L66Y o
ucH
eipu] duog - Aurwiran dueay L Wemua(] 1111]}g] EPEUED) umidlag  gysopejdueg
SAqQELIEA

(ura0j 3oy ur) :wrox f spacdury ueisiyeg

uelsiyeq Jo podur] [ri2)eig uo IDE0 A 1131) PUE J)¥Y ISUBYIXY Jeie(g jo s)uaucduio) Li0)Isuel] pue JUAUBULIJ Jo 133 :8'S QL

synsay poradury



bl

$L

{ " -senunuo)))

¥9°€T 08°Z1 LOp1 £9°01 1 Styl [AXA! 1€l 1£91 W1
$05°0¢€ 8EF 61 0bL'SE $56'9L 19¥°SL 1L7'8C 155°81 $0Z2°02 616'+31 L
2010 00£°0 9060 3890 $T9°0 8740 1620 80€°0 1$3°0 A
«(PL6°E) +(655°€) «(€€9°5)
0TZ0 8610 20£°0 (©uav
«(EvL°D) WL21°€) «(L20°9) «FT0'Y) «(89L°¢)
091°0 SLI'O $TE0 £22°0 07T o @uv
«(99L°6) +(18+°9) +(SL1°9) +(L5€E9) «(62L°6) «(L00) «(£87°6) «¥15°5) «(£90°8)
L8F0 ¥E0 65€°0 95€°0 80€°0 ¥zTO 162°0 $6T0 Tro (thav
{p?33e]) Anpunos
exe(€8L°1))  (8¥L°0) (s20°07) (890°0))  «+4+(859°1")  (8£1°0) {¥90°0) LLr0)  wun(959°1) of T NI Jo ped
£56'9- 06€L- L0T0 1260 10€°2 yES P 1£0°1- 6000 664°C Kioysued) Jo ANMEjop
(p»33e]) A1yunocd
(zLon) - (600°0-) (99¢°0-) (#80°07)  weelbLOD (17707) (960°0°) (L81°0°) (stro) of TIA AT jo Jied
7960 veg1- 6520~ €510 SEL'S 1550 ¥62°0 yitv 0 669°T yosusmaad yo Aynejop
+L15€°01-)
9ST'¥- Awmng
+{5£8°%) +(¥89°7) ++(566°1) (r38°0) HSL19) ++(981°7) (901°0) ++{(96£°7) (zos'1-) (pa33ep) Anunod t
€687 et 960°1 L6E'1 ' £L11 780°0 S€6°l 181 sutpnx2 YIAY jo 203
(pag3ep)
(6cT'1) (£€5°07) (9zT°0°) (89£07)  ++4(28917)  «ulbiv'T) (10€°0-) (685°0-) (3¥0°0) Anunod 1 s YA
Z10'1 s o- 15€°0- 2Lz TANE 9z9'1- 69€°0- 6€7°0 650°0 3o jaed Qoyisueay jo oy
(paddep)
w+(P10°77) {(999°0) (860°1-) (£9%°0") L) {(+99°0) ¥9z°0) (109°0) (650 Anunod 1 yym 4y
£28°0- 60€°0 LT8°0- s6v'1- £69°0- 981'0 1£1°0 1£0'0 €510 Jowred yuauruisad jo Sop
+05T1°€) (91p'1) (6cc0)  «+L86'1)  (0v0707) «+($1'D) (Log'1) (e (o) (pa33e))
8550 1070 9€0°0 1€L°0 £00°0- $90°0 $TTO 1£L°0 1o ndino ansawep jo 30f
v30'v £L9°9 63L°L 968'L SLTL SEr'8 Co0'L $75°9 669'9 o)
puejeaz
MIN  SPUEIYIIN BISAB[EJA yeany BAA0Y uedep Aleir uglj eisauopuj
SAQBLIB A

turod f spodwy ueysmeg

urispyed jo yrodur] je1ajepg uo Izejo A J13y) pUE a3ry a8UEIXY [E22)E[ig JO stuauodmo ) AT0)ISUEN | puE JUSUEULIA] JO 199))7 :8°S 2]4BL

Synsay pooridussy



9L

"A[2A1109d521 “JIAS] 840 PUB 946 ‘25T 18 90UBIJIUTIS SIIOUIP yap cx4 -4 DION

LSL1 9£'87 Ao 69°62 veLl SLEl w 10°01 LSS1 S9P1 2 |
1+TY1 68£°67 AR AR] £08°LT FIZOp 59v1 18c°€l 9£8°29 v6£'Z01 4
59T°0 85¥°0 99.°0 08€°0 50570 £62°0 69770 665°0 9pL°0 A

HL¥89) +(r8€°E)
9120 6810 {3} \4

+HE61°H) +(09L°€) +(829°5) «(£5€°F) +(801°9)
0£Z0 3120 S0£'0 120 e @Duv

+{505°9) +1£5°9) L11TP) L63F) HL6£T L) 257D ++{(F90°7) +(62€°9) +{215°9)
79¢°0 ¥9€£°0 £€T°0 §9Z°0 00 0 610 PILQ 3€€°0 $9€°0 (v
(pa33e]) Lnyuno>
+{(166'1-)  (580°0°) (c89°0-) (€200 (i) (6L10)  ++4(859'1) (s9t°0) (bzr'1-) of UNA T Jo ped
6481 9¢0'1~ 9£9°0- g6¥ 1~ 0SLb 80¥°7 ol¢e- 18T £59'9- Kioj1sueay Jo ANEEIOA
(pad3ep) Anyunod
w1Vl (£95°07) (g€z0-) «+{(PL0'T) +(687T) (Lvs o) (Tri0) (sv¥0°) (€62°07) of UM Y Jo ed
2z 8YE0- zL50- 910 9E6' - 660 oLl {id\s {87°0- usueuuad jo ApmEioA
(3£8°0) (635°0) «+(980°0) «(10°%) (9z¢'0) (9g0°0) »+(566°1) «(798°2) (LY D) (pa33ep) Lnunod ¢
8Z5°0 L6ED £6%°1 sTT 6870~ 1100 S£8°0 979't LIL] Suipnpxa YITYH Jo 301
(pa3dep)
(862°07) (62207 (139°0-) weslL1L19) #+(£9€T) (BYT 1) wan(8SL717) (6ov'0) (sot0-)  Anunod _rqim ¥y jo
LOY O~ LLS0- £20°1- $89°C- Lv9'T- 3€T1- 16¢'1- L09°0 £78°0- yed bs_szm h.w wq_w

pad3e
(oL5°07) (380°0°) (1zs'0-) (sv60-) ++{09%'T) «(569°1-) (9%9°0) (9£8°0) (p£L07)  ATpunod _1ynm Yy Jo
11€0 9£0°0- L1y o- £3€°0- wel- 8EV0- LS1°0 89¢°0 188°0- yed yuaueuraad jo 3oy
(ZL6'0) (1so wa(£S1°T) ++(F66°1) (£98°0-) (e5£°0) «(195°7) +(998°2) (855°0) (padsde)
0510 850°0 90 ¥0$°0 8E1°0 L£0°0 8¥T0 62€°0 $80°0 yndjnoe dyysawop jo 301
6678 $0L L 6508 1LLs LOTL 801°S 'S $96°9 8€¢'8 o]
BIqEIY
A 1] Mn AVN Aaang PUBMIZIMS  EYURTY LIS uredg arededmg pneg

So|qELIE A

(wroj Joy wr) :upa g syrodur] ueysyeJ

ue)sijeq jo prodwy jexajeng uo {ijueje s 112Y) pue ey adueyaxy jeLazeqyg jo syuduodwo;y L10)isurd | pUe JUIUBWIAF JO 13313 *§°S QLI

synsay paraduisy



Empirical Results

Our results regarding domestic output are similar to those in Table 5.7 that in
general (15 out of 27 cases) an improvement in domestic economic activity raises
domestic demand for imports.

The decomposition of real bilateral exchange rate into its components indicates
that permanent part of real bilateral exchange rate has a significant negative impact on
Pakistan’s imports from Belgium, Denmérk, France, Germany, Korea, New Zealand, Sri
Lanka and Switzerland and transitory part has significant negative effect on China,
Denmark, Germany, Japan, Korea, Spain, Turkey and Switzerland. Our conclusion of
general insignificant impact of real bilateral exchange rate on imports is still maintained
after this decomposition. -

Regarding real effective exchange rate with competing markets, we obtain
positively significant and theoretically consistent effect on imports from 18 countries,
implying that an improvement in relative competitiveness of a trading partner in internal
market induces its customers to import more from this country. For the remaining 9
countries this variable has no significant effect on bilateral imports.

Our general result about the insensitivity of Pakistan’s imports with respect to
bilateral exchange rate volatility is further strengthened by our results in Table 5.8. The
permanent part of bilateral exchange réte volatility in general has a negative effect (21
out of 27 cases) but this negative impact is significant only for Hong Kong, Switzerland
and Turkey. Its significant positive impact is observed for Korea and U.S.A.

The volatility of transitory comp,dnent of real bilateral exchange rate has a trade
depressing effect in 19 out of 27 cases but this negative effect is significant for only 6
countries i.e. Canada, France, Korea, New Zealand, Spain and U.S.A. A significant
positive effect of transitory part of bilateral exchange rate volatility is observed for China
and India.

Again like in Table 5.7, the unique-event dummy representing war period has a
significant negative impact on imports from Kuwait during this war time.

The positive significant autoregressive terms indicate gradual adjustment in
traders’ decisions. This may be due to contractual requirements, tastes or technological

reasons.

77



Empirical Results

57 IMPACT OF REAL BILATERAL EXCHANGE RATE AND ITS
VOLATILITY ON BILATERAL EXPORT OF PAKISTAN

Table 5.9 presents the export supply function of Pakistan for each of its 27 trading
partners, The overall performance of these export supply functions is relatively better
than the import demand functions, considering high explanatory power represented by
high R? values and high F-statistics for joint significance of the included variables.
Further, all exports functions are free from problem of autocorrelation. _

QOur first explanatory variable is foreign output. In each bilateral export supply
function the index of industrial production of foreign country is used as proxy for the
level of output of that country. The coefficient estimates indicate that this variable has a
significant positive effect for 14 out of 27 customers of Pakistan implying that economic
expansion raises demand for Pakistani products.

The coefficient of real bilateral exchange rate in these regression equation shows
that depreciation of Pak rupee encourages demand for relatively cheaper exports of
Pakistan. :

The coefficient of real effective exchange rate with competing markets
(exemplifying third country effect) indicates that Pakistan’s exports to 15 out of its 27
trading partners is reduced if the price in the competing markets decrease. That is,
Pakistan tends to reduce its exports to a country if the price in its other 26 trading
partners rises. '

The volatility of real bilateral exchange rate shows that this Qariable in general
has insignificant effect on exports. It has a significant trade depressing effect on 7
countrics: Canada, France, Hong Kong, Kuwait, Netherlands, Singapore and Sri Lanka.
Excluding France, Hong Kong and Netherlands the share of Pakistan’s exports with rest
of four countries is quite low. This result shows general insensitivity of Pakistan’s
exports to the volatility of relevant bilateral éxchange rates in bilateral export functions.
Particularly for all these major exporters of Pakistan our results indicate insignificant
impact of exchange rate volatility. The major customers of Pakistani products in
international market are United States, Germany, United Kingdom, Japan, United .Arab

Emirates and Saudi Arabia. The chief export items to these countries include cotton,
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Empirical Results

cotton yarn, raw cotton, rice, fish and fish preparations, leather and hides, sports and
surgical goods. Raw wool, tobacco, fruits and vegetables are also exported to some of
these countries (See Appendix D).

Thus, our export market appears to be the developed countries with well
developed financial markets. The main findings of Chit and Judge (2009) suggest that the
effect of exchange rate volatility on expotts is conditional on the level of financial sector
development: the more financially deveioped an economy, the less its exports are
adversely affected by exchange rate volatility. Financial sector development provides a
mechanism for firms to mitigate the effect of exchange rate volatility. Pakistan is a
developing country and level of its financial sector development is lagging behind the
level of financial sector’s development of its exporters. Our result seems contradictory
with the findings of Chit and Judge (2009).

Most of Pakistan’s exports belong to the category of homogeneous products and
this offers help to explain our results. According to Raucl (1999) higher exchange rate
volatility can be viewed as an increase in a type of transaction costs in international trade.
This, in turn may add noise to the price signal and hence make it more difficult and more
costly for buyers and sellers in the international market to find the right match for trading
goods. However, a given increase in search costs could play a different role in the overall
transaction cost for trade in homogeneous products verses differentiated products. For
homogeneous products such as wheat, cotton, rice, etc., an importer is not concerned with
who the producer is, as products are easily comparable and price is the primary decision
factor. On the other hand, heterogeneous products such as digital cameras or tennis shoes
tend to be ‘branded’ as there are additional characteristics other than price that would
affect importers purchase decision. For relatively more differentiated products, such as
machine tools, price would also not necessarily be the key factor affecting the purchase
decision. Raucl (1999) presented some evidence suggesting that a given increase in
transaction costs has a bigger negative effect on the volume of trade in differentiated
products than in homogeneous products. Though Raucl (1999) did not look into the effect
of exchange rate volatility on trade but the logic given by him implies that a given
increment in exchange rate volatility would dampen trade in differentiated products more

than trade in homogeneous products.
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| Broda and Romales (2003) contained a theoretical model that assumes this
difference on the effect of exchange rate volatility. The authors also reported some
evidence demonstrating that exchange rate volatility deters trade in differentiated
products more than trade in homogeneous products. Further Clark et al. (2004) also
presented the empirical evidence that exchange rate volatility in general discourages trade
but it affects differentiated products more than homogeneous products.

So we can conclude that the insignificant effect of exchange rate volatility on
Pakistan’s exports is mainly due to the homogeneous nature of most of our exports rather
than highly developed financial sector.

The behavior of our exports also shows the gradual changing behavior as
indicated by significant autoregressive terms.

Our results regarding the behavior of Pakistan’s exports are further strengthened
by our empirical findings presented in Table 5.10 that contains disaggregation of bilateral
exchange rates and their volatilities in their respective transitory and permanent
components. Apart from satisfactory performance of estimated export supply functions
(in térms of regression diagnostics R?, F;_statistics and Durbin Watson statistic, given in
the last three lines of Table 5.10) regression results regarding output of foreign country
indicate that an expansion of economic activity in foreign countries in general inc’rsases
their demand for Pakistan’s exports and this effect is significant for 14 out of 27 foreign
countries, The positively significant coefficient with India highlights the reality that trade
is mainly guided by economic rationale rather than sentiments.

The decomposition of real bilateral exchange rate into its components in each
export supply function implies that the permanent part of real bilateral exchange rate
shows significantly higher supply of relatively cheaper exports to 18 out of 27 foreign
customers. The transitory component has a significant positive effect on our exports to 13
foreign countries. Thus, with depreciation of rupee the general competitiveness of
Pakistan increases, which encourages its exports to foreigners.

The variable of real effective exchange rate against competing countries implies
that in 14 out of 27 export supply functions the loss of competitiveness of Pakistan’s
exports due to relatively higher prices reduces the demand for Pakistani products by

foreign countries.
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Empirical ReSults

The permanent part of volatility of real bilateral exchange rate has a significant trade
depressing impact on our exports to Canada, France, Iran, Singapore, Sri Lanka and trade
enhancing impact on exports to Switzerland and U.K. The transitory component of exchange
rate volatility in general has a trade depressing effect but this effect is significant for
Belgium, Canada, France, and Hong Kong only. These results again highlight that our
exports to a foreign country change little with volatility of its bilateral exchange rate. This
may be due to homogeneous nature of our export.

Further, due to contractual liabilities, preferences or technological factors the exports

are changing gradually over time,

5.8 RECAPITULATION AND MAIN CONCLUSION

In summary, our empirical results indicate the following: First, volatility in real
exchange rates arising from transitory components (shocks due to innovations in the
microstructure aspect of the foreign exchange market and/or policy innovations) have a
consistent negative (trade-depressing) effect on the volume of trade.

Second, the effect of the volatility :due to fundamental component of exchange rate on
the volume of trade is mixed (sometimes negative and sometimes positive) and is no-t
consistent across country pairs. Consistent differences between the effects of volatility on the
volume of bilateral trade due to the fundamental and the transitory components of exchange
rate could arise from differences in how traders view trading risks that arise from various
sources, and thus the arrangements they make in dealing with such risks.

For example, if traders view past volatility in exchange rates as largely driven by
shocks in the microstructure aspect of the foreign exchange market and/or policy shocks,
they 'imay refrain from hedging against exchange risk - a possible result of the speculation
that such shocks are transitory in nature, and, hence, reduce the amount of trade. On the othér
hand, if they view a larger proportion of past volatility as being due to shocks {changes) in
the fundamental elements driving the exchange rate process and perceive to be potentially
long-lasting, traders may (may not) engage in hedging activities to protect their revenue from
falling, and thus generate a rise (fall) of the volume of goods they are trading.

The third-country effects suggest that rest of the world (26 trading partners of

Pakistan excluding the country under consideration) serve as an alternate market for most of
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the bilateral country analysis of imports and exports. The inclusion of third-country exchange
rate effects measures substantially improves the explanation of trade. While the direction of
the effects of exchange rate volatility as measured by the variability of bilateral exchange
rates becomes somewhat less certain, the calculations strongly suggest that the third-country
effects are important determinants of the imports and exports levels under consideration.
Exclusion of these effects, therefore, will give rise to biased estimates its noted earlier by
Cushman (1986).

‘A In bilateral import analysis, the income elasticities are greater in bilateral equations of
Canada, India, Iran, Kuwait and New Zealand. While real exchange rate elasticities are
higher in Belgium, Canada, Denmark, France, Germany, Kuwait, Malaysia, New Zealand,
Saudi Arabia and Switzerland.

In bilateral export equations, income elasticities are high in China, India, Kuwait,
Netherland, USA, UAE and Srilanka. Exchange rate elasticities are higher with bilateral
export to Asian and developed countries. Pakistan need to be export more to Asian countries

and developed countries in order to export growth.
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CHAPTER 6
SUMMARY AND CONCLUSION

The purpose of this study has been to contribute to the relatively scant empirical
literature on the relationship of exchange rate volatility and trade flows in Pakistan. For
this purpose, we follow the approach of Barkoulas ef al. (2002) that the observed
differences in the effects of exchange rate volatility on trade can be attributed to the
causes of movements in exchange rate itself. In general, there are just two components of
exchange rate movement fundamental (permanent) and microstructure (transitory). To
analyze the impact of exchange rate volatility on the volume of trade, we decomposed
changes in the series of real bilateral exchange rate and real effective exchange ra(€ into-
their two components. This decomposition is obtained by using the technique of
Blanchard and Quah (1989), to decompose the changes in the series of real bilateral
exchange rate and real effective exchange rate into their transitory and permanent
components, And the volatility in each component is measured by GARCH process.

The study is based on the data of Pakistan’s 27 trading major partners over the
time span of July 1982 to December 2009. These trade partners on average cover 82.5%
of Pakistan’s total trade. There are two distinguishing features of this study. First, the
data used are of higher frequency (monthly) and are disaggregated at country level,
permitting reliable evaluation of the impact of volatility in exchange rate components
across different countries. Second, the reference countries are heterogeneous. The
heterogeneity of the sample countries allows the assessment of differences in the
responses of traders from different countries to uncertainties in exchange rates.

In order to analyze the impact of exchange volatility on the overall and bilateral
import demand and export supply of Pakistan with the included trading partners, the
methodology of Kenen and Rodrick (1986) and Gotur (1985) has been followed with
some modifications,

. The study has been innovative in terms of introducing the ‘third-country’ effect
by incorporating a real effective exchange rate obtained by excluding the reference

country from the calculation of real effective exchange rate. There is no other study in
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case of Pakistan that has formally analyzed this third country effect on the volume of
trade.

The result of variance decomposition shows that larger portions of the variations
in real effective exchange rate and real bilateral exchange rates are explained by real
shocks. This finding is consistent with earlier studies for other countries (Lastrapes, 1992;
Evans and Lothian, 1993; Clarida and Gali, 1994; Enders and Lee, 1997 etc.). The
contribution of real shocks in explaining the variations in nominal effective exchange rate
and nominal bilateral exchange rate is also quite high but we cannot ignore the role of
nominal shocks as it also explain a sizeable portion of variations in certain exchange rate
series.

The estimated overall imports and exports functions show that home and foreign
economic activities have positive impact on imports and exports of Pakistan respectively.
The bilateral analyses of import and export show the same results. This finding indicates
that the improvement in economic activity at home encourages import from foreign
countries and improvement in the economic activity in foreign countries increases their
demand for Pakistan’s exports.

The result indicates that exchange rate depreciation leads to a reduction in
Pakistan’s demand for relatively expensive imports from foreign countries. While its
positive sign in exﬁort equation shows that foreigners’ demand for Pakistan’s exports
increases with the depreciation of rupee. Both of these effects are statistically
insignificant, though consistent with economic theory. But when we decompose
exchange rate into its permanent and transitory components than it shows significant
results which point out that imports and exports are not only depend on change in
exchange rate but also on the nature of change i.e., permanent or transitory. When we use
real effective exchange rate in import and export equation, it produces significant and
theoretically consistent results regarding economic theory.

The volatility of exchange rate has a significant trade enhancing impact on the
overall import and export of Pakistan. The volatility in both the permanent and transitory
components of real exchange rate has trade enhancing impacts on Pakistan imports. The
export function shows that the volatility of real component of real exchange rate has an

insignificant effect on exports but volatility of nominal component has a significant
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negative effect on Pakistan’s exports. The volatility of real effective exchange rate has no
effect on overall imports and exports of Pakistan, and volatility of real effective exchange
rate components show the same results.

The bilateral exchange rate is in general found to be insignificant in explaining
variations in imports from most of the bountries, while the corresponding effects on
exports are mostly positive and signiﬁcant;

It follows from the results that ‘third country effect needs to be considered at
bilateral level. Bilateral equations without third-country effects will give rise to biased
estimates. ‘Third country effect’ positively effects to imports of underlying country while
negatively to exports of the country under consideration, implying that an improvement
in relative competitiveness of a trading paﬁner induces its customers to import more from
this country and export less to the underlying countries.

Another factor included in bilateral trade analysis is volatility of real bilateral
exchange rate. In general it shows that our imports and exports are insensitive to real
bilateral exchange rate volatility. For most of our imported goods, our demand is inelastic
and this inelasticity of import demand may be a reason of insensitivity of Pakistan’s
bilateral imports and exports to the volatility of real bilateral exchange rate. Our results
are cd.ntradictory to the findings of Chit apd Judge (2009) which shows that the effect of
exchange rate volatility on exports is conditiona! on the level of financial sector
development: the more financially developed an economy, the less its exports are
adversely affected by exchange rate volatility. The volatility of components of real
exchange rate provides the same resuits.

Given that shocks arising from the transitory components largely represent
temporary excursions of prices from the fundamental value of the currency under
consideration, consistently negative impacts of uncertainty due to these shocks on trade
volumes suggest that exchange rate movements that cannot be explained by changing
expectations about the underlying economic fundamentals lead to reduction in trade. This
implies that despite the heterogeneity in their decisions, many economic agents do not
seem to engage in hedging against exchange risk that is not attributed to the basic

economic fundamentals. Thus, an increase in uncertainty associated with exchange rate
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fluctuations believed to have been caused by changes in factors other than the economic
fundamentals lowers the volume of trade.

The results have two important implications. First, as discussed by Barkoulus et
al. (2002), exchange rate uncertainties emanating from different but closely related
sources namely the fundamentals and inndvations in the market microstructure or policy
shocks, have different effects on the volurhe of international trade flows. Second, traders
of most countries respond to uncertainties due to shocks in the transitory components of
the foreign exchange market or future policy changes by reducing the volume of frade.
The answer to why they respond differently to uncertainties arising from different
sources, however, calls for further empirical investigation.

A few policy implications that emerge from this study are discussed as follows:

Shocks because of fundamentals are mostly anticipated and there is no need to be
worty about it but there is need to consider the shocks of demand side (transitory shocks)
by following consistent monetary policy in which monetary policy should be anticipated.
If monetary policy is stable and consistent than the magnitude can be easily accessible by
which the real exchange rate volatility reduces trade and shocks are absorbable. Further,
there is need to adopt measure like regulation of financial market, portfolio
diversification, increase the banking system efficiency and use of hedging to control
volatility risk. More attention should be paid to promote trade within the regional block

SAARC and toward the foreign to minimize the cost and obtain gains from trade.
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APPENDIX A
In the two variable VAR (Vector Autoregression) case, we can let the time path of
one variable be affected by its own past realizations and the current and past realizations

of another variable and vice versa. Consider the simple bivariate system:

NEER, = a,, ~ a, REER, + f3, REER,_, + B,,NEER,_, +¢,, (2a)

Where, REER, be the real effective exchange rate and, NEER, be the nominal exchange
rate; and it is assumed that (1) Both REER, and NEER, are stationary; (2) ¢,, and &,
are white noise disturbances with standard deviations of ¢, and o, respectively; and (3)
£, aﬁd ¢, are uncorrelated white noise disturbances.

Equat'ions (1a) and (1b) constitute a first- order vector autoregression because the longest

lag length is unity. These equations are not reduced form equations, since REER, has a
contemporaneous effect on NEER, and NEER, has a contemporaneous effect on

REER, . We can write the above system of equations as follows:

Ax,= A, + 4, x,_, +¢,

Where
A =l: 1 an} X, =[REER:J, A4, =[a10]’ 4 ___[ﬂu ﬂn:l and &, =[3~}
a, 1 NEER, Ay B P £y

After premuliiplication by 4™, we can obtain VAR model in Standard form:

x, =B, +Byx,_, +e, (3a)
Where: B, = A7' 4,
B =44

e =47

f f
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For notational purposes, we can define b,, as element / of the vector B, b, as the element

in row i and column j of the matrix B, and e, as the element i of the vector e,. Using

these new notations, we can rewrite (1a) and (2a) in the equivalent form:

REER = by, + b ,REER,_ + b,NEER, , +e¢, (4a)

NEER, = by, + b, REER,_, +b,,NEER _, +e,, (5a)

=1
To distinguish between the systems represented by (12) and {2a) versus (4a) and (5a), the
first is called the structural VAR and the second is called a VAR in standard form. It is

important to note that the error terms (i.e. ¢, and e,, ) are composites of the two shocks

g, and ¢,,; since these are white-noise processes, it follows that both ¢ el and ¢ €2 have

.
st?

zero means, constant variances, and are individually serially uncorrelated.
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APPENDIX B

- 4]y, =e,
or  x,=A(L),_ +e,
- A(L)L]x, = 4, +e,
Denote the determinant of [1— 4(L)L by the expression D, the above equation can be

written as

[AREER] ] /D[I A (L)L A4,(L)L ] ':e,,:l

ANEER |~ AL 1-4,(0)L]|e,

or, by using the definitions of the A,.J.(L) we get

AREER] _ /D =Y a, () a, @) |[e,
ANEER | Sa, ) 1-Fa, ()L || ey,
where the summations run from £=0 to infinity.

Thus the solution for AREER, in terms of the current and lagged values of ¢, and e,, is

AREER = 1/D[1 - ian (k)L"“]e,, + I/D[i au(k)L“']ez, .
k=0

k=0

Replacing

€, = c”(O)S T 512(0)'92:
€y = CZI(O)EIA' +czz(0)52;

We get
argk = /0] 1- 32,2 e 0) o0k LY D] S ) e 01 0

Now the restriction that the £,, shocks has no long run effect on AREER, is
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I/D [1 - i a9y (k)Lhi]clz (O)Ey + I/D[i a4 (k)L*“:lczz (0)52: =0

[1 - gazz(k)L**'}c,z(0)+ [g a, (k)L“']c,z(O) =0
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Appendix D

APPENDIX D
MAIN EXPORT PRODUCTS OF PAKISTAN
The fnajor stuff of Pakistan exports are given in the following list:
1. Cb.tton

In export items of Pakistan cotton export is at the top of list. As exporters of cotton
products and cotton, Pakistan ranking is first in Asia while second in the world. Export of
raw cotton, cofton cloth and cotton yarn together contribute a large amount of the total
export earning of Pakistan. Karachi with the cotton growing hinterland has almost the

monopoly of the trade,
(a) Cotton Cloth

In ouf export list cotton fabrics are at the top. Every year we export a large quantity of
cotton cloth. Export of cotton cloth has gone higher enough as due to increased demand.
Some of the main buyers of cotton cloth are UK, U.S.., U.S.S8.R., Hong Kong, Japan,
Singapore, W. Germany and Sudan.

(b) Cotton Yarn

Another main export item of Pakistan is Cotton Yarn. Its export is growing every year.

Main buyers of Pakistani cotton yarn are Japan, UK, Hong Kong, W. Germany, U.S.A,,

Sri Lanka, and Burma.
(c) Raw Cotton

Pakistan produces excess quantity of best quality long staple American Upland Cotton
which is very much demanded all over the world. Important customers of our raw cotton
are UK., China, Japan, Hong Kong, Belgium, Indonesia, Italy, Singapore and
Bangladesh.
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2. Rice

Pakistan has emerged as one of the most important exporters of rice. In the previous years
rice was at the top of Pakistan export items but due to variation in the world market, its
demand has decreased. Pakistan exported best qualities like Basmati and Irri-6. We
exports rice to almost all the Gulf States and Middle Eastern, European, East Asian and

some African countries,

3. Carpets, Rugs and Mats

Pakistan exports very fine quality carpets (both hand and machine made) rugs and mats
and is earning a large amount of foreign exchange. Their demand is increasing due to
heavy competition in world’s market. U.S.A. is a chiel customer of Pakistani carpets,
rugs and mats. Other buyers are mostly European countries including France, UK., Italy,

Switzerland, W. Germany, Belgium etc.
4. Fish and Fish Preparations

Pakistan exports fish as fresh, canned and dried. Main customers of shrimps are Japan
and U.S.A. while canned fish locates its market mostly in W. Europe. Other main buyers
of Pakistani fish and fish preparation are Middle Eastern and South Asian countries

(especially Sri Lanka).
5. Leather and Hides

Pakistan produces a large amount of hides and skin. Export of hides and skin has gained
important markets Italy, Spain, Japan, France, China, Romania, and W. Germany etc. due

to leather industries in our country.

6. Synthetic Textile Products

LI

In various foreign countries Pakistani Synthetic Textile Products are very admired. The

main customers are Middle Eastern, African and South American countries.
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7. Petroleum Products

Pakistan has 3 oil refineries where a number of petroleum products are being produced by
importing crude petroleum. Some of the surplus products are exported to India, Turkey,

Sri Lanka, Singapore etc.
8. Sports Goods

Pakistan exporting sports goods to more than 100 countries mainly to France, W.

Germany, ltaly, UK., U.S.A,, etc.
9. Surgical Instruments

Pakistan exports surgical equipments to America, Canada, China, and Japan.

In addition the above pointed out items, Pakistan exports a large quantity of

miscellaneous items like raw wool, tobacco, fruits, vegetables etc. to different countries.
PAKISTAN MAJOR IMPORT ITEMS

Following are the chief import products of Pakistan:

1. Mineral Qil

In mineral oil requirements, Pakistan production does not meet its requirements. For to
full fill demands Pakistan import a bulky amount of mineral oil from different. We

import mineral oil from Iran, Saudi Arabia, U.A.E and other Middle East countries.
2. Machinery

For to meet the demands of different industries, Pakistan imports various kind of

machinery from Japan, U.S.A. and European countries.
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3. Edible Oil

Pakistan production of edible oil is not self sufficient. Even though the government has
taken various measures to enhance the production of oil seeds, but in spite of all these
etforts our country is still deficient in edible oil. So to meet the deficiency, we have to
import an enough amount of edible oil e.g. soybean oil from U.S.A. and palm oil from

Indonesia and Malaysia. i
4. Chemicals and Drugs

Pakistan has an agrarian economy, so spray of different chemical is necessary in order to
get higher vield. We import different kinds of drugs and chemicals from various
countries. Our main importer countries for chemicals and drugs are Japan, Germany,

U.S.A, UK, and other European countries.
5. Dyes and Colors

A various number of dyes and colors are used as raw material in different industries like
textile, inting etc. we imports different kinds of colors and dyes in order to meet the
demand of all these industries, These colors and dyes are mainly imported from Japan,
UK., and U.S.A. etc.

6. Tea

Pakistan is not self sufficient in tea production. This deficiency is removed by importing
huge amount of tea from various countries. Sri Lanka, Bangladesh, India and Kenya are

the main suppler of tea to Pakistan.
7. Electric Goods

We need various kinds of electrical goods. Qur electrical industries are not in the position
to meet our requirements of electrical goods. In order to full fill the demands we have to
import a large number of electric goods from Japan, S.A., UK. and other European

countries.
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8. Transport Equipments

Pakistan requires a various kinds of transport equipments such as buses, cars, rickshaws,
motorcycles etc. Due to their high enough demand they are imported from Japan, Italy

and other countries.
9. Paper and Paper Products

A large amount of news print paper and other kinds of paper are imported from Canada,
Japan, Sweden, and U.S.A. etc. Before 1971, our requirements were fulfilled from
eastern wing as we had a number of paper mills in that part. Yet, after 1971 some paper
mills were set up in the western wing but they are still deficient in paper especially in

paper for newspaper industry.
DIRECTION OF TRADE

The worlLMide attention of Pakistan’s trade can be generally classified to the following

main groups of countries:
1. West European Countries

Beligium, France, W. Germany, Netherlands U.K., and other Scandinavian countries are
included in West European countries. These countries are chief customers of Pakistan
export goods e.g. cotton cloth, carpets, rugs, sports goods and many other items and we
import machines, electric goods, chemicals and various other items from these countries.
Our imports are larger in comparison than our exports to these countries so balance of

trade is in favour of these countries.
2. Middle East Countries

In this group Saudi Arabia, Iraq, U.A.E. and other Arab countries are included. These
countries are the top buyers of our export goods, such as rice, cotton cloth and various
other items while we import mineral oil and different other items from these countries.

Our export to these countries has declined to some extent due to oil crises and Iran-Iraq
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war, while our imports from these countries have increased enough. Therefore, due to

heavy imports from these countries, the balance of trade is in their favour.
3. Astan Countries

China, Hong Kong, Indonesia, Japan, Malaysia. Singapore, and various other countries
can be included in this group. The balance of trade goes in the favour of these countries
due to decreasing exp‘E)rts to these countries every year and increasing imports. Top buyer
of Pakistan exports among Asian countries are Japan. But we have to import large
amount of machinery, chemicals, transport equipments and various other items from
Japan. Moreover Japan we also do trade with others Asian countries, like we import palm

oil from Malaysia and Indonesia and Tea from Sri Lanka and Bangladesh.
4. North American Countries

The countries which are considered in this group are Canada, Mexico, U.S.A. and some
other countries. Pakistan exports to North American countries are not progressive, but we
import so many kinds of goods, such as machinery, electrical goods, soybean oil and our
armed forces and various other items requirements are also fulfilled from these countries.
Our imports are almost three times more than our exports. So due to all these

circumstances the balance of trade remains in favour of these countries.
3. R.C.D. Countries

Iran, Turkey and newly Independent Central Asian Republics namely Tajikistan,
Uzbekistan, Azerbaijan and Turkmenistan are included in this group. Pakistani exports to
- Turkey and Iran are quite enough. Although all these countries are trying to make their
balances of trade favorable, but in spite of various measures taken by the concerned
countries still Pakistan’s imports are greater than exports, so the balance of trade remains

to the favour of these countries.
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6. East European Countries

Eastern Europe such as Poland, U.S.S.R., Romania, Hungary, Yugoslavia, Greece and
others countries are includes in this group. We export large amount of our export goods
such as rice, cotton cloth, sports goods, carpets and various other items to these countries,
but our imports are comparatively less than our exports, so balance of trade is in favour

of our country.

Besides the above we do trade with so manv African, central and South American

countries and aiso the various Asian and QOceania countries.
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