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Abstract 
Multi-Protocol Label Switching is the best technique for efficient utilization of network 

resources, with a small overhead labels. The reliability features of Stream Control 

Transmission Protocol (SCTP) and traffic engineering (TE) procedure improves 

performance needs of real time data requirements that need heavy overheads in Internet 

Protocol (IP) based networks, MPLS based s e t ~ ~ p  has comparatively better Quality of 

Services (QoS) than the IP based systems. 

The Internet Protocol is the dominant protocol in computer networks today. MPLS adds 

the flavor of virtual circuits in computer networks. We have to evaluate the efficiency of 

two different version of Transmission Control Protocol i.e TCP Vegas, TCI' new Reno 

and new emerging transport protocol SCTP under MPLS technology. Average delay. 

throughput, channel wastage and average packet delivery are performance parameters 

before and after rerouting scenarios of FTP and CBR network traffic with variable 

bandwidth. The results showed that in scenario of delay TCP Vegas performs better with 

minimum average delay while in case of throughput, channel wastage and packet 

delivery SCTP perform better than other protocols used in this research. Results have 

been obtained through simulations over Network simulator. 

vii 



List of Figures 

Figure 1.1. MPLS label fom1at[2] .......................................................................... 3 
Figure 1.2. Position of LER and LSR[2] ........................................................... 1 
Figure 1.3. MPLS network domain [3] ................................................................ 6 
Figure 1.4. MPLS protocol stack[2] ....................................................................... 7 
Figure 1 . 5. TCP Three way handshaking[4] ........................................................... 9 
Figure 1.6. Internet protocol stack[9] ................................................................... I ?  
Figure 1.7. Four way handshaking process in SCTP[9] ..................................... 16 
Figure 1.8. SCTP packet format[9] ....................................................................... 17 

...................................................... Figure 4.1. Block diagram of implementation 31 
Figure 4.2. Proposed scenario of implementation ................................................ 33 
F i g ~ ~ r e  5.1. Simplified user's view of NS-2 [24] .................................................. 39 

........................................................ Figure 5.2. C++ and OTcl: The duality[24] 10  
Figure 5.3. NS-2 user interface [24] ..................................................................... 12 
Figure 6.1. Average delay with FTP traffic ........................................................ 54 
Figure 6.2. Throughput with FTP traffic ............................................................. 55 
Figure 6.3.Channel wastage with FTP traffic ................................................. 57 
Figure 6.4. Average delay with CBR traffic ........................................................ 58 
Figure 6.5. Throughput with CBR traffic ............................................................ 60 . . 
Figure 6.6.Channel wastage with CBR tratt~c ................................................... 61 

........................................... Figure 6.7. Average delay with rerouted FTP traffic 63 
Figure 6.8. Throughput with rerouted FTP traffic ............................................... 63 

....................................... Figure 6.9. Channel wastage with rerouted FTP traffic 66 
........................................ Figure 6.10. Average delay with rerouted CBR traffic 67 

Figure 6.1 1 . Throughput with rerouted CBR traffic .......................................... 69 
.................................... Figure 6.12. Channel wastage with rerouted CBR traffic 70 

Figure 6.1 3 . Packet delivery analysis with FTP traffic ........................................ 71 
....................................... Figure 6.14. Packet delivery analysis with CBR traffic 72 

viii 



List of Table 

Table 3.1. Current and proposed scenario ........................................................................ 78 
Table 3.2. Comparison among the transport protocols [9] ........................................... 29 
Table 4.1 Simulation parameters ...................................................................................... 34 
Table 6.1. Average delay with FTP traffic ..................................................................... 53 
Table 6.2. Throughput of with FTP traffic ..................................................................... 55 
Table 6.3.Channel wastage with FTP traffic ................................................................... 56 
Table 6.4. Average delay with CBR traffic ..................................................................... 58 
Table 6.5. Throughput with CBR traffic .......................................................................... 59 
Table 6.6.Channel wastage with CBR traffic .................................................................. 60 
Table 6.7. Average delay with rerouted FTP traffic ..................................................... 62 
Table 6.8. Throughput with rerouted FTP traffic ......................................................... 63 
Table 6.9. Channel wastage with rerouted FTP traffic ................................................ 65 
Table 6.10. Average delay with rerouted CBR traffic ..................................................... 66 
Table 6.1 1 . Throughput with rerouted CBR traffic ......................................................... 68 
Table 6.12. Channel wastage with rerouted CBR traffic ................................................. 69 



Table of Contents 

Contents Page # 

1 . Introduction ......................................................................................................... 1 . . 
1.1. Multi-Protocol Label swltch~ng ....................................................................... 2 

................................................................................ 1.1.1. MPLS functions 2 
..................................................................... 1.1.2. MPLS Class of Service 2 

1.1.3. MPLS Labels .............................................................................. 3 
1 .l . 3. l Label Assignment ............................................................... 3 
1.1.3.2 Label Creation Methods ...................................................... 4 

1.1.4. Label Switch Paths ............................................................................ 4 
1.1.5. Label Distribution Protocols ............................................................ 5 
1 . 1 . 6 .  Traffic Engineering ........................................................................... 5 

............................................................................. 1.1.7. MPLS Operations 6 
1 . 1 .8 . MPLS Protocol Stack Architecture .............................................. 7 . . 
1.1.9. MPLS Appl~cat~on ........................................................................... 8 

1.2. Transport Layer Protocols ................................................................................ 9 
1.2.1. Transn~ission Control Protocol .................................................... 9 
1.2.2. TCP Variants ................................................................................... I0 

................................................................. 1.2.2.1 TCPNewReno 10 
1.2.2.2 TCP Vegas ...................................................................... 10 

1.2.3. Stream Control Transmission Protocol ........................................... 12 
1 .2. 3.1 Limitations of TCP and UDP ............................................ I3 

............................................................ 1.2.3.2. SCTP in IP Stack 14 
1.2.3.3. Connection Setup in SCTP ............................................ I5 

.................................................................... 1.2.3.4. SCTP Packet 16 
1.3. Contribution of this Dissertation ................................................................... 17 . . .............................................................................. 1.4. Dissertation Organmttlon 18 

2 . Literature Survey ....................................................................................................... 19 
2.1. Previous Work ............................................................................................... 20 

.................................................................................. . 2.1 1. MPLS Survey 20 
............................................... 2.1.2. Performance of Transport Protocols 22 

.......................................... 2.1.3. Transport Protocols in MPLS Network 24 . . 
2.2. Lim~tations of Previous Work ....................................................................... 24 

3 .Requirement Analysis ........................................................................................... 26 
. . ........................................................................................ 3.1. Problem defin~t~on 27 

3.2. Proposed Work .............................................................................................. 27 
3.3. SCTP Features ............................................................................................... 28 

4 . System Design and Methodology .............................................................................. 30 
4.1. Simulation Architecture ................................................................................. 31 

................................................................................... 4.2 Simulation Topology 32 
-t * 4.3 Layered and Simulation Parameters ...................................................... -1-1 



4.3.1 Layered Parameters ......................................................................... 33 
4.3.2 Simulation Parameters ............................................................ 34 

4.4 Traffic Model ................................................................................................ 34 
...................................................................................... 4.5 Performance Metrics 34 

4.5.1. Throughput ..................................................................................... 34 
.............................................................................................. 4.5.2. Delay 35 . . .  ........................................................................ 4.5.3. Channel Ut~lizat~on 36 

5 . Implementation ................................................................................................. 37 
5.1. NS-2 Simulators ............................................................................................. 38 

5.1.1. TCL interpreter ............................................................................... 39 
............................................................. 5.1.2. Network Animator (NAM) 40 

................................................................................. 5.1.3. User Interface 41 
5.1.4 Trace Data Analyzers ...................................................................... 44 . . 5.2. Character~stlcs of NS-2 .................................................................................. 44 

5.3. Operating Systems for NS-2 .......................................................................... 45 
5.4. Potential Benefits ........................................................................................... 45 

. . .  
5.5. Llmltatlons ..................................................................................................... 46 

................................................................................... 5.6. Implementation Detail 46 

6 . Testing and Performance Evaluation ..................................................................... 52 
6.1. Source Configuration ..................................................................................... 53 
6.2. Simulation Results ......................................................................................... 53 

6.2.1 Case:l With FTP traffic ................................................................... 53 
6.2.1.1 Average delay ................................................................... 53 

........................................................................ 6.2.1.2 Throughput 54 
.............................................................. 6.2.1.3 Channel wastage 56 

6.2.2 Case:2 With CBR traffic .................................................................. 57 
6.2.2.1 Average delay ................................................................... 57 
6.2.2.2 Throughput ........................................................................ 59 

.............................................................. 6.2.2.3 Channel wastage 60 
.............................................. 6.2.3 Rerouting with FTP Traffic 62 

................................................................... 6.2.3.1 Average delay 62 
........................................................................ 6.2.3.2 Throughput 63 

.............................................................. 6.2.3.3 Channel wastage 65 
6.2.4 Rerouting with CBR traffic .............................................................. 66 

6.2.4.1 Average delay ................................................................. 66 
........................................................................ 6.2.4.2 Throughput 68 

.............................................................. 6.2.4.3 Channel wastage 69 
6.2.4.4 packet delivery analysis with FTP traffic ........................ 71 
6.2.4.5 packet delivery analysis with CBR traffic ....................... 72 



References .................................................................................................... 76 

Appendix A A1 

xii 



1 Introduction 



Chapter I Introduction 

Next generation Networks are progressively using the Multi-Protocol Label Switching 

technology as a source for creating the converged Networks. This makes available both 

the layer 2 and layer 3 properties. It minimizes the operational expenses of the network. 

MPLS uses IP based network control protocols that help in designing the IP-based 

networks. We want to examine the performance of Transport layer Protocols in the 

IP/MPLS network, and also hypothesis that transport protocols (TCP Reno and SCTP) 

perform better in this simulation environment than the other networks. 

1 . 1  Multi-Protocol Label Switching (MPLS) 

A framework that facilitates the effective routing, forwarding and switching of data 

streams through the network is called MPLS. It handles the issues related to data rate, 

reliability, scalability and quality of service of traffic in communication network. MPLS 

facilitate the bandwidth and service related issues of IP communication networks. It 

solved the issue related to scalability and routing. It is used to cany different types of 

traffics including IP packets, ATM, Synchronous Optical Network (SONET) and 

Ethernet frames. It is a technology which combines the network-layer routing with label- 

swapping model. 

1.1.1 MPLS Functions 

MPLS perform the following functions: 

It specified the mechanism used to handle the flow of data rates between different 

software applications and hardware systems. 

It is independent from data link and network layer. 

It represents the IP to a secured and fixed address. 

It facilitates the Asynchronous Transfer Mode, frame relay and IP protocols. 

It provides interfaces to routing protocols like RSVP, CR-LDP, OSPF, RSVP- 

Tunnel and BGP. 

1.1.2 MPLS Class of Service 

MPLS class of service enables network administrators to provide differentiation services 

(QoS) across an MPLS network, networking requirements can be fulfilled by defining the 
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detailed class of service for each packet by means of the priority bit in each packet. 

MPLS CoS provides the differentiated services: 

1.1.3 MPLS Labels 

A label provides a way on which data packets travel. A label existed in a MPLS shim 

with other fields and this shim lies between the link layer and network layer headers. The 

values of packets are used to search the adjoining routers by those routers who used as 

receiver. After assigning the label to the packet, the packet passes through the central 

point on label switching. 

Figure 1.1: MPLS Label Format [2] 

In the above figure each label values having the following fields. 

First filed contains the label that having a values of 20-bit. 

A 3-bit experimental bit, often used for Quality of Service or Class of Service in 

second field. 

Third filed of this header has one bit bottom of stack (BS) value. If it has a value, 

then it means it has the final value. 

Final value of this header is an eight bit value that represents the time to live 

fields. 

Link layer heoder 

1.1.3.1 Label assignment 

This process depends on the underlying standards. Those include 

Single network destination routing. 

Traffic Engineering 

Virtual Private Network 

MPLS shim Nelwork layer 
header 
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Quality of Service 

Multicasting 

1.1.3.2 Label Creation Methods 

There are number of ways to create the labels which are given as under. 

Topology based Method 

Traffic based Method 

Request based Method 

The request and topology based techniques show the behavior of connection of label 

control, while the methods of data traffic are related with data driven binding techniques. 

Label Edge Router is a router that works at the edge of the networks. The entry and exit 

point in MPLS network is called label edge router. Label edge routers have more than 

one port connected to different networks likewise ATM, Ethernet and Frame Relay. 

Position of label edge routers and label switch routers are given as under. 

LER LSR LSR LER 

Figure 1.2: Position of LER & LSR. [2] 

1.1.4 Label Switch Paths 

A path through which more than one label switch routers are communicate, called label 

switch router. MPLS provide the following two ways to setup a Label switch path. 

Hop by hop routing 

This required a technique that is identically used in IP networks 

Explicit routing. 
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Here the LSR with entry point specifies the path for ER-LSR traverse. Resource 

also keeps the QoS. 

For different reasons the label switched paths are designed by network administrators, 

such as to create IP VPN or to create router traffic along specified paths through network, 

At each node from source to destination, the label switch paths have a number of labels. 

There are a number of label distribution protocols used in MPLS environment such as 

Resource Reservation Protocol, and Constraint base Routing LDP and many more on 

routing protocols. Extensions of the base Label Distribution Protocol support explicit 

routing and for the purpose of explicit routing we use the CR-LDP. A number of 

techniques for the exchange of labels are introduced [ 2 ] .  

Label Distribution Protocol 

RSVP,CR-LDP 

Border Gateway Protocol (BGP)-external label. 

Protocol independent multicast (PIM). 

1.1.5 Label Distribution Protocol (LDP) 

The communication knowledge for the division of label binding to label switch router in 

MPLS environment done by the LDP[4]. This is used for the distribution of label binding 

information to Label Switch Routers in an MPLS network. The connections between two 

LSP are created among the LDP having equal standards in MPLS networks. There are 

following types of LDP messages that existed [2] 

Discovery messages. 

Session messages. 

Advertisement messages. 

Notification messages. 

1.1.6 Traffic Engineering 

Traffic engineering (TE) is a technique that improves the utilization of network resources 

by attempting to create a consistent traffic throughout network. The significant outcomes 

of this technique is the prevention of congestion on anyone path. It does not inevitably 

select the minimal path length between the two systems. Although the startinp and ending 
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node of the MPLS domain are same yet they have follow the different paths. In MPLS, 

traffic engineering is inherently provided using explicitly routed paths. The LSPs are 

created independently, by specifying different paths that are based on user defined 

policies. There are two approaches RSVP and CR-LDP are used to provide dynamic QoS 

and TE in MPLS networks [2]. 

1.1.7 MPLS Operations 

MPLS domain performs the following operations. This process shows the behavior of 

data packets travel through MPLS domain [2] .  

Create the table at each router. 

Create the Label and distribute it. 

Label Switch Path creation. 

Packet forwarding 

Label insertion or search the table. 

MPLS Dornoin 

Figure 1.3: MPLS Network Domain [3] 

Figurel.3 shows that node0, nodel, node9 and node10 are the IP nodes and other nodes . 

(LSR2, LSR3, LSR4, LSRS, LSR6, LSR7, and LSR8) are MPLS nodes. SrO agent is 

attached with node0 that sends data packets towards agent dstO attached with the node9, 

while the nodel has srcl agent that sends data towards agent dstl attached with the 
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nodelo. Due to the packet forwarding techniques, data is travel on the shortest path from 

srcO to LSR 2-5-6-7 and packets are passed from srcl to dstl through LSR2-3-4-8 [3]. 

All the data is not transferred along the same path in MPLS when the source system 

pushes its data traffic towards destination. It has limited property of MPLS that without 

mentioning the middle way routers; it can easily control the data packet path. This can be 

done by making the cavities through middle layer routers that can consist of more that 

one segments. This idea is used in furnishing virtual private networks (VPN) of MPLS. 

1.1.8 MPLS Protocol Stack Architecture 

These components can be divided into the following parts [2]. 

Network routing protocols. 

The label switching network. 

The layer edge forwarding networks. 

The signaling protocol for distribution of label. 

Label schematics and granularities. 

Compatibilities with many data link layer forwarding, like, Point to Point, Frame 

relay and ATM. 

Traffic engineering. 

rout in^ LDP 

IP Fwd 

t l l  
PHY 

Figure 1.4: MPLS Protocol Stack [2]. 
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Figure 2.4 shows the protocols that used in MPLS n~anipulation operations. The 

routing prototype may be used border gateway protocols (BGP), open shortest path 

first (OSPF) and asynchronous transmission mode (ATM). For reliable data 

transmission from one label switch (LSR) to other, the label distribution protocol 

(LDP) prototype uses the TCP. It also created the label information base (LIB) table. 

The LDP uses user datagram protocol (UDP) for discovery phase of operation. The IP 

forwarding looks the adjoining hop by making coniparison of largest physical 

locations in table. The MPLS fwd unit makes a comparison of an outgoing port with n 

label. The layer in boxes with arrow lines may be implemented in hardware for 

effective and quick operations [2]. 

1.1.9 MPLS Applications 

MPLS is a newer area in the switching network. It provides the following application [2]. 

MPLS strengthen the packet switching and forwarding efficiency in a network. 

o it strengthens the performance of the network by enabling the routing and 

switching at wireless access rates. 

o MPLS improves the packet delivery by using the layer-2 switching domain. 

o It gives the permission for easy to implement. 

It maintain the CoS and QoS for service differentiation. 

o It combines the distribution for explicit and constraint based routing. 

o TE has been used by the MPLS to establish the path setup and service 

securities. 

MPLS support scalability of network. 

o It must be used to ignore the layer 2 overlay counected with meshed IP- 

ATM networks. 

MPLS integrate the Asynchronous Transfer Mode and Internet Protocol in the 

network. 

o It can be efficiently uses ATh1 switch hardnare, by joining the two separate 

domains. 

o It provides a connection between access IP and core ATM networks. 

- -- -- - 
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o MPLS helps to build an expandable VPN with traffic engineering 

capability. 

o it facilitates IP over SONET integration in optical switching Networks. 

1.2 Transport Layer Protocols 

Transport layer provides the three protocols; we want to uses SCTP (Stream Control 

Transmission Protocol) and TCP variant new Reno. We have chosen the SCTP for 

several reasons. First it is developed for time critical applications and also it has the 

capability to replace both the TCP and UDP because i t  has many more features that are 

not found in both these protocols. SCTP is reliable Transport Protocol to transmit SS7 

signaling message on IP based networks. TCP is byte oriented while the SCTP is 

message oriented. In TCP all the data is transmitted in the form of bytes while in SCTP 

the data is treated in the forms of blocks. We also hypothesize that TCP New Reno 

performs better that other TCP Variants (Reno, Tahoe, Vegas) that previously worked. 

1.2.1 Transmission Control Protocol (TCP) 

The Transmission Control Protocol standard is defined in the RFC Standard 793 by the 

IETF. The three-way handshake i n  TCP is a method used to establish and turn down 

network opened connections. This handshaking technique is called 3-way handshake or 

more efficiently called SYN, SYN-ACK, and ACK. Figure 1.5 shows the three way 

handshaking communication between the sender and receiver. 

Time HoslA HoslB 

Send SYN Sep=x 

Receive SYN+ACK 
v 

in the Network 

:I:-::' Receive SYN 

SendSYN 
Seq=y,ACK x+l 

hce ive  ACK 
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Figure 1.5: TCP Three way handshaking [4] 

1.2.2 TCP Variants 

r TCP has a number of variants but we only discuss two of them, those are given as under. 

1.2.2.1 TCP New Reno 

TCP Reno's fast recovery and retransmit algorithms are well organized in dealing with 

the congestion packet drop. It does not care if just one packet is lost in a congestion 

window. In case of multiple packets drop, TCP Reno will retransmit the first packet for 

which it got the duplicate acknowledge from destination side, but then it will close the 

Fast Recovery phase. After knowing that there is more drop packets, TCP Reno wills 

again go to fast recovery state. The constantly restarting of the Fast Recovery state affects 

the performance of this protocol. 

TCP New Reno tries to fix the problem by residing in the Fast Recovery stage until there 

are excellent dropped packets. That fact is known by the reception of the partial 

acknowledge. Partial Acknowledgement is the acknowledge to the first packet resend to 
i 

the Fast Recovery phase that has not informed that all the packets were sends earlier to 

the Fast Recovery phase. This implies that the resend packets were not the only packet 

lost in that window. TCP New Reno resides in the Fast Recovery as long as partial 

acknowledgements are accepted. 

1.2.2.2 TCP Vcgns 

TCP Vegas is a TCP algorithm that handles the network congestion by working on the 

packet delay and not on the packet losses. TCP congestion control algorithm includes the 

three mechanisms like Slow Start, Congestion Avoidance and Fast Retransmit. According 

to previous research that TCP Vegas has higher throughput values than the TCP Reno, 

which currently used in internet today. Therefore the researcher's emphasizes on the TCP 

Vegas to be implemented in working environment as compared to other versions of 

Transmission Control Protocol. 

The congestion Avoidance algorithm of TCP Vegas depends on following parameters and 

their calculations. First we find out the Expected throughput values by dividing the 

congestion window with Base round trip time. 

Perforniance Evaluation of Transport Protocols in IP/MPLS Nehvorks 10 
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Expected =CWNDBaseRTT 

tlci-c CWND represents the congestion window size while the BaseRTT is the initial 

calculated Round Trip Time value. 

After this we find out the actual throughput value by dividing the congestion window 

with round trip time. 

Actual= C WNDRTT 

Here CWND represents the congestion window size while the RTT is the value of 

component informed during the last Round Trip Time value. 

Now we have to calculate the difference of these values by 

Diff = (Expected -Actual) * Base RTT 

If the difference is less than a threshold value a this congestion window goes to 

increased. If the difference is a less is greater threshold P then we says that the congestion 

window going to be decreased. Other wise there is no change in threshold values. The 

above mentioned process is used to arrange the values are given as under: 

The problem with the TCP Reno's congestion avoidance algorithm is that i t  leave gaps 

for other connections to be survived but the TCP Vegas is very sensitive in this case that 

it tries to fill up these spaces and not leave them for wastage. 

I t  is a need to produce the quality of fairness between the TCP Vegas and TCP Reno for 

implementation of TCP Vegas in real world network scenarios. 

1.2.3 Stream Control Transmission Protocol (SCTP) 
Stream control Transmission Protocol (SCTP) improves upon TCP and UDP by 

combining the components of each. It is a protocol for transporting of public switching 

telephone network (PSTN) signals over an internet protocol. The developers of protocols 
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say that Stream Control Transmission Protocol is probably used for larger scenarios, 

sincluding data multi-streaming; there was not any requirement of the Transmission 

Control Protocol. This protocol has connectional and reliability features that enables 

reliable data transfer over IP-based networks that provides many properties of 

Transmission Control Protocol such as sequencing and fragmentation. Stream Control 

Transmission Protocol ejects many of the running cost includes in TCP, in this response 

the factol- of delays is arises. It also affords the facility of many more aspects that 

strengthen its transportation [8]. 

SCTP is considered as a bridge between the SCTP user application and a co~ectionless 

packet network of IP. Stream Control Transmission Control Protocol facilitates many 

basic features for its one end point to other one. SCTP also provides additional features as 

compared to TCP. SCTP detects the data corruption, data lost and data redundancy, and 

uses the selected retransmit data to correct the corrupted or lost data. 

In an Internet Protocol stack, TCP, UDP and SCTP exist with many other transport layer 

protocols. The said protocol facilitates all properties that already existed in the user 

data_cram protocol and the transmission control protocol. SCTP minimizes many 

deficiencies exhibited in transmission control protocol and it takes the best properties 

in~plen~ented in user datagram protocol (UDP). 

SCTP provides the following features: 

It provides application protocol data unit bundling and fragmentation. 

SCTP reduces the delay by transmission of data into more than one data streams. 

It also notifies non-redundant and error free data transfer. 

SCTP provides the both ordered and unordered and full duplex data transmission. 

It supports the explicit congestion notification. 

It provides the facilities of multi-streaming and multi-homing that are not existed in 

TCP and UDP. 

It makes better the disadvantage of SYN-flooding. 

It sives the facility of path MTU discovery. 

SCTP also includes many more features, like packet sequence numbers, checksum and 

selectively data resending, loss of data, data corruption detection, and of its duplication. 
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SCTP enables the communication of two endpoints to reduce Synclironous-flooding 

attacks, and to recognize unnecessary data packets. It also provides many congestion 

avoidance mechanisms to overcome data reduction in a changeable scenario. It provides 

the proper data correction mechanisms to escape non essential data transmission 

retransmission [9 ] .  

1.2.3.1 Limitations of TCP and UDP 

Transmission control and user datagram protocols are used as protocol of network layer. 

But the data com~nunication services provided by them are deficient to meet the needs of 

larze area of technological applications, for example the telecommunication and 

multimedia applications. They need a healthy protocol that facilitates the reliability of 

TCP and flexibility of UDP, for transmission of data between source and destination. 

There are following liniitations exist in TCP: 

Sequential Data Transmission: TCP gives reliability of data transfer, but the data is 

transferred in sequential form. Many applications also require reliable and non sequential 

transportation of data. Although some applications require not a full ordering of data yet 

the ordeted data is only handled in  the inner small parts of data. In addition, a problem is 

created by sending the data from different sources for one destination, in this situation the 

data is transmitted only from one source while the data from other sources is blocked and 

creates the Head of line blocking. This problem is solved by the virtual output queues by 

creating the virtual data travel paths. 

Transmission of data in Streams: TCP transmits data in the form of streams. To 

describe their messages the applications add their marking of records. For the assurance 

of data delivery in specified the application uses PUSH flag in data packet. 

Connection Oriented Nature: It is a connection oriented protocol; every system in 

protocol has a NIC, for the creation of an association between two systems. If the 

connection is disconnected, data beconies unavailable until the host will reconnect. 

SYN Flood Attacks: Another disadvantaged of TCP is that it is defenseless to DoS 

attacks. These attacks occur by the sending the data packets by malevolent system with a 

fake address and it forwarded multiple TCP SYN information to the accused system. In 

p~ 
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these attacks every time the accused host received a new synchronous flood packet. At 

last a situation come when the stack is full with these fake SYN packets and at this the 

system cannot in the condition to handle the genuine SYN packets. 

Following are the limitations exist in User Data Protocol: 

Unreliable Data Transfer: Due to connectionless property the UDP has no reliability 

of data transfer in his connection; there is no guarantee that packet has reached his 

respected destination. 

Absence of Congestion Control: For the path congestion detection there is not any 

congestion control algorithm existed in UDP. Due to this a multitude data packets 30 into 

an already congested network. This responds data in the forn~ of destruction. 

-The execution of UDP causes additional overhead and problems in the applications, 

when accurate instructions of data certainty are effectuation in application. 

1.2.3.2 SCTP in IP Stack 

An IP stack comprised of several layers with the performance of their distinctive 

operations. The IP stack is consists of the given below layers of IP stack with their 

functionality, 
SIP. RDDP. 
Diarneler, 
SIGTRAN 

, --JiZpt Tronrporl Loyer 

Phpcol Loyer I' 
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Figure 1.6: Internet protocol stack [9] 

An IP stack comprised of several layers and each layer perform distinctive operations. 

Following are the layers in IP stack and their operations: 

Physical layer: This solves the issues related to physically data transmission on the 

network devices. 

Data link layer: It handles the issues related to data exchanged over devices. The 

detection and removal of wrongness faced by the physical layer is also the responsibility 

of this layer. 

Network layer: In this layer IP is used as routing protocol at when the data is 

transmitted from sender to receiver in the network 

Transport layer: This layer facilitates delivery of data between senders to receiver 

system with the help of services used in the network layer. The said layer has two 

important protocols, the TCP and the UDP and SCTP. As we know previously TCP 

provides sequential and accurate data transmission through flow control and en-or 

recovery methods, while UDP is a connectionless and message oriented protocol. SCTP 

is also used as data transmission protocol. 

Application Layer: This layer enables the application programs to transmit data on 

network through an interface provided by this layer. Socket layer is used as an interface 

to con.espond with the transport layer. 

1.2.3.3 Connection Setup in SCTP 

The transport layer protocol like transmission control protocol and stream control 

transn~ission protocol start a new connection with a handshake process. TCP uses a three- 

way while SCTP uses a four-way handshake process for the creation of new connection. 

1. In this process system A starts a connection by sending an initial data intimation the 

system B. 

Performonce Evalualion of Transport Protocols in IP/A4PLS Nehvorks 15 



Chapter I Introduction 

Figure 1.7: Four way handshake process in SCTP [9 ] .  

2. System B response with acknowledge of his init message. Here is a cookie field that 

has a timestamp to avoid playback attacks using old cookies and signature for 

authenticity. So the connection is established for communication between two systems. 

3. To overcome this delay process, SCTP allows to interchangins of data in the 

COOKIE-ACK and COOKIE-ECHO data chunks [9 ] .  

1.2.3.4 SCTP Packet 

SCTP sends data in the form of messages and each of them have one or more data 

packets. SCTP packet format is given in below figure 1.8. 

The SCTP packet possesses data chunks and common headers. This header has contained 

the under mentioned data facts: 

For multiplexing of SCTP connections, the source and destination ports. 

S U P  has a verification field of 32-bit that protects in competition the addition of a 

wrong message into the SCTP connection. 

For the purpose of error detection SCTP uses a 32-bit checksum. This checksum can be 

a 32-bit CRC value. 
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Figure 1.8: SCTP packet format [ 9 ] ,  

A chunk can be a DATA or a control. A control chunk contains distinct parameters and 

flags, dependent on the chunk type. The DATA chunk contains flags to control 

segmentation of data, and parameters for Payload Protocol ID, SSN, SID and the TSN. 

1.3 Contribution of this Dissertation 

After evaluating these valiants of TCP, no further research is made to test latest flavor of 

the TCP and other emerging transport layer protocol. TCP variants like New Reno can 

perform better as compared to TCP Vegas. Moreover a SCTP which is relative to TCP 

and also have many extra features as compared to TCP. So SCTP can be a good choice 

for MPLS as compared to three evaluated TCP variants. With traffic engineering it looks 

promising to study the performance achieved by TCP and its variants and as well as 

SCTP. We evaluate the performance of SCTP, TCP New Reno and TCP Vegas Protocols, 

developed a comparison o f  both these protocols and also analyses the best one in the 

MPLS Network environment. The simulation will perform in Network Sin~ulator 2 0's- 
2) tool which was specially design for the simulation of network protocol. 
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1.4 Dissertation Organization 

My thesis is planned as follows. In Chapter 1, I have given the brief introduction of 

protocols that I used in this research, and the contribution of my work in this area of 

research. In Chapter 2, is about the literature survey according to this technology. In 

Chapter 3, the problem statement and purposed solution of this problem will be 

discussed. Chapter 4 describes the system design and methodology, In Chapter 5 ,  

introduction of the Network Simulator will be discussed while in Chapter 6 we analyze 

the three protocols under different scenarios and network parameters in the form of tables 

and graphs. Chapter 7 is about the conclusion and future work in this area of research will 

be discussed; finally references will be added. 
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Given below papers have discussed the transport protocols implemented in different 

environment especially the performance analysis of the SCTP, TCP and TCP variants by 

using different network performance parameters. Although directly related work has not 

been found previously, yet the performance of Transport Protocols (SCTP and TCP 

Variants) have analyzed in different network environments. 

2.1 Previous Work 

We categories the previous work according to technologies, in first we discuss the 

previous work related to the multi-protocol label switching, then the performance of 

transport layer protocol and at last related work of transport layer protocols in MPLS 

environment has been discussed. 

2.1.1 MPLS Survey 

Dongli Zhang et al [I71 analyzed the Quality of Service performance that includes the 

voice over IP and computerized video. Integrated audio and visual data will be 

transported in the combination of MPLS and IP systems. The con~bir~ntion of both MPLS 

technologies and QoS are considered to gives valuable res~~lts.  If a path is congested then 

it cannot get the QoS because the data is lost due to congestion. MPLS Traffic 

Engineering creates an end to end data transmission path before the communication of 

data. MPLS-TE can not give the facility of QoS for differentiated services because it  only 

reserves resource in one class. MPLS differentiated service aware TE made a MPLS-TE 

aware of Quality of Service, by mixing together the functionalities of both Traffic 

Engineering and differential services. 

At the end the author shows that, according to the results of this sin~ulation if bandwidth 

is reliable then it shows a good Quality of Service for different type of data traffics. 

Chun-Choong Foo et al [l] review some problems about the performance of Mobile IP 

and control mechanism requires integrating MPLS and Mobile 1P. Author proposed a 

technique to combine the Mobile IP and MPLS protocols. Mobile IP is an IETF protocol 

that pennits the customers to go here and there but have the continuous IP network 

connectivity. This integration process strengthen the growing amount of data traveling 
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process of Mobile IP by the advantage of MPLS features that have fast switching and 

higher values of growing amount of data. Authors have excluded the tunneling from IP to 

IP from Honie agent to Foreign Agent on the bases of this MPLS and IP conlbination 

technology. 

Gaeil Ahn et al [3] represents the design, and implementation of a MPLS simulator, 

which provides label swapping techniques, LDP, CR-LDP, and many kind of label 

distribution fimction. It is used by researchers to simulate how a Label Switch Paths 

(LSP) are created and ended and how these packets performed on the LSP. If we want to 

show how MPLS simulator behave, the basic MPLS functions interpret in MPLS 

standards is sim~~lated; flow aggregation, label distribution schemes, LSP and ER-CSP 

tunnel. The simulator in this paper is not fully qualified; it has many deficiencies and 

requires a lot of improvements in it. For making a full finish product, it needs to be 

extended as RSVP and Quality of Service at its each ending point. The results are shown 

by graphical manner. 

This paper by Wei Sun Praveen Bhaniramka Raj Jain et a1 [lo] is about the quality of 

service of MPLS. Author makes a comparison of the UDP and TCP flows when they 

share MPLS traffic trunks or either a channel. As we know that in MPLS traffic non- 

shortest path channels can also used, due to this throughput of the network boost up with 

suitable MPLS traffic engineering. As in this research the TCP and UDP flows are 

combined with each other. Due to this mixing, the UDP flows increase their rates when 

TCP flows receive the minimize service. Also it has been seen that MPLS trunks should 

be implemented from initial to final stage by taking the advantaxes from traffic 

engineering. The advantages are eliminated, if some portion of the network is MPLS 

trunk-unaware. 

In this paper Md. Arifur Rahmanl et al [I91 said that MPLS is the fastest developing 

network to increase expansion of data rates, and service providing competencies. By 

using the virtual path capabilities, MPLS provides the different services across the 

Internet. Traffic engineering capabilities of MPLS has the ability to prevent the 

congestion and it effectively use the given bandwidth values. The exact results of MPLS 
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can achieve by comparing it with given networks. RSVP, Traffic Extension RSVP and 

CR-LDP supporting the perfomlance analysis of Quality of Service parameters. MPLS 

also applicable over the conventional systems to examine its efficiency. 

2.1.2 Performance of Transport Protocols 

In this paper, Grinnemo et a1 [I41 describe that the SCTP is developed by the g o u p  of 

IETF; i t  is an emerging transport protocol for PSTN signaling data traffic. The influence 

of head of line blocking on TCP and SCTP has given uncertain results, in fact any 

important effect on transmission delay. Author has carried out a brief experimental result 

on the quantitative manner of HOLB. The study of this paper represents that although 

HOLB can actually acquire a considerable delay on a small part of the messages in an 

SCTP connection, it has only a lateral impulse on the average delay. In this paper v..e 

observed the change from 0 to 18 percent in average message transmission delay of using 

non arranged delivery as compared to arranged delivery of data. In addition, there was a 

big changed in between different tests results, which often made the impact of HOLB 

numerically import. 

According to Chen Hui [IS] Stream Control Transmission Protocol is appropriate for 

satellite transn~ission, because it has an augmented and valuable property of niulti- 

hominy and multi-streaming. But on the other hand the satellite networks have some 

characteristics those are not valuable for good data communications those included the 

large propagation delays, large corruption losses and bandwidth product. Due to this 

above mentioned characteristics, these transport protocols (TCP, UDP, and SCTP) 

doesn't perform good over the satellite network links. In this paper authors proposed a 

new technique including a new congestion control method and load sharing technique 

which flourishes the efficiency of SCTP over satellite networks. The results of this 

proposed technique is achieved by implemented it in the NS with an SCTP module. The 

analysis of this simulation gives a look that the efficiency of SCTP is improved. 

According to Amando L. Caro Jr et a1 [20], this paper is about the impotency of 

congestion control algorithms of Stream Control Transmission Protocol. This aggrades its 

performance due to more than one packet lost in a single window. A New Reno SCTP is 
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a SCTP variant introduced three congestion control algorithms. First we changed the 

HTNA algorithm of SCTP, which guaranteed there have no any delay in fast retransmits. 

Second, a Fast Recovery mechanism that resemble to that of New-Reno TCP is integrated 

to save multiple congestion window shortening in a single RTT. Third and last in which 

the author introduces a new technique that prevent congestion window to be enhanced in 

the Fast Recovery. Experimental results show that New Reno SCTP performs better and 

it f i t  to Additively Increase Multiplicative Decrease rules. It also compares with two 

variants of SCTP with TCP SACK and New Reno TCP under different traffic conditions. 

Author shows that New-Reno SCTP functions significantly better than New-Reno TCP, 

maintains unchangeable behavior related to TCP SACK, and is as vigorous to multiple 

shortening in a window. 

According to Rajesh Rajamani et a1 [ l l ] ,  this paper is related to the performance of 

transport protocols for web based data. Hyper Text Transfer Protocol (HTTP) protocol is 

used for this purpose. In this data is taken fro111 the web server on the request of the 

clients. Due to the message-oriented and reliable nature SCTP was very suitable to 

transport PSTN signals over IP. SCTP removes the idea of data transmission streams 

from an association that has shared characteristics to that of a TCP. The data passed over 

these streams are in sequenced form. The data transmissions from different streams are 

partially sequenced over the association and it can lesser the delay due to the hindrance of 

HOL blocking. 

According to Jinyang Shi1[13], this paper represents the perfonnance of SCTP in 

Wireless multi-access networks and also proposes an effective SCTP load sharinz 

improvements. The performance of SCTP has examined in multi-access scenarios with 

suppositional analyses and simulations have performed in NS and Linux-kernel 

experiments. As we know SCTP having a useful multi-homing technique and the 

transpoi-t layer remedy for multi-access can chose to the infect network conditions, SCTP 

is capable to bring up throughput for the synchronous multi-access, execute seamless 

behavior during the straight up handover between dissimilar networks, and provide better 

strongly and connectivity than other remedy in the wireless multi-access scenarios. 
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In this paper author ISHTIAQ Ahmed et a1 [12], discuss about the performance of SCTP 

an emerging transport protocol, which integrated good properties of TCP and UDP. 

SCTP is a message oriented, reliable protocol providing multi-homing and multi- 

streaming as well. The congestion control techniques of SCTP are more or less relevant 

to that of Transn~ission Control Protocol. The performance of SCTP over the satellite 

links and internet is improved as relevant with TCP. The congestion control technique of 

SCTP over high latency broadband networks required more elegance if more than one 

packet losses on a data transmission link. Here author introduced a new congestion 

control mechanism for SCTP and measure its performance. 

In this paper Andreas Jungmaier et al [I51 discuss the efficiency of SCTP in wide area 

network. It is used for the movement of Public Switching Telephone Network (PSTN) 

signaling information over an IP network. In this paper the authors explain SCTP and its 

implementation. Moreover, they examine how the protocol works in a wide area network, 

particularly when compared it with TCP. The desire outcomes were gained in a test-bed 

comprising of two local networks which are interconnected through a competitor of a 

WAN. 

2.1.3 Transport Protocol in MPLS Network 

In this paper M. Saeed Akbar et a1 [16], present the experimental results of TCP variants 

in MPLS with consideration on TCP Reno, TCP Vegas and TCP Tahoe. It has been 

proved that TCP supports reliable data communication under different network 

conditions. Different variations of TCP show variable degree of flexibility in IP 

networks. MPLS traffic engineering methods has potency to supplying the services of 

QoS. Experimental analysis shows that Reno and Tahoe perform worse while TCP Vegas 

shoas good results after a short duration variable delays in the initial periods of data 

tmnsn~ission. The fixed delay in MPLS makes TCP Vegas a desired protocol for medium 

level networks. 

2.2 Limitations of Previous Work. 

The study of this literature shows that SCTP performs better as compared to the TCP and 

its variants implemented in different network environments. But problem is that there 
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exist no any scenario of transport protocols especially SCTP implemented in MPLS 

network environment .Now we check the efficiency of SCTP and TCP New Reno and 

TCP Vegas in MPLS network by using different quality of service parameters especially 

delay, throughput, and channel utili~ation and packet delivery. We hypothesize that 

STCP performs better in MPLS network as compared to the other networks by using 

above mentioned parameters. 

Richard J. La [26] discusses the few issues of TCP Vegas that have a serious influence on 

the functionality ofthis protocol. 

a) Rerouting. 

b) Stability 

c) Low retransmission of packets. 

The last contradictory property is analyzed also by Mo et al. [27]. They show that due to 

the assertive nature of TCP Reno, when size of buffer are greater, then TCP loses to TCP 

Reno that cover up the available buffer space that forces the TCP Vegas to move back. 
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3.1 Problem Definition 

MPLS networks are introduced to get better QoS in real IP network. Traffic engineering 

is one of such technology used for this purpose. Transport protocols like TCP (and its 

variants) and SCTP include congestion control techniques that depend on the network 

status, whereas UDP blasts away as fast as specified. Performance of TCP Reno, TCP 

Tahoe and TCP Vegas on IP-MPLS networks has analyzed [ 2 ] .  With different traffic load 

parameters, it has been experienced that TCP Reno and Tahoe failed to take benefits of 

MPLS features where as TCP Vegas has shown promising results. 

After evaluating these three variants of TCP, no further research is made to test latest 

flavor of the TCP and other emerging transport layer protocol. TCP variants like New 

Reno can perform better as compared to TCP Vegas in some situations. Moreover a 

SCTP which is relative to TCP and also have many extra features as compared to TCP 

variants. So SCTP can be a good choice for MPLS network as compared to three 

evaluated TCP variants. With traffic engineering it looks promising to study the 

performance achieved by TCP, its variants as well as SCTP. 

There are few issues of TCP Vegas that have a serious influence on the functionality of 

this protocol. 

a) Rerouting. 

b) Stability 

c) Low retransnlission of packets. 

3.2 Proposed Work 

We evaluate the performance of transport protocols like TCP New Reno, TCP Vegas and 

SCTP in IPIMPLS networks. This scenario can be seen from under depicted TCP IIP 

Protocol architecture. 

The current and proposed scenario of the Transport layer has given below. These figul-es 

are only the pictorial representation of my research works. If we see in figure (a), in 

current scenario, i t  shows the previous work done on three variants of TCP those are TCP 

Reno, TCP Tahoe, and TCP Vegas in IPMPLS environment. In current scenario analysis 

of TCP variants have been performed to their utilization under different traffic scenarios. 

The behaviors of TCP Tahoe, TCP Reno and TCP Vegas have been studied under 
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different traffics. It has been analyzed that TCP Tahoe and TCP Reno fails to take 

advantage of MPLS features, while TCP Vegas exhibit the best perfomiance as compared 

to other analyzed flavors of TCP 

But in proposed scenario we evaluate TCP New Reno, TCP Vegas and SCTP a new 

emerged transport layer protocols in figure 2(b). We intend to include TCP New Reno 

and new emerging transport protocol Stream Control Transmission Protocol. As we know 

that SCTP was designed with limitations of TCP (like Head-of-Line blocking, TCP data 

streaming, TCP connection failure, TCP SYN flood attacks and Address shortcoming in 

TCP) in mind. Several studies have been carried out for comparisons of SCTP with 

variants of TCP. It can also be studied that with traffic engineering, protocols like TCP 

and SCTP able to cover up sending rates in comparison to UDP and still being internet 

traffic friendly. Speed of SCTP can be a good choice for MPLS as compared to three 

evaluated TCP variants. 

Current Scenario 

Application layer 

Transport layer (TCP Tahoe, TCP Reno, 

TCP Vegas) 

Internet layer 

Network access layer 

We have detailed comparison of SCTP with other transport layer protocols like TCP and 

UDP, from which we easily analysis that why we take SCTP protocol for our problem 

scenario. 

Proposed Scenario 

Application layer 

Transport layer (TCP New Reno, TCP 

Vegas and SCTP) 
4 

Internet layer 

Network access layer 
1 

I 
I 

3.3 SCTP Features 

The IETF group developed the SCTP locate the limitations in TCP and UDP. From the 

given table we can easily analysis the benefits of SCTP over TCP and UDP [9]. 

Physical layer 
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Sr.No. Features 

Allow half closed connections 

Application PDU bundling 

Application PDU fragmentation 

Congeslion Control 

Connection oriented 

Explicit Congestion Notification 

(ECN) Support 

Flow Control 

Full Duplex data transmission 

Multi-homing 

Multi-streaming 

Ordcrcd data delivery 

Unordered data delivery 

Partial reliable data transfer 

Path Maximum Transmission Unit 

discovery 

Preservation message boundaries 

Protect against SYN flooding 

Attacks 

Pseudo header for checksum 

Reach-ability Check 

Reliable data transfer 

Selective Acknowledgements 

Time wait state 

4-way handshake 

Message Oriented 

SCTP 

Not 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Optional 

Yes 

Yes 

Yes 

Uses Vtag 

Yes 

Yes 

Yes 

For Vtag 

Yes 

Yes 

Table 3.1: Comparison among transport protocols [9] 

T C P  

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

No 

No 

Yes 

No 

No 

Yes 

No 

No 

Yes 

Yes 

Yes 

Optional 

For 4- 

tuple 

No 

No 

UD P 

NIA 

No 

No 

No 

No 

No 

No 

Yes 

No 

No 

No 

Yes 

No 

No 

Yes 

NIA 

Yes 

No 

No 

No 

N/A 

No 
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4.1 Simulation Architecture 

In given below proposed system is describe by using the flow diagram 

Node Creation i,l 
Configure MPLS Nodes m 

Link Creation 1 
Configure LDP Agents r-7 
Setting Tr ige r  Strategy + 

Ns Simulation 0 
Trace File NAhl File 

Visualization 

Graphs 

Figure 1.1: Block diagram of implementation 

Figure 4.1 describes the flow of system design; in this process first the node is created, 

after this MPLS is configured on these nodes. After this the link is created between these 

links, and then the LDP agent is configured on these nodes, after this process the 

Pecfornzoncc Evalua~ion of Transport Protocols in IP/hfPLS Nehvork 3 1 



Chapter 4 System Design and Merhodology 

triggering strategies are implemented on these links. The whole process goes to the 

network simulator that divides it into two files; those are NAM file and Trace file. 

Experimental results have fetched from the Trace files by using the AWK scripts, then 

analysis this data and implemented them in the form of graphs. The NAM file is used for 

visualization of this topology in pictorial form. 

4.2 Simulation Topology 

Figure 4.2 illustrates the topology diagram of basic MPLS functions and IP network for 

the experilnental situation of this simulation. For purpose of label distribution among the 

nodes, MPLS uses the label distribution protocols. This topology comprise of 15 nodes, 

those divides into further two domains those are IP and MPLS. The area of MPLS enable 

nodes are comprised of 11 nodes, those are listed as from LSR2 to LSRI 1. The IP 

domain consists of 4 nodes, labeled as NodeO, Nodel, Nodel3 and Nodel4 are 

connecting with ingress and egress router respectively and those connected with the 

MPLS domain. In the topology src0 agent attached to IPNodeO and srcl agent is atCached 

to IPNodel acts as sender node while dst0 agent is attached with IPNodel3 and dstl 

agent is attached to IPNodel4 act as receiver node. Packet forwarding scheme in this 

topology is based on the distance vector routing protocol, all (he packets are travel on the 

two designated routes to investigate the throughput, average delay, channel wastage and 

packet delivery ratio of SCTP, TCP New Reno and TCP Vegas on the MPLS network 

with variable bandwidth and packet size of 1000bytes. During the different experiments, 

channel has variable bandwidth. The traffic types FTP and CBR are used here with the 

IOOObytes packet size and with 500 seconds of simulation time with and with out 

rerouting scenarios. 
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Figure 1.2: Proposed scenario of the inlplementation 

4.3 Layered and Simulation Parameters 

For the measurement of three transport protocols in IPMPLS network environment, 

different layered and simulation parameters are used. 

4.3.1 Layered Parameters 

Here we describe the specification of different OSI layers used in our simulation 

environment. 

Physical Layer: MPLS routers are used for physically connectivity of interfaces. 

Data Link Layer: I t  handles the issues related to data exchanged over network devices. 

The detection and removal of wrongness faced by the physical layer is also the 

responsibility of this layer. 

Nchvork Layer: IP is used as internet layer protocol. Layer 3 routing protocol DSV is 

used for routing of traffic on different paths as the requirement of the situation during and 

before the link breakage. 

Transport Layer: transport layer protocols are the major part of my thesis. I have used 

TCP variants like TCP New Reno, TCP Vegas and SCTP. 

Application Layer: Here FTP and CBR are used as trafic type with packet size of 1000 

bytes with variable bandwidth. 
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4.3.2 Simulation Parameters 

Given below table 4.1 gives a looks on the parameters used in this simulated 

environment. 

[ Parameter Name 1 Values 1 

Table 4.1: Simulation Parameters 

Traffic Type 

Bandwidth 

Packet Size 

Sin~ulation Time 

Link Type 

No of IP Nodes 

No of MPLS Nodes 

Routing Protocol 

Triggering Strategy 

Agent Type 

4.4 Traffic Model 

The conlmunications between the two nodes are mainly take place in FTP and CRR. For 

simulation results we used the FTP and CBR traffics running over the TCP connection. 

These traffic types creates the TCL scripts existed in network simulator used to generate 

the packets. 

FTP and CBR 

Vary from 1 to 8 MB 

1000 bytes 

500 Sec 

Full duplex 

4 
. -- 

11 
- 

DV 

Control Driven 

LDP 

4.5 Performance Metrics 

We have to choose the following parameters to check the performance of a network. 

4.5.1 Throughput 

Throughput can be defined as the amount of data transferred from source to destination in 

unit time interval. It can also be defined as average rate of successhlly delivery of data 
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over a link. It can be calculated as by dividing the transfer size of window with the 

transfer time to zet the throughput in mega. kilo or simply bits per second. 

Throughput = Transfer size / Transfer time 

4.5.2 Delay 

The difference in travel times of different rate of occurrences of values in a s i~nal .  If the 

frequencies reach their destinations at different times, the signal distortion and errors can 

be occurred. 

2 Delayof Packet 
A4ean Delay = '=' 

n 

Delay of Packet Transfer 

Time from the packet is transmitted to the time the packet is received called delay of 

packet. 

Packet Transfer delay consists of four following parts: 

1. Processing Delay: 

I t  can be defines as the time taken by the routers to process the header of packet. I t  

detcrn~ines output channel and check error of bits. 

2. Queuing Delay : 

It can be defined as the time taken by the packets sit in routing queues. It relay on 

congestion of router and duration for transmission of output channel. 

3. Transmission Delay: 

The time takes to push the packet's bits onto the channel. It can be calculated by this 

formula. 

Transmission delay = L/R 
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4. Propagation Delay: 

Time taken by the signals to pass through the channel path is called propagation 

delay. Mathematically it is written as 

Propagation delay = dls 

4.5.2 Channel Utilization 

Channel utilization can be defined as a link in the network is loaded or not. 

We can be calculated as under. 

Utilization % = (data in bits x 100) / (bandwidth x time interval) 
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We have carried out our simulation, to analyze the performance of transport protocols 

using different performance parameters in different scenarios using NS-2 (version 2.27) 

[24] simulator. 

5.1 NS-2 Simulators 
NS-2 is a simulation tool used to simulate different network protocols using object 

oriented technique. NS is implemented, written in C++, at the front end OTcl parser is 

used. The simulator contains a chain of class hierarchy in C++ and a similar chain of 

class hierarchy is followed in the OTcl parser. From the user prospective, two hierarchies 

have a close relation with each other, in interpret and compilc hierarchy one to one 

correspondence is there. The root of hierarchy is Tcl object. As for as end user is 

concerned the end user have to create new objects in the predictor; the new objects are 

surrounded within the predictor, which are in compiled hierarchy are mirror by relevant 

object. 

To work for two different tasks, NS has two languages, first to deal with simulation of 

protocols it required a system language to work with bytes, packet headers and after 

powerful processing these are put into algorithm to run over bulky data. Run rime for 

these tasks is more significant than turnaround time. Second in the network simulation 

scenarios require quick configuration of some parameters in these situations iteration 

time is more considerable than run time. So NS provides the structure in which we can 

run simulations for real time networks for analysis of different scenarios and different 

parameters. 

Some people are still confused that why NS uses two language. The answer is very clear 

simply said "OTcl is used only one time to set different parameters like delay, queuing 

etc but if you want some special to do rarher than existing parameters that are slipported 

by OTcl then you will require the use of C t t  which will permit you to create new 

objects". That's why two languages are used by NS. There is a large amount of classes 

defined in ns-2. Out of which six classes are more frequently used in ns: 

1. Tcl 

2. TclObject 

~ ~ ~ ~ ~ p - ~ ~  ~p 
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3. TclClass 

4. TclCommand 

5. EmbeddedTcI 

6. InstVar 

Figure 5.1 describes the simplified view from user perspective. 

-..- OTcl : Tcl interpreter 
with 00 extention 

OTcl Script 
Sinmlation NS SirnulatorLihraq 
Program Event Scheduler Objects - Necwork Component Objects 

Network Setup Helping 
Modules (Plumbing Modules) 

Situulation 
Results $ 

NAM 
Network 
Animator 

Figure 5.1: Simplified user's view of NS-2 1241 

5.1.1 TCL interpreter: 

Ns-2 uses two languages which are entirely different from each other to make the two 

languages understandable for each other some sort of parser is required which could 

make possible the con~n~unication of the two languages. TCL il~telprctcr is used for this 

purpose Tcl is used between the communication of OTcl and C*. Toolkit command 

scripts are designed to solve the different topologies. The objects in C++ that do not need 

to be controlled in a simulation or internally used by another object do not need to be 

linked to OTcl. Likewise, an object (not in the data path) can be entirely inlplemented in 

OTcl. Figure [4.2] shows an object hierarchy example in C+t and OTcl. One thing to 

note in the figure is that for C++ objects that have an OTcl linkage forming a hierarchy, 

there is a matching OTcl object hierarchy very similar to that of C++ as shown in fig 5.2. 
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Figure 5.2: C++ and OTcl: The duality [24] 

5.1.2 Nehvork Animator (NAM) 

It is used for graphical visualization of different network scenarios v vhich are created by 

user. It provides the visual images of packet flows with different colors, node 

movements, packet queues, link between nodes, wireless nodes transmission range, drop 

packets and etc. NAM is a tool to visualize the imitations and traces for real ~vorld 

packets which is based on TclTTK. The theme to build NAM was to take the imitation 

and traces so that these results could be used in different visualization situations. The 

NAM when runs generate a file which could be used later if required. The advantage of 

NAM is that the generated file is of some significant size for some large simulations. 

Trace file is required before ones can use NAM to visualize the simulations. More often . 

trace files produced by NS, however many application can generate NAM trace file. 

When one run the NAM file one can see the topology design flow of packets in different 

direction depending upon the topology packets which are dropped due to some reasons 

can also be visualized from NAM visualization. All this can be seen in a separate 

window. 

Following OTcl codes are used to set node attributes, these are methods of the class 

Node: 

$node color [color] ; # sets the color of node 

$node shape [shape] ; # sets the shape of node 

$node label [label] ; # sets the node label 
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$node label-color [Icolor] ; # sets the color of label 

$node label-at [Idirection] ; # sets the position of label 

$node add-mark [name] [color] [shape] ; # mark adds to node 

$node delete-mark [name] ; # delete the mark from node 

5.1.3 User Interface 

When starting with network animator, firstly it will create the NAM console window as 

shown in figure 5.3. You can have more than one animations running under the one 

NAM instance. At the top of NAM windows, there is a menu bar. That have 'File' and 

'Help' menus. Under the 'Filc' menu, a command of 'New' used for creatinx a 11s 

topology using this NAM editor , and also have an 'Open' command which permit you 

to open existing trace files, and a ' WinList' command that popup a window, that have the 

list of all recently opened trace files, and a 'Quit' command which close NAM file. The 

'Help' menu have a very small number of popup help screen and a command to show 

copyright and version information [24]. 

When a trace file loads into NAM, an animation window will show. It has a 'Save layout' 

conlmand which saves the existent layout into a file and a 'Print' command which allow 

prints the current layout. 

The 'Views' menu has 4 buttons [24] as shown in fig 5.3: 

New view button: It creates a new display view of this current animation. User 

can also can scroll and magnify on the new view. 

Show monitors checkbor: If this box is checked, then it will display a pane at the 

bottom end of window, where monitors will be show their display. 

Show auto layout checkbox: In case of checked box is checked, then it will 

display a pane at the lower end of this window, which has the input boxes and an 

automa~ic layout adjustments button. 

Show annotation checkbox: If this box is checked, it will displays a list box at 

the lower side of this window, which use to list annotations in the moving upward 

direction of time. 
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Under the menu bar, a control bar is existed, that contains 6 buttons, a small scale 

and labels. 

Button 1 (cc) - Rewind. When this button clicked, the animation time will go 

backward at the ratio of 25 times the update time of screen. 

Button 2 (<) - Backward play. When this button clicked, animation will be 

played towards back with the decreasing of time. 

Button 3 (square) - Stop. When this button clicked, the animation will pause. 

Button 4 (>) - Fonvard play. When this button is clicked, the animation will be 

played forward with increasing of time. 

Button 5 (P) - Fast Forrvnrd. When this button is clicked, animation time will 

increases at the rate of 25 times opened screen update rate. 

Button 6 (Chevron logo) - Close the animation window. 

Figure 5.3: NS-2 user interface [24] 
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Time label - it show the time of current animation 

Ibte Slider - it manages the screen update rate. The current rate is displayed in the label 

upward the slider. 

Under the control bar, there is main display that possesses a main view pane with two 

panning scroll bars and tool bar-. All the views are created by menu command 

'ViewsiNew view' will have three components. The tool bar consists of two zoom 

buttons. For zoom in, a button with an up arrow is used, and bunon with a down arrow is 

specifying for zooms out. The two scroll bars are used to contain the main animation 

view. The main view pane will appears an information window by clicking the left button 

on any of the objects. There is a 'display' button in the appeared window, b r  packet and 

agent objects. Clicking that button will take out the monitor pane, and add a monitor to 

that object. There will be a button 'Graph' for link object, clicking on that button will 

appear another window. Currently we have only packets and agents have monitors. A 

packet monitor only displays the id, size, and sent time When the packet arrives at its 

destinaiion side, but the monitor will arises a message that the packet is invisible. An 

agent monitor displays the name of the agent, and variable traces if they associated with 

this agent [24]. 

Under the monitor pane there is a time slider. It looks like a scale ruler, with a label 

'TIME' which can be protracted along the ruler, used to set the simulation time. The left 

border of the slider shows the initial event time in the trace file and the right border 

shows the final event time. Same effect as Rewind or Fast Forward will show by clicking 

the left button on the ruler, but it depending on the clicking position of ruler. Automatic 

layout pane may be hidden or visible. If visible, it is under the time slider. It has one relay 

out button and threc input boxes. The labeled input boxes let user to arrange the number 

of iterations and two automatic layout constants during next layout. When user press 

Enter or click the 'relay out' button, then that number of iterations will be accon~plished. 

The lower parts of the NAM window is an annotation list box. where annotations are 

shown. By clicking on marginalia in the list box will brings NAM to the time when i t  is 

recorded. When pointer is in the list box, it will stop the animation by clicking the right 

button and carrying a pop up menu with three options buttons: Info, Delete, and Add 

[24] .  
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5.1.4 T r a c e  Data Ana lyzers  

There are number of ways to analyze trace file generated from Network Simulation. 

There are following four methods that are mostly to examine the trace file. 

1) XGraph 

It is an X-Windows application that contains the derivatives, animations, interactive 

graphing and plotting. 

To use XGraph in Network Simulator-2 the executable file can be called within a TCL 

Script. Then it loads a graph showing the information visually of the trace file produced 

from the simulation. 

2) Trace Graph 

It is used to analyze the trace file that runs under Windows, UNIX, Linux systems and i t  

requires Matlab 6.0 or higher version. Trace graph supports the followillg trace file 

formats. 

Wired . Satellite . Wireless 

3) AWK Scripts with Microsoft word 

It is shell scripting language that derives data from trace file according to the need of user 

and formulates these extracted data. Then Microsoft Excel draw graphs according to data 

provided. It can support any trace file format. 

4) User built-in code 

In this method a user builds its own code to extract, compute data and draws it into the 

graphical format. This code can be created in any programming language like C++ and 

java. It can support any trace file format. 

5.2 Characteristics of NS-2 
NS-2 can perform the following features in sin~ulations [24]. 

1) It gives Router queue Management Techniques DropTail, RED, CBQ, 
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?) It gives the feather of niulticnsting 

3) We can develop the Sin~ulation of wirelcss networks. 

Developed by Sun Microsystems + UC Berkeley (Daedalus Project). 

IEEE 802.1 1 can be simulated, Ad-hoc protocols such as 

DSDV, TORA, DSR and AODV and Mobile IP. 

Terrestrial (cellular, ad-hoc, GPRS, WLAN, BLUETOOTH), satellite. 

4) It provides the Traftic Source Behaviors like WWW, VBR, and CBR. 

5) It provides the routing mechanism 

6) It supports the Transport Agents like TCP and UDP. 

7) Network topologies. 

8) Packet flow mechanism 

9) Applications- Telnet, FTP, Ping. 

10) It provides the Tracing Packets on all or specific links. 

5.3 Operating Systems for NS-2 
NS can be used on the following platforms [24]: 

Linux (RedHat 9, Enterprise Edition, FEDORA 4 or above ) 

UNIX (Free BSD, SunOS, Solaris). 

Microsoft Windows platform with Cygwing emulator. 

5.4 Potential Benefits 

1) Economy end ease of installation are iniportant benefit while using NS-? 

simulations. Bccause we can not physically implements the network scenarios 

because it requires a lot of resources for simulations 

2) Speed is also another important factor, which strengthens us to use the NS-2. 

Because physical simulation take much time for work processing. And changes in 

NS-2 are also faster and easier than real world scenario. 

3) Low space is requires as relative to physical networks. Becausc in physical 

networks, a lot of machines, other network components and power cables are 

involves that requires a lot of space, while in simulation scenarios, one have to 

only installed network simulator on a system 
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4) Open source and frec software: There are also other simulators exist like 

OPNET, which is very costly as compared to NS-2. The const of research version 

of OPNET is more than Rs. 320000. While NS-2 has not any cost and freely 

available on Internet. 

5.5 Limitations 

As we study the benefits of the Network Simulator, but it also has some limitations, 

those are given as under 1241. 

1) NS-2 offers interesting features but it is difficult to work in NS-2 environment for 

new user. 

2) As the NS-2 is requires a vast memory, so there is lots of problem arises during 

the simulation of large network and as the number of nodes are increases, the 

processing time of simulation is also increases. 

3) We have significant confidence in NS-2; i t  is not a complete product, but it is the 

consequence of a continuous attempt of development and research. 

4) Users of NS-2 are responsible for verifying that their simulations are not 

disqualified by bugs. 

5) Bugs in the NS-2 software are still being explored and removed. 

6) Tolerate to debug NS-2 source code when necessary. 

7) More complex simulations scenarios may need changes to NS source code, this is 

also difficult. 

8) Debugging is very complicated process so there is quite knowledge of C++ and 

Otcl languages are required. 

5.6 Implementation Detail 

The following is the code written in TCL (Tool Command language) for construction the 

MPLS and IP network as described in the figure 4.3. 

First we have to create a simulator object as, 

set ns [new Simulator] 
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Then we have to open different trace files for the recording of different events during the 

whole sirnulation time. 

set nf [open mplsmam w] 

$ns namtrace-all $nf 

set tO [open mp1s.R w] 

$ns trace-all $fD 

1P and MPLS node arc created as follow. 

#se MPLS nodes 

set node0 [$ns node] 

$node0 shape square 

$node0 color blue 

$node0 label SrcO 

set node1 [$ns node] 

$node1 shape box 

$nodel color red 

Smdel label Srcl 

$ns node-config -MPLS ON 

set LSR2 [$ns node] 

set LSR3 [$ns node] 

set LSR4 [$ns node] 

set LSR5 [$ns node] 

set LSR6 [$ns node] 

set LSR7 [$ns node] 

set LSRS [$ns node] 

set LSR9 [$ns node] 

set LSRlO [$ns node] 

set LSRl I [$ns node] 

set LSRl2 [$ns node] 

Sns node-config -MPLS OFF 

set node13 [$ns node] 
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$node 13 shape box 

$node13 color blue 

$nodel 3 label DstO 

set node14 [$ns node] 

$node14 shape box 

$node14 color red 

$node14 label Dstl 

The next lines create links between the nodes. Each node is connected with duplex link 

with bandwidth 1Mb to 8 Mb, delay of 1Oms and a DropTail queue mechanism. 

# Define links, bandwidth SMb, delay lOms, queue management DropTail 

$ns duplex-link $node0 $LSW 8Mb 1Oms DropTail 

$ns duplex-link $nodel $LSR3 8Mb 10111s DropTail 

$ns duplex-link $LSR2 $LSR3 8Mb lOms DropTail 

Sns duplex-link $LSR2 $LSR7 8Mb lOms DropTail 

$ns duplex-link $LSR2 $LSR4 8Mb 1 Oms DropTail 

Sns duplex-link $LSR3 SLSRS 8Mb lOms DropTail 

$ns duplex-link $LSR4 $LSR6 8Mb IOnis DiopTail 

$ns duplex-link $LSR4 $LSR8 8Mb lOms DropTail 

$ns duplex-link $LSR5 $LSR6 8Mb lOms DropTail 

$ns duplex-link $LSR6 $LSR7 8Mb ]Oms DropTail 

$ns duplex-link SLSR7 $LSR8 8Mb lOms DropTail 

Sns duplex-link $LSR7 SLSR9 8Mb lOms DropTail 

$ns duplex-link $LSR7 $LSRlO 8Mb lOms DropTail 

$ns duplex-link $LSR8 $LSR9 8Mb lOms DropTail 

$ns duplex-link $LSR9 $LSR10 8Mb lOnis DropTail 

$ns duplex-link $LSR9 $LSR12 8Mb lOms DropTail 

$ns duplex-link $LSRlO $LSR11 8Mb lOms DropTail 

$ns duplex-link $LSRIO $LSR12 8Mb lOms DropTail 

$ns duplex-link $LSRI I $LSR12 8Mb I Oms DropTail 

Sns duplex-link $nodel; SLSRl 1 SMb IOms DropTail 
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$ns duplex-link $node14 $LSR12 8Mb lOms DropTail 

The next lines configure the LDP agents on all MPLS nodes. 

for {set i 2)  {$i < 13) {incr i} { 

set a LSR$i 

for {setj  [expr $i+2]) {$j < 13) {incrj} { 

set b LSR$j 

eval $ns LDP-peer $$a $$b 

1 
set m [eval $$a get-module "MPLS"] 

$m enable-reroute "new" 

1 
The  next lines a re  the code for setting the triggering strategy for LSP establishment 

to control-driven trigger. 

ClassifiedAdddMPLS set control-driven- I 

Classifiel-IAddrIMPLS enable-on-demand 

ClassifierIAddrhlPLS enable-ordered-control 

The next lines of the code specify the asent type and traffic type. We use three types of 

agents, SCTP and TCP New Reno and TCP Vegas. Traffic type is FTP aud CBR and 

attaches it to the Node 0 and Node 1. 

set sctpl [new AgentISCTP] 

Sns attach-agent $node0 $sctpl 

Ssctpl set dataChunkSize- 968 

$sctpl set packetsize- 968 

$sctpl set mtu- 1000 

$sctpl set class- 0 

set sctpsinkl [new AgentlSCTP] 

$sctpsinkl set useDelayedSacks- 0 
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$ns attach-agent $node9 $sctpsinkl 

# connect both agents 

$ns connect $sctpl $sctpsinkl 

set ftpl [new Application/Traffic/FTP] 

$ftpl set packetsize - 1000 

$ftpl attach-agent $sctpl 

$sctp2 set class - 1 

set sctpsink? [new AgentlSCTP] 

$sctpsink2 set useDelayedSacks - 0 

$ns attach-agent $node10 $sctpsink2 

# connect both agents 

$ns connect $sctp2 $sctpsink2 

Thc next lines show the event scheduling 

$ns at 1.0 "$cbrl start" 

$ns at 498.0 "$cbrl stop" 

Sns at 1.0 "$cbr2 start" 

$ns at 498.0 "$cbd stop" 

# Calls the procedure "finish" 

$ns at 500.0 "finish" 

# The last line finally starts the simulation 

$ns run 

The following lines arc  awk script run on the trace files and generate our required 

results. 

exec awk { 
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if  (($1=="+" && $3==0 && $ 4 ~ 2  && $j=="sctp" && $6==1000 && $9="0.OU &&: 

$10=="13.0fl ) 11 ($l=="rU && $3=11 && $4==13 && $j=="sctpM && $6==1000 && 

$9="0.0" && $10=="13.0" )) { 

print $ 1 ,  $2, $12 

1 
} 

) mpls.tr > sendreceive1.tr 
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6.1 Source Configuration 

There are some points discussed for source configuration of the simulation scenarios. 

1. Since TCP is used to establishment the link between the source and destination, 

SCTP configured to use only one stream. 

2. Payload for protocol is 980 byte. 

3. Here we take SCTP for ordered delivery of data. 

4. Receiver window for protocol was set to the maximum allowed 65536 bytes. 

6.2 Simulation Results 

We have considered different scenarios for analysis of our simulation firstly we take 

6.2.1 Case 1: with FTP Traffic 

Traffic Type: FTP 

Packet Size: I000 bytes 

Bandwidth: vary from 1 to 8 Mb. 

6.2.1.1 Average Delay 

As we run two session of traffic, one from srcO and second srcl, we take the average 

delay by applying some calculations on these values. 

Table 6.1: Average delay with FTP traffic 
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Table 6.1 shows the numerical values of average delay for SCTP, TCP New Reno and 

TCP Vegas protocols in seconds. Simulations are run with bandwidth from 1 to 8 MB for 

500 seconds. 

Average Delay 

0.6 

m 0.3 -- - - TCP New Reno 
0 

4, 0.2 
> 
4 01 

0.0 7 

0  1 2 3 4 5 6 7 8  

Bandwidth (Mb) 

Figure 6.1: Average delay with FTP traffic 

Figure 6.1 show average delay of SCTP, TCP New Reno and TCP Vegas with variable 

bandwidth and traffic type FTP. On x-axis we take the bandwidth values and on y-axis 

we place the average delay. These three protocols show different behavior at the initial 

bandwidth values, TCP Vegas has lower delay while SCTP and TCP New Reno has 

approximately same average delay values, as the value of bandwidth increases gradually 

the average delay of these three protocols decreases. Above mentioned graph shows that 

TCP Vegas has lower delay value as compared to SCTP and TCP New Reno. 

6.2.1.2 Throughput 

Table 6.2 shows the throughput values in kilo bits per second of three concerned 

protocols. From this table we easily analysis that which protocols has the higher 

throughput values. 
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Table 6.2: Throughput with FTP Traffic 

- 
Bandwidth 

Table 6.2 shows throughput values calculated by given below formula. It can be 

calculated by packet sending rate from source to destination divided to its transfer time, 

SCTP (kbps) 

I Throughput 
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Figure 6.2: Throughput with FTP traffic. 
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Figure 6.2 shows the throughput analysis of SCTP, TCP New Reno and TCP Vegas with 

variable bandwidth, packet size 1000 bytes and traffic type FTP. On x-axis we take the 

bandwidth values and on y-axis we place the total no. of packet sent from the source to 
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destination. Figure shows that as the value of bandwidth increases, throughput is also 

increase. If we see the closer look with the help of above mentioned table, SCTP shows 

the higher throughput values. So after analyzing these three protocols, it has been 

observed that SCTP has higher throughput as compared to other two protocols. 

6.2.1.3 Channel Wastage 

Channel utilization of SCTP, TCP New Reno and TCP Vegas can calculate by simulation 

given as under. 

Now from this formula we can calculate the channel wastage during data transn~ission. 

Table 6.3: Channel wastage with FTP traffic 

Table 6.3 shows the numerical analysis of channel wastage of these three transport layer 

protocols. Simulations are run with bandwidth range from 1 to 8 Mb for 500 seconds. 

Bandwidth 
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I Channel Wastage 

+ TCP New Renc /C_ 
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Figure 6.3: Channel wastage with FTP traffic. 

Figure 6.3 shows the channel wastage analysis of SCTP, TCP New Reno and TCP Vegas 

with variable bandwidth, packet size 1000 bytes and traffic type FTP. On x-axis we take 

the bandwidth values and on y-axis we place the channel wastage in percentage. 

Figure shows that as the value of bandwidth increases the value of channel wastage is 

also increases. There is no big difference of channel wastage between TCP new Reno and 

SCTP. On the initial and middle stages SCTP has lower channel wastage, while on the 

final stages TCP New Reno has lower values. After analyzing this graph, we can say that 

TCP New Reno has performs better while TCP Vegas perform worse in the case of 

channel wastage. 

6.2.2 Case 2: With CBR traffic 

Now we have to change the traffic type with CBR (Constant Bit Rate) with packet size 

1000 bytes and variable bandwidth from 1 to 8 Mb for the analysis of our siinulation 

results. 

6.2.2.1 Average Delay. 

Table 6.4 shows the average delay of SCTP, TCP New Reno and TCP Vegas with 

variable bandwidth and CBR trafic type. 
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Table 6.4: Average delay with CBR traffic 

Table 6.4 contains the statistical analysis of delay of three transport layer protocols. 

Simulations are run with bandwidth from 1 to 8 Mb for 500 seconds 

--  

Average Delay 

I 

-es- TCP New Reno 

-A- TCPVegas -"- 
0 I 2 3 4 5 6 7 8  

Bandwidth (Mb) 

Figure 6.4: Average delay with CBR traffic 

Figure 6.4 shows the average delay of SCTP, TCP New Reno and TCP Vegns with 

variable bandwidth and CBR traffic. On x-axis we take the bandwidth values and on y- 

axis we place the average delay. These three protocols show different behavior at the 

initial bandwidth values, TCP Vegas has lower delay while SCTP and TCP New Reno 
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has different have average delay values, as the value of bandwidth increases gradually the 

average delay of these three protocols decreases. Above mentioned graph shows that TCP 

Vegas has lower delay as compared to SCTP while SCTP has lower average delay than 

TCP New Reno. 

6.2.2.2 Throughput 

Table 6.5 show the throughput values in kilo bits per second of three concerned 

protocols. From this, it can be easily analyzed that which protocols has the higher 

throughput. 

Table 6.5: Throughput with CBR traffic 

'Table 6.5 contains the statistical analysis of throughput of three transport layer protocols. 

Simulations are Nn  with bandwidth from 1 to 8 Mb for 500 seconds. 

Bandwidth 
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Figure 6.5: Throughput with CBR traffic. 

Figure 6.5 sho\vs thc throughput rlnalysis of SCTP, TCP New Reno and TCP Vegas with 

variable bandwidth, packet size 1000 bytes and CBR traffic. On x-axis we take the 

bandwidth values and on y-axis we place the total no. of packet sent from the source 

towards destination. Figure shows that as thc value of bandwidth increases, throughput is 

also increase. If we see on the above graph, as the value of bandwidth increase from 1 to 

4 Mb, all these protocols have same throughout values but after the 4 Mb bandwidth the 

SCTP has increase with the same position while after 4Mb the values of TCP Vegas and 

TCP New Reno decreases till 8 Mb. So after analyzing these three protocols it has been 

observe that SCTP has higher throughput as compared to other two protocols. 

6.2.2.3 Channel wastage 

Channel utilization of SCTP, TCP New Reno and TCP Vegas with packet size 1000 

bytes can be calculates by simulation given as under, 
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TCP Vegas (%) 

0.3120 

0.3280 

0.3728 

0.6284 

- 
Bandwidth 

1 Mb 

2 Mb 

3 Mb 

4 Mb 

SCTP (YO) 

0.0032 

1.2072 

0.2928 

0.3120 

TCP New Reno ( O h )  

0.7936 

0.1440 

0.1632 

0.2252 



Table 6.6: Channel wastage with CBR traffic 

Table 6.6 contains the statistical analysis of channel wastage of three transport layer 

protocols. Simulations run with bandwidth 1 to S Mb for 500 sec. 

Channe l  Was tage  

--rc TCP New Reno 

0 1 2 3 4 5 6 7 8  

Bandwidth (Mb) 

Figure 6.6: Channel wastage with CBR traffic. 

Figure 6.6 shows percentage channel wastage analysis of SCTP, TCP New Reno and 

TCP Vegas with variable bandwidth, packet size 1000 bytes and traffic type CBR. On s- 

asis we take the bandwidth values and on y-axis me place the channel uastage in 

percentage. 

Above figure shows that as the value of bandwidth increases from 1 to 4 Mb, the value of 

channel wastage is 0% of these three protocols. Rut from 4 to 8 Mb bandwidth the 

channel wastage of TCP New Reno remains 0% whiles the values of SCTP and TCP 

Vegas goes upwards. TCP Vegas has higher channel wastage than SCTP and TCP New 
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Reno. After analyzing this graph we can say that TCP New Reno has performs better 

while TCP Vegas perform worse in the case of channel wastage. 

6.2.3 Rerouting with FTP Traffic 

When a link failed in a network, the traffic that uses the failed link must change its path 

to reach its destination: the data traffic rerouted from a primary path to a backup path. 

These paths can be f ~ ~ l l y  disjoint or partially combined. Rerouting can be use in both 

circuit and packet switching networks. We take FTP traffic with packet size 1000 bytes 

and variable bandwidth. 

6.2.3.1 Average Delay 

As we run the two session of traffic one from srcO and second srcl, we take the average 

delay by applying some calculations on these values. 

Table 6.7: Average delay with rerouted FTP traffic 

Table 6.7 contains the statistical analysis of average delay for SCTP, TCP New Reno and 

TCP Vegas protocols with variable bandwidth and FTI' traffic with simulations time 500 

seconds in case of rerouting. 
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Figure 6.7: Average delay with rerouted FTP traffic. 

Fifure 6.7 gives a look of delay of SCTP, TCP New Reno and TCP Vegas with variable 

bandwidth and FTP traffic. On x-axis we take the bandwidth values and on y-axis we 

place the average delay in seconds. these three protocols show different behavior at the 

initial bandwidth values, TCP Vegas has lower delay while SCTP and TCP New Reno 

have different average delay values, as the value of bandwidth increases gradually the 

average delay of these three protocols is decreases. Above mentioned graph shows that 

TCP Vegas has lower delay value as compared to SCTP, TCP New Reno and SCTP has 

higher average delay than TCP New Reno. 

6.2.3.2 Throughput 

Table 6.8 shows the throughput values in kilo bits per second of three concern protocols. 

From this table we easily analysis that which protocols has the higher throughput values. 

Bandwidth SCTP (kbps)  I TCP N~IV~-/~ 
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Table 6.8: Throughput with rerouted FTP traffic 

Table 6.8 shows the throughput values calculated by the given below formula. It can be 

calculate by the rate of packet send from source to destination with its transfer time in 

seconds of SCTP, TCP New Reno and TCP Vegas with variable bandwidth for 

throughput analysis. 

Throughput 

, 
0 1 2 3 4 . 5 6 7 8  

Bandwidth (Mb) 

+ TCP New Reno 

Figure 6.8: Throughput with rerouted FTP traffic. 

Figure 6.8 shows the throughput analysis of SCTP, TCP New Reno and TCP Vegas with 

variable bandwidth, packet size 1000 bytes and traffic type FTP. On x-axis we take the 

bandwidth values and on y-axis we place the total number of packet sent from the source 

to destination. Figure shows that as the value of bandwidth increases, throughput of 

SCTP and TCP New Reno is also increase ivhile the throughput value of TCP Vegas is 
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not increases with the same scenario. So after analyzing these three protocols it has been 

observe that SCTP has higher throughput as compared to other two protocols. 

6.2.3.3 Channel Wastage 

Channel utilization of SCTP, TCP New Reno and TCP Vegas can be calculated by 

sinlulation results given as under. 

Now from this formula we can calculate the channel wastage during data transmission. 

Table 6.9: Channel wastage with rerouted FTP traffic 

I 

Table 6.9 contains the statistical analysis of channel wastage of three transport layer 

protocols. Simulations run with bandwidth from 1 to 8 Mb for 500 seconds. 

lhntlwidth 
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Figure 6.9: Channel wastage with rerouted FTP traffic. 

Figure 6.9 shows the channel wastage analysis of SCTP, TCP New Reno and TCP Vegas 

with variable bandwidth, packet size 1000 bytes and traffic type FTP. On x-axis we take 

the bandwidth values and on y-axis we place the channel wastage i n  percentage. 

Above figure gives a look that, as the value of bandwidth goes higher the value of 

channel wastage is also increases. If bandwidth goes higher, the value of SCTP and TCP 

Vegas is gradually increases but the TCP Vegas has higher channel wastage than SCTP 

and TCP New Reno. After analyzing this graph we can say that SCTP has performs better 

111 l i l t  CAL: of Channel wastage. 

6.2.4 Rerouting with CBR Traffic 

We take CBR traffic with packet size 1000 bytes and variable bandwidth from 1 to 8 

Mb. 

6.24.1 Average Delay. 

Table 6.10 shows the average delay of SCTP, TCP New Reno and TCP Vegas with 

variable bandwidth. 
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Table 6.10: Average delay with rerouted CBR traffic 

Table 6.10 contains the statistical analysis of average delay for SCTP, TCP New Reno 

and TCP Vegas protocols with variable bandwidth and CBR traffic with simulations time 

500 seconds in case of rerouting. 

Average Delay 

_ 0.5 
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X 
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4 0.1 

0.0 
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Bandwidth (Mb) 

Figure 6.10: Average delay with rerouted CBR traffic 

Figure 6.10 shows the average delay of SCTP, TCP New Reno and TCP Vegas with 

variable bandwidth and CBR traffic in case of rerouting. On x-axis we take the 
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bandwidth values and on y-axis we place the average delay in seconcls. These three 

protocols show different behavior till the 4Mb bandwidth values, but from 4Mb 

bandwidth value TCP Vegas has lower delay while SCTP and TCP New Reno have 

approximately same average delay values. If we see a closer look, then above mentioned 

graph shows that TCP Vegas has lower delay values as compared to SCTP while TCP 

New Reno has lower average delay than SCTP. 

6.2.4.2 Throughput 

Table 6.1 1 shows the throughput values in kilo bits per second of three concern protocols. 

From this it can be easily analyze that which protocols has the higher throughput values. 

Table 6.11: Throughput with rerouted CBR traffic 

Bandwidth 

Table 6.1 1 contains the statistical analysis of throughput for SCTP, TCP New Reno and 

TCP Vegas protocols with variable bandwidth and CBR traffic with simulations time 

500 seconds in case of rerouting. 
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Figure 6.11: Throughput with rerouted CBR traffic 

Figure 6.1 1 shows the throughput analysis of SCTP, TCP New Reno and TCP Vegas 

with variable bandwidth, packet size 1000 bytes and traffic type CBR. On x-axis bve take 

the bandwidth values and on y-axis we place the total number of packet sent. It shows 

that with the increase of bandwidth, throughput of SCTP and TCP New Reno is also 

increase while the throughput value of TCP Vegas is not increases with the same 

scenario. So after analyzing these three protocols it has been observed that SCTP has 

higher tliroughput as compared to other two protocols. 

6.2.4.3 Channel wastage 

Channel utilization of SCTP, TCP New Reno and TCP Vegas with packet size 1000 

bytes can calculated by simulation given as under. 

Table 6.12: Channel wastage with rerouted CBR traffic 

Bandwidth 
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Table 6.12 contains the statistical analysis of channel wastage for SCTP, TCP New Reno 

and TCP Vegas protocols with variable bandwidth and CBR traffic with siniulation time 

of 500 seconds in case of rerouting, 

Channel Wastage 

0 4 1 
0 1 2 3 4 5 6 7 8  

Bandwidth (Mb) 

-e TCP N ew Reno 

~p ~- 

Figure 6.12: Channel wastage with rerouted CBR traffic 

Figure 6.12 shows the channel wastage analysis of SCTP, TCP New Reno and TCP 

Vegas with variable bandwidth, packet size 1000 bytes and CBR traffic in case of 

rerouting. On x-axis we take the bandwidth values and on y-axis we place the channel 

wastage in percentage. If value of bandwidth goes higher? then value of SCTP and TCP 

Vegas is gradually increases but the TCP Vegas has higher channel wastage than SCTP 

and TCP New Reno. After analyzing this graph we can say that SCTP performs better in 

the case of Channel wastage at the initial stage while at the finishing stage TCP New 

Reno performs better than SCTP. 
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6.2.4.4 Packet delivery Analysis with FTP traffic 

Given below graph shows the behavior of three protocols with FTP traffic before and 

after rerouting scenarios. 

TCPReno 
TCPVegas 

I Before Rerouting After Rerouting 

Figure 6.13: Packet delivery analysis with FTP traffic 

Figure 6.13 shows the packet delivery analysis of SCTP, TCP New Reno and TCP Vegas 

with variable bandwidth, packet size 1000 bytes and traffic type FTP. On x-axis \ve take 

the before and after rerouting values and on y-axis we place the number of packets sent in 

thousands. Before rerouting the packet transmission ratio is hiyher than the after 

rerouting scenario. 
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6.2.4.5 Packet delivery Analysis with CBR traffic 

Given below figure shows the behavior of three protocols with FTP traffic before and 

after rerouting scenarios. 

TCPReno 

TCPVegas 

Figure 6.14: Packet delivery analysis with CBR traffic 

Figure 6.14 shows packet delivery analysis of SCTP, TCP New Reno and TCP Vegas 

with variable bandwidth, packet size 1000 bytes and traffic type CBR. On x-axis we take 

the before and after rerouting values and on y-axis we place the number of packets sent in 

thousands. Before rerouting the packet transmission ratio is higher than the after 

rerouting scenario. 
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Chapter 7 Conclusion and Outlook 

7.1 Conclusion 

Multi-Protocol Label Switching is a best technique for efficient utilization of network 

resources with small overhead labels. The reliability feature of SCTP and Traffic 

Engineering (TE) procedures improves the performance needs of real time data 

requirements that require heavy overheads in IP based networks. MPLS based setup has 

comparatively best QoS than the IP based systems. As the efficient utilization, traffic 

engineering of MPLS and reliability of different transport protocols improves the 

different QoS parameters. 

SCTP improves upon TCP and UDP by combining the components of each. It is a 

protocol for transporting of PSTN signals over an internet protocol. The developers of 

protocols say that Stream Control Transmission Protocol is probably used for larger 

scenarios, including data multi-streaming; there have not any requirement of TCP. 

In this research, quantitative analysis of TCP variants TCP Vegas, TCP New Reno and 

the new transport protocol SCTP have been performed for FTP and CBR traffic under 

different bandwidths and constant packet size. The quality of service parameters analyzed 

in this research is average delay, throughput, packet delivery and channel wastage with 

variable network bandwidth. 

This study evaluated that TCP Vegas exhibits minimum average delay mostly in all cases 

of before and after rerouting in con~parison of TCP New Reno and SCTP while SCTP bas 

perform better in case of throughput, channel wastage and packet delivery in all 

bandwidth before and after rerouting scenarios. All these three protocols almost send the 

same number of packet with different bandwidth and 1000 bytes packet size. It is 

observed that STCP show some consistent behavior when the bandwidth increases. 

7.2 Future work 

In future we would try to improve this work in different aspects. Few of our future 

aspects for the advancement are given below. 
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1) Theses transport protocol can be analyzed with multiple traffic flows and the 

behavior of protocol when on link break in network and all traffic will be routed on the 

different suitable path. 

2) Network topology can also be changed by adding more label switch routers (LSR) 

and IP nodes. 

3) It can also be analyze with different bandwidth and packet size. 

4) We can add the bottleneck scenario. 
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