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Scalable Team Multicast in Mobile Ad hoc Networks Abstract

ABSTRACT

A new model for team multicast for large scale mobile ad hoc networks is proposed. This
project exploits Team Multicast and Team Dynamics. In Team Multicast the nodes which
share common interest belong to one team. All members in a team participate in same
multicast group. Our project includes Motion Affinity in which Team members which share
common interest have coordinated motion. In this model each team 1s treated as a logical
subnet .In each logical subnet a node called Landmark Node is dynamically elected and
landmark node is the representative of the team. The address of the elected landmark and
there paths are propagated throughout the whole network. In Mobile Ad hoc Networks large
membership size and network size leads to the problem of scalability. Qur proposed M-
LANMAR is a new protocol designed for large scalable MANETS whicﬁ is based on pre-
existing LANMAR.
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1. INTRODUCTION

Wireless access networks are rapidly becoming a part of our everyday life. The
widespread availability of miniature wireless devices such as PDAs, cellular phones, Pocket
PCs, small fixtures on buildings, and sensors are one step towards making the vision of
anywhere, anytime pervasive access and computing a reality. But we are still a long way off
from the goal of seamless wireless operation w here any wireless device would be able to
connect to any other wire line/wireless device at any time, in any place, and while satisfying
the requirements of the user of the device. An important area that has to be focused on to

make this vision a reality is that related to Ad hoc networks.

Technology under d evelopment for wireless A d hoc networks is making i mportant
steps toward this end goal possible. Wireless ad-hoc networks usually cannot depend on
traditional infrastructure found in enterprise environments such as dependable power sources,
high bandwidth, continuous connectivity, common network services, well-known
membership, static configuration, system administration, and physical security. Finally, a
very interesting and challenging problem arises. Wireless ad-hoc networks will remain on the
drawing board even if thé other problems associated with them are solved. A wireless 2d hoc
network is a collection of two or more devices/ nodes or terminals with wireless
communications and networking capability that communicate with each other without the aid
of any centralized administrator. The network topology 1s in general dynamic, because the
connectivity among the nodes may vary with time due to node mobility, node departures and
new node arrivals, Hence, there is a need for efficient routing protocols to allow the nodes to

communicate,

The importance in mobile ad hoc networking is to support robust and efficient
operation in mobile wireless networks by incorporating routing functionality into mobile
nodes. Such networks are forecasted to have dynamic, sometimes rapidly changing, random,

multihop topologies, which are likely composed of relatively bandwidth-constrained wireless

links. The set of applications for MANETS is diverse, ranging from small, static networks

Scalable Team Multicast in Mobile Ad hoc Networks
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that are constrained by power sources, to large-scale, mobile, highly dynamic networks. The

design of network protocols for these networks 1s a complex 1ssue

To solve this problem, a new model for team multicast for large scale mobile ad hoc
networks is proposed in this thesis. This model exploits Team Multicast and Team Dynamics. In
Mobile Ad-hoc Networks (MANETS) large membership size and network size leads to the
problem of scalability. Our proposed M-LANMAR is a new protocol designed for large scalable
MANETS which is based on pre-existing LANMAR protocol.

1.1 Mobile Ad-hoc Networks (MANET)

One particularly challenging environment for multicast is a mobile ad-hoc network
(MANET). A MANET consists of a dynamic collection of nodes with sometimes rapidly
changing Multi-hop topologies that are composed of relatively low-bandwidth wireless links.
Since each node has a limited transmission range, not all messages may reach all the intended
hosts. To provide communication through the whole network, a source-to-destination path could
pass through several intermediate neighbor nodes. Unlike typical wire line routing protocols, Ad-
hoc routing protocols must address a diverse range of the network topology that can change
randomly and rapidly, at unpredictable times. Since wireless links generally have lower capacity,
congestion is typically the norm rather than the exception. The majority of nodes will rely on
batteries, thus routing protocols must limit the amount of control information that is passed
between nodes. This is for consideration of energy efficiency. The majority of applications for
the MANET technology are in areas where rapid deployment and dynamic reconfiguration are
necessary and the wire line network is not available. These include military battlefields,
emergency search and rescue sites, classrooms, and conventions where participants share
information dynamically using their mobile devices. These applications lend themselves well to
multicast operation. In addition, within a wireless medium, it is even more crucial to reduce the
transmission overhead and power consumption. Multicasting can improve the efficiency of the
wireless link when sending multiple copies of messages by exploiting the inherent broadcast

property of wireless transmission.

Scalable Team Multicast in Mobile Ad hoc Networks 2
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1.1,1 Characteristics of Ad hoc networks
The silent characteristics of Ad hoc networks are:

e Dynamic Topologies: The rapid and unpredictable movement of the nodes and fast-
changing propagation conditions, network information leads to the frequent network
reconfigurations and frequent exchanges of conwol information over the wireless
medium.

¢ Asymmetric link characteristics: In a wireless environment, communication between
two nodes may not work equally well in both directions. In other words if a node is in
transmission range of another node, the reverse may not be true.

o Multihop communications: Each node in the Ad hoc network will act as a transmitter, a
receiver, or a relay station. So packets from a transmitter node (source) may reach the
receiver node {destination) in multiple hops through several intermediate relay nodes.

» Decentralized operation: The Ad hoc networks need not to rely on preexisting
infrastructure or centralized control. In Ad hoc networks, since there is no preexisting
infrastructure, the centralized entities (e.g. BSs, MSCs and the HLR in cellular networks})
do not exist. Thus the lack of these entities in Ad hoc networks requires more
sophisticated distributed algorithms to perform equivzalent functions.

s Bandwidth-constrained variable-capacity links: Wireless links will continue to have
lower capacity than their hardwired counter parts. Throughput of wireless
communications is often much les because of the effects of multiple access, fading, noise
and inferference conditions.

o Energy-constrained operations: In Ad hoc networks mobile nodes rely on batteries or

other exhaustible means for their energy.

Characteristics of Ad hoc networks create a set of performance concerns for protocol
design that extend beyond those guiding the design of protocols for conventional networks with

preconfigured topology [1].

Scalable Team Multicast in Mobile Ad hoc Networks 3
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1.1.2  Affinity Team Model

In MANETS nodes are often organized in teams with different tasks corresponding
different functional and operational characteristics. Nodes in same team have coordinated
motion. This model is referred as Affinity Team Model. Few assumptions about Team Multicast
are made that Team is based on some nodes that have common interest and thus all the members
in team participate in same multicast group. As multicast dynamics are on a per team basis so the
entire team joins or leaves from a multicast group. Depending upon different needs the two or

more teams merge into one or they split up into sub-teams.
1.2 The concept of Unicast, Broadcast and Multicast

There are three main types of transmissions Unicast, Broadcast and Multicast

transmisston.

e Unicast: In unicast routing, traffic is routed through the network along a single path from
the source to the destination host. A unicast router does not really care about the source
address—only the destination address and how to forward the traffic towards that
destination. The router scans through its routing table and then forwards a single copy of

the unicast packet out the correct interface in the direction of the destination

e Broadcast: In broadcast routing, traffic is routed along all paths from the source to all
connected hosts throughout the network. In a Broadcast application one host sends and all

other connected hosts receive.

" o Multicast: In multicast routing, the source is sending traffic to an arbitrary group of hosts
that are represented by a multicast group address. The multicast router must determine
which direction is upstream (towards the source) and which direction (or directions) is
downstream. If there are multiple' downstream paths the router will replicate the packet

and forward it down the appropriate downstream paths, which is not necessarily all paths.

Scalable Team Multicast in Mobile Ad hoc Networks 4
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(a) Unicast (b) Broadcast

(¢} Multicast

Figure 1.1: {a} Unicast, () Broadcast, (c) Multicast

1.3 Multicasting

Multicasting is the transmission of datagram to a group of hosts identified by a single.
destination address. Multicasting is intended for group-oriented computing. The multicast service
is critical in applications characterized by the close collaboration of teams (e.g. rescue patrol,
battalion, scientists, etc) with requirements for audio and video conferencing and sharing of text

and images. The use of multicasting within a network has many benefits. Multicasting reduces

Scalable Team Multicast in Mobile Ad hoc Networks 5
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the communication costs for applications that send the same data to multiple recipients. Instead
of sending via multiple unicast, multicasting minimizes the link bandwidth consumption, sender
and router processing, and delivery delay. Maintaining group membership information and
building optimal multicast trees is challenging even in wired networks. However, nodes are

increasingly mobile.
1.3.1 Why Multicast?

Multicast is an efficient way of delivering one-to-many communications. Its benefits over
the unicast delivery paradigm for this type of communication are well-chronicled. The explosive
growth of multimedia content on the Internet has highlighted the need for a ubiquitous wide-
scale deployment of native multicast across the Internet. In the example of Intemet radio, unicast
requires that each listener must make a separate connection to the server that is the source of the
data. This results in tremendous load on the server and congestion across expensive WAN links
as the number of listeners increases. With multicast, one stream is sent by the server to the
network and a distribution tree forms. Interested listeners simply add a branch to the tree.
Routers replicate packets at each branch in the tree. In this way, no packets are ever duplicated in

the network, and the server never has to send more than one stream of data.

It is no longer inconceivable to predict that all of television and radio will eventually be
delivered primarily over the Internet someday. Accepting that, it cannot be denied that the
unicast method of delivery simply cannot scale to support this vision. Conversely, multicast is
designed explicitly to provide this functionality. Also, multicast's benefits do not end with audio
and video applications. File transfer, network management, stock tickers and any other

application that requires one-to-many delivery is ideal for multicast.

During the 80s and early 90s, the multicast world had been confined to a tunneled overlay
network of routers and UNIX servers known as the MBone. It was primarily used by research
institutions as a hobbyist toy. However, with the recent creation and standardization o f some
- protocols, along with the willingness of some service providers to provide a scalable

architecture, a ubiquitous wide-scale deployment of non-tunneled (native) multicast across the

Scalable Team Multicast in Mabile Ad hoc Networks 6
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Internet is a reality today. The protocols used to do this are not solely designed for the enterprise
networks of small- and medium-sized businesses. These protocols are available and in use today

and will scale to support native deployments across the entire Internet.

1.3.2 Multicast Group Concept

Multicast is based on the concept of a group. An arbitrary group of receivers expresses an
interest in receiving a particular data stream. This group does not have any physical or
geographical boundaries—the hosts can be located anywhere on the Internet. Hosts that are
interested in receiving data flowing to a particular group must join the group using Internet
Group Management Protocol (IGMP). Hosts must be a member of the group to receive the data

stream.
1.3.3 IP Multicast Addresses

IP Multicast addresses specify a “set” of IP hosts that have joined a group ard wish to
receive traffic sent to this group. A multicast stream is first assigned an address within class D
range. Any host that wishes to receive the stream p laces that stream’s class D I? addresson
which ever interface it uses for IP. Because all clients of the stream would have the same class D

address, the multicast is sent to one address and many clients.

The Internet Assigned Numbers Authority (IANA) controls the assignment of IP
Multicast Addresses. IANA has assigned the old Class D address space to be used for IP
Multicast. This means that all IP Multicast-group addresses will fall in this range:

224.0.0.0 - 239.255.255.255

The IEEE LAN specifications made provisions for the transmission of broadcast and/or
multicast packets. In the 802.3 standard, bit 0 of the first octet is used to indicate a broadcast
and/or multicast frame. Figure 2 shows the location of the Broadcast/Multicast bit in an Ethernet
frame.

Scalable Team Multicast in Mobile Ad hoc Nerworks 7
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Figure 1.2: IEEE 802.3 MAC Address Format

This bit indicates that the frame is destined for an arbitrary group of hosts or all hosts on the
network (in the case of the broadcast address, OxFFFF.FFFF.FFFF). IP Multicast makes use of
this capability to transmit IP packets to a group of hosts on a LAN segment.

1.4 Multicast Distribution Trees

Multicast capable routers create distribution trees that control the path which IP Multicast
traffic takes through the network in order to deliver traffic to all receivers. The two basic types of

multicast distribution trees are source trees and shared trees.
1.4.1 Source Trees

The simplest form of a multicast distribution tree is a source tree with its root at the
source and branches forming a spanning tree through the network to the receivers. Because this

tree uses the shortest path through the network, it is also referred to as a shortest path tree (SPT).

Hotasan: (S, Gl
3 - Saurco
GeGrevp

Figure 1.3: Host A Shortest Path Tree
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The diagram above shows an example of an SPT for group 224.1.1.1 rooted at the source, Host
A, and connecting two receivers, Hosts B and C. The special notation of (S,G), pronounced "S
comma G", enumerates an SPT where S is the IP address of the source and G is the multicast
group address. Using this notation, the SPT for the example in the figure above would be
(192.1.1.1, 224.1.1.1). The (S,G) notation implies that a separate SPT exists for each individual
source sending to each group—which is correct. For example, if Host B is also sending traffic to
group 224.1.1.1 and Hosts A and C are receivers, then a separate (5,G) SPT would exist with a
notation of (192.2.2.2, 224.1.1.1).

1.4.2 Shared Trees

Unlike source trees that have their root at the source, shared trees use a single common

root placed at some chosen point in the network. This shared root is called a Rendezvous Point

(RP).

LET A )
¢ = AlBsymzas
[TEg R

2232202 Tra%hz
—_—

Figurel 4: Shared Distribution Tree

Figure above shows a shared tree for the group 224.2.2.2 with the root located at Router D.
When using a shared tree, sources must send their traffic to the root and then the traffic is
forwarded down the shared tree to reach all receivers. In this example, multicast traffic from the

sources, Hosts A and D, travels to the root (Router D) and then down the shared tree to the two

Scalable Team Multicast in Mobile Ad hoc Nenworks 9
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receivers, Hosts B and C. Since all sources in the multicast group use a common shared tree, a
wildcard notation written as (*, G), pronounced "star comma G", represents the tree. In this case,
* means all sources, and G represents the multicast group. Therefore, the shared tree shown in

the figure above would be written as (¥, 224.2.2.2).
1.4.3 Source Trees Verses Shared Trees

Both SPTs and Shared Trees are loop-free. Messages are replicated only where the tree
branches. Members of multicast groups can join or leave at any time; therefore the distribution
trees must be d ynamically updated. When all the activereceiverson a particular branch stop
requesting the traffic for a particular multicast group the routers prune that branch from the
distribution tree and stop forwarding traffic down that branch. If o ne receiver on that branch
becomes active and requests the multicast traffic the router will dynamically modify the

distribution tree and start forwarding traffic again.

Shortest Path Trees have the advantage of creating the optimal path between the source
and the receivers. This will guarantee the minimum amount of network latency for forwarding
multicast traffic. This optimization does come with a price. The routers must maintain path
information for each source. In a network that has thousands of sources and thousands of groups
this can quickly become a resource issue on the routers. Memory consumption from the size of

the multicast routing table is a factor that network designers must take into consideration.

Shared Trees have the advantage of requiring the minimum amount of state in each
router. This will lower the overall memory requirements for a network that only allows shared
trees. The disadvantage of shared trees is that under certain circumstances the paths between the
source and receivers might not be the optimal paths—which might introduce some latency in
packet delivery. Network designers must carefully consider the placement of the RP when

implementing a shared tree only environment.

Scalable Team Multicast in Mobile Ad hoc Nerworks 10
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1.5 Modes of Multicast Routing
Multicast uses one of the two spanning tree technologies dense mode or sparse Mode to

get streaming media to its destinations.

1.5.1 Dense Mode

Dense mode assumes that group members are in dense pockets of the network. This is
used for large distributions, such as Web cast concerts or corporate presentations, where many
receivers on the same subnet or network are getting t heir broadcasts from the same location.
Dense mode also assumes that bandwidth is high enough to handle the broadcasts. Routing
protocols such as DVMRP (Distance Vector Multicast Routing Protocol), PIM-DM (Protocol
Independent Multicast Dense Mode) and MOSPF (Multicast Open Shortest Path First) are used

to distribute data in a dense-mode network.

DVMRP uses a flooding method of getting the multicast data to its destinations. DVMRP
relies on the shortest path for propagation. DVMRP does use broadcast technology to update all
the routers on the network. This can result in a lot of traffic if routers are spread apart or sending
to sparsely connected members, and therefore DVMRP is good only for dense transmissions on
high-bandwidth connections. DVMRP also must keep a large amount of state information about
all the connections it maintains. Because a DVMRP tree is created for every group ID sent, this
information can be overwhelming -- another reason DVMRP works only in dense distributions

where the router can keep its connections as tightly packed as possible.

The PIM-DM routing protocol is similar to DVMRP in its overall operation, but it offers
a distinct advantage over DVMRP in that it doesn't rely on any one unicast routing protocol.

PIM-DM is the dense-mode version of PIM, a standardized, scalable multicast routing protocol,

The third routing protocol used in dense-mode networks, MOSPF, extends OSPF to
handle multicast traffic instead of only unicast. MOSPF routes data over the lowest-cost

connection with available bandwidth and the shortest hop count is used to determine the best

Scalable Team Multicast in Mobile Ad hoc Networks 11
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path. Using this method, routes over heavily congested connections can be avoided by creating a

higher cost for them.
1.5.2 Sparse Mode

Sparse mode might sound as if it's designed for desert multicast sessions, but its purpose
is to find efficient means of getting data to many people spread over wide areas. While dense
mode assumes there are group members in every corner of the network, sparse mode realizes that
for specialized transmissions, members are in small pockets, or clusters, of the network. It's
unnecessary for data to be transmitted to every comer of the network when the data needs to
reach only a few areas, or areas spread out over long distances. Sparse-mode protocols also are
designed to work well over congested connections (for example, in trying to reach a few users

scattered across the Internet) and lower-bandwidth comnections (such as a low-bandwidth

corporate WAN).

Two sparse-mode protocols exist: CBT (Core-Based Trees) and PIM-SM (Protocol
Independent Multicast Sparse Mode). Both build routing trees by requiring the routers to
participate in creating the tree. Sparse-mode routers effectively ask to join a multicast session
when a downstream member requests admission. While dense-mode routers create different trees
for each multicast group, CBT simplifies the approach by creating one tree that's used by all
groups. CBT employs a tree structure based on a core router from which all data flows,
regardiess of the source. This is advantageous in that the link-state information is lessened
because all groups use the same tree. Conversely, the core router becomes overloaded as more
members join. Using multiple core routers is an option, but this solution has not yet been widely

adopted.

PIM-SM is similar to CBT in topology, but it's more flexible. Instead of a core router,
PIM-SM uses an RP (rendezvous point), where downstream routers "gather.” This lets PIM-SM
create a shared tree, or one based on the shortest path. Thus, each group can have a different tree

structure based on what works best. CBT keeps the amount of link-state information down but
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may not provide the best path to a member. If low latency is needed, PIM-SM can create better

paths.
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Figure 1.5: Dense Mode vs. Sparse Mode

1.6 Multicast Protocols

ODMRP, MAODV, CAMP multicast protocols exist in which each node in a team acts as
an individual unit without effecting group mobility feature. But these protocols are efficient and
effective with the small sized multicast groups i.e. less than 100 nodes and suffers with large
amount of communication overhead because of flooding of control packets in large-sized
networks with large number of multicast groups. The characteristics of ad hoc networks
(dynamic topology, limited bandwidth, unreliable transmissions, limited energy supply, etc.)
make routing algorithm design particularly challenging, especially if the network grows to

thousands of nodes, as is often the case in sensor networks and in battlefield scenarios.
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1.7 Landmark Ad hoc Routing Protocol (LANMAR)

Multicasting in large scale mobile and ad hoc networks is proposed which also exploits
Team Motion Affinity. Team is dynamically created. The base of our team multicast scheme ts
Landmark Ad hoc Routing Protocol (LANMAR). LANMAR provides an efficient proactive
routing platform which effects teams’ mobility. Each team is assigned a unique subnet address
by LANMAR and a Landmark node is elected by each team. Team address and the multicast
group address is propagated by the landmark into the network by the proactive routing algorithm
such as DSDV which have a cormrect view of network topology at all the times. Routing
information is known before hand through continuous route updates. This is how each node in

the network has the updated routing entry the landmark of each team.
1.8  Network Simulators

Although there are several network simulators, available for developing different
simulations for different types of networks. For the testing and validation of our results the idea
was to perform simulations that compare different aspects of the performance of M-LANMAR in
comparison with LANMAR.

1.8.1 Simulation programs

As there is a wide range of simulation programs available so we have performed a survey
of the commonly used simulatorsNS2, GloMoSim, QualNet and OPNET in order to determine
which one is the most suitable simulator for our scenario. While choosing the simulator, we kept

the following points in mind:

e How user-friendly is it?
o Is it compatible with our operating system?
e Which protocols does it support?

¢ Whether it shows the simulation results according to our requirement?

Scalable Team Multicast in Mobile Ad hoc Networks 14



o

Chapter 1 Intraduction

» Isit easy to install?
e How frequent is the simulator used in research-papers regarding MANETSs?

» How much it is proved to be successful regarding previous simulations?

1.9 Network Simulator 2 (NS2)

NS2 stands for Network Simulator (version 2). NS is a discrete event driven simulator
targeted at networking research. NS ;;rovides substantial support for simulation of TCP, routing,

and multicast protocols over wired and wireless (local and satellite) networks.

1.9.1 History ofNS2

NS began as a variant of the REAL network simulator in 1989 and has evolved
substantially over the past few years. In 1995NS development was supported by DARPA
through the VINT project at LBL, Xerox PARC, UCB, and USC/ISI. The wireless code from the
UCB Daedelus and CMU Monarch projects and Sun Microsystems, have added the wireless
capabilities toNS2.Several versions of NS are NS1 and NS2. NS version2 is a discrete-event
driven and object-oriented network simulator. The most recent version ofNS2 isNS-2.26 which is

released the 26 of February 2003 and supports AODV, DSDV, DSR and TORA.

1.9.2 Benefits of using NS2

NS2 is mainly used to simulate various networking protocols and architectures. (E.g.:
TCP, IP in the wired domain, and, AODV, DSDV in the wireless domain). NS2 can also be used
to write applications like FTP, ECHO etc. In NS2 it’s possible to alter and write your own code

to make it more suitable for our own scenarios.
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1.9.3 Flaws of NS2

NS2 cannot be efficiently used by applications that “happen” to be network aware. (E.g.:
Applications that are Al based which “happen” to use the network). NS2 cannot be easily used to
illustrate the working of multimedia based applications. (E.g.: Realplayer displaying a movie
trailer). The software is for the larger part text-based and might therefore be a bit complicated to

use if you aren’t familiar to Unix-commands
1.9.4 Why we chose NS2 for our simulations?
There are a lot of components (models) that can be chosen for specific simulations. But

NS2 can simulate wired networks, wireless networks, satellite networks, etc. with vanous

protocols at the packet level.

. Ns-2 is a popular simulator.
. Support a lot of protocols.

. Free to download.

. Source code available.

. Can be complied on different platforms. E.g. UNIX and Windows.
. An extensive manual and tutorials for the installation and use of the

software avzilable on theNS2 homepage.

. Many users to communicate.

. Some parts are managed with GUIs, which makes it easier to understand
what’s happening.

. A bug report is available for reporting problems and bugs.

1.9.5 OTecl Linkage

Ns is an object oriented simulator, written in C++, with an OTcl interpreter as a front-

end. The simulator supports a class hierarchy in C++ (also called the compiled hierarchy), and a
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similar class hierarchy within the OTcl interpreter (also called the interpreted hierarchy). The
two hierarchies are closely related to each other; from the user’s perspective, there is a one-to-
one correspondence between a class in the interpreted hierarchy and one in the compiled
hierarchy. The root of this hierarchy is the class TclObject. Users create new simulator objects
through the interpreter; these objects are instantiated within the interpreter, and are closely
mirrored by a corresponding object in the compiled hierarchy. The interpreted class hierarchy is
automatically established through methods defined in the class TclClass. User instantiated
objects are mirrored through methods defined in the class TclObject. There are other hierarchies
in the C++ code and OTcl scripts; these other hierarchies are not mirrored in the manner of

TclObject.

Ns uses two languages because simulator has two different kinds of things it needs to
do. On one hand, detailed simulations of protocols require a systems programming language
which can efficiently manipulate bytes, packet headers, and implement algorithms that run
over large data sets. For these tasks run-time speed is important and turn-around time (run
simulation, find bug, fix bug, recompile, re-run) is less important. On the other hand, a large
part of network research involves slightly varying parameters or configurations, or quickly
exploring a number of scenarios. In these cases, iteration time (change the model and re-run)
is more important. Since configuration runs once (at the beginning of the simulation), run-
time of this part of the task is less important. NS meets both of these needs with two
languages, C++ and OTcl. C++ is fast to run but slower to change, making it suitable for
detailed protocol implementation. OTcl runs much slower but can be changed very quickly
(and interactively), making it ideal for simulation configuration. NS (via tclcl) provides glue

to make objects and variables appear on both languages.

OTecl is used:

» For configuration, setup, and “one-time” stuff.

e If you can do what you want by manipulating existing C++ objects.
And C++ is used:

e Ifyou are doing anything that requires processing each packet of a flow.
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e If youhave to change the behavior ofan existing C++ class in ways that weren’t

anticipated.

For example, links are OTcl objects that assemble delay, queuing, and possibly loss
modules. There are certainly grey areas in this spectrum: most routing is done in OTcl

(although the core Dijkstra algorithm is in C++).
1.9.5.1 Code Overview

The term “interpreter” is synonymous with the OTcl interpreter. The code to interface
with the interpreter resides in a separate directory, tclcl. The rest of the simulator code
resides in the directory,NS-2. The notation ~zclcl/ (file) is used to refer to a particular (file) in
the Tcl directory. Similarly, the notation, ~ns/ (file) is used to refer to a particular (file) in
theNS-2 directory.

There are a number of classes defined in ~zclcV/. The six that are used in NS are:

s The Class Tcl contains the methods that C++ code will use to access the interpreter.

» The class TclObject 1s the base class for all simulator objects that are also mirrored in
the compiled hiérarchy.

o The class TclClass defines the interpreted class hierarchy, and the methods to permit
the user to instantiate TclObjects.

e Theclass TclCommand is used to define simple global interpreter commands.

e The class EmbeddedTc] contains the methods to load higher level built-in commands
that make configuring simulations easier.

o the class InstVar contains methods to access C++ member variables as OTcl instance

vanables.
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1.9.5.1.1 Class Tcl

The class Tcl encapsulates the actual instance of the OTcl interpreter, and provides
the methods to access and communicate with that interpreter. The class provides methods for
the following operations:

Obtain a reference to the Tcl instance.

e Invoke QTecl procedures through the interpreter.

e Retrieve, or pass back results to the interpreter.

» Report error situations and exit in a uniform manner.
e Store and lookup “TclObjects”.

e Acquire direct access to the interpreter.

1.9.5.1.2 Class TclObject

Class TclObject is the base class for most of the other classes in the interpreted and
compiled hierarchies. Every object in the class TclObject is created by the user from within
the interpreter. An equivalent shadow object is created in the compiled hierarchy. The two
objects are closely associated with each other.

An object is referred t as a TclObject. This particular object can be either in the class
TclObject, or in a class that is derived from the class TelObject. If it is necessary, it is
explicitly qualified whether that object is an object within the interpreter, or an object within

the compiled code.

1.9.5.1.3 Class TclClass

This compiled class (class TclClass) is a pure virtual class. Classes derived from this
base class provide two functions: construct the interpreted class hierarchy to mirror the
compiled class hierarchy; and provide methods to instantiate new TclObjects. Each such
derived class is associated with a particular compiled class in the compiled class hierarchy,

and can instantiate new objects in the associated class.
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1.9.5.1.4 Class TclCommand

This class (class TclCommand) provides just the mechanism forNS to export simple
commands to the interpreter that can then be executed within a global context by the
interpreter. There are two functions defined in ~ns/misc.cc: ns-random and ns-version. These
two functions are initialized by the function init_misc(void), defined in ~ns/misc.cc;

init_misc is invoked by Tcl_AppInit{void) during startup.
1.9.5.1.5 Class EmbeddedTecl

Ns permit the development of functionality in either compiled code, or through
interpreter code, that is evaluated at initialization. For example, the scripts ~tclcl/tcl-object.tcl
or the scripts in ~ns/tcl/lib. Such loading and evaluation of scripts is done through chjects in
the class EmbeddedTcl. The easiest way to extend NS is to add OTcl code to either ~tclcl/tcl-
object.tcl or through scripts in the ~ns/tcl/lib directory. In the latter case, NS sources
~ns/tcl/lib/ns-lib.tcl automatically, and hence the programmer must add a couple of lines to

this file so that their script will also get automatically sourced by NS at startup.

Three points to note with EmbeddedTcl code are that firstly, if the code has an error
that is caught during the evaluation, then NS will not run. Secondly, the user can explicitly
override any of the code in the scripts. In particular, they can re-source the entire script after
making their own changes. Finally, after adding the scnipts to ~ns/tcl/1ib/ns-lib.tcl, and every
time thereafter that they change their script, the user must recompile NS for their changes to

take effect. The user can source their script to override the embedded code.

1.9.5.1.6 Class InstVar

This section describes the internals of the class InstVar. This class defines the

methods and mechanisms to bind a Ci++ member variable in the compiled shadow object to a
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specified OTcl instance variable in the equivalent interpreted object. The binding is set up
such that the value of the variable can be set or accessed either from within the interpreter, or
from within the compiled code at all times. There are five instance variable classes: class
InstVarReal, class InstVarTime, class InstVarBandwidth, class InstVarlnt, and class
InstVarBool, corresponding to bindings for real, time, bandwidth, integer, and boolean

valued variables respectively.
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2. LITERATURE REVIEW

Before starting research on splitting technique we have searched many research
papers, web sites and books. We collected a 1ot o f matenal to thoroughly understand our

research.

2.1 Classification of Routing protocols in Ad hoc Wireless networks

Milenko Petrovic in his research paper “Routing Protocols for Ad hoc Networks™ has
discussed different routing protocols for Ad hoc networks. In Ad hoc networks, the routing
problem has two components; route discovery and route maintenance. For these purposes,
routing protocols are needed which uses routing update packets to reflect the changes to all

other routers in the network. These protocols are categorized in two types.

Ad hoc Routing Protocols can be classified in three types.

2.1.1 Proactive Routing Protocols

These protocols try to have a correct view of network topology at all times. Any
changes in topology are propagated through the network, so that all nodes know of the
change in the topology as it happens. This type of protocol operation is considered pro-
active, since it tries to determine before they are needed. E.g. DSDV, WRP, CBR, CGSR,

FSR. Some of these protocols discussed in his research are:

2.1.1.1 FSR (Fisheye State Routing)

FSR is based on link state routing. The goal of FSR is to reduce flooding used in
disseminating link state information when connectivity changes. A node periodically
broadcasts link state information. It does not broadcast any information on events (e.g. link

failure, changes in topology, etc.), but only periodically. Different update periods are used for
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nodes at different distances. Nodes with the same update period are said to be within one
update scope. Closer nodes are updated more frequently. The consequence of this is that
nodes that are further away may have incorrect routes. As packets travel through the network
and get closer to their destination, the more accurate the route gets (since nodes closer to the

destination are updated more frequently). This method reduces number of broadcast packets.
2.1.1.2 LANMAR (Landmark Routing Protocol)

Milenko Petrovic in the paper states that LANMAR is a combination of link state and
distance vector protocols. It borrows from FSR and Landmark routing protocols. It is best
suited to networks where group mobility applies. LANMAR uses concepts of landmarks to
reduce size of routing tables and effectively handle changes in topology resulting from node
mobility. A group of nodes that are in close proximity of each other (i.e. direct
communication is possible) have a designated landmark. The landmark node has its
Landmark flag set to ON. Nodes that have the same landmark are within the same scope.
Routing table at each node contains only routes to nodes in the same scope, and routes to all
landmarks. This makes LANMAR suitable for large networks. Note that nodes that are in the
same scope have the same subnet address. It is assumed that when nodes move, they do not
go beyond their scope (this restriction is relaxed below). It is also possible for all the nodes
within the same scope to move together as a group. There is no restriction on group
movement. Drifters can cause problem but in the worst case, drifters cause 30% increase in
routing table entries. It is also possible that some nodes become isolated. Isolated nodes are
subnets of size 1. If number of such nodes is small, then they can be handled just like regular
landmarks. If number of isolated nodes is large, then LANMAR routing becomes FSR
routing (when all nodes become isolated nodes).

2.1.2 Reactive Routing Protocols (On-Demand Protoco))

These protocols only try to keep valid routing information to the destination that they

need. In other words, network topology is detected as needed (On-Demand). These protocols
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usually initiate topology discovery at a time when traffic requires it. E.g. DSR, AODV,
TORA, ABR, SSAR.

2.1.2.1 AODV (Ad-hoc On-Demand Distance Vector)

Operation of the protocol can be divided in two functions — route discovery and route
maintenance. During protocol initialization, neighbors are discovered. A node sends Hello
message on its interface and receives Hello messages from its neighbors. This process repeats
periodically to determine neighbour connectivity. When a route is needed to some
destination, the protocol starts route discovery. The source sends Route Request Message to
its neighbours. If a neighbour has no information on the destination, it will send message to
all of its neighbours and so on. Once request reaches a node that has information on the
destination, then that node sends Route Reply Message to the Route Request Message
initiator. When Route Reply Message reaches the initiator, the route is ready, and the initiator
can start sending data packets. If one of the links on the forward path breaks, the intermediate
node just above the link that failed sends new Route Reply Message to all the sources that are
using the forward path to inform them of the link failure. It does this by sending the message
to all neighbours using the forward path. In turn, they will send to their neighbours until all
upstream nodes that use forward path are informed. The source nodes can then initiate new

route request procedures if they still need to route packets to the destination.
2.1.2.2 DSR (Dynamie¢ Source Routing)

DSR uses a modified version of source routing. Operation of the protocol can be

divided in two functions —route discovery and route maintenance. Route discovery operation

is used when routes to unknown hosts are required. Route maintenance operation is used to
monitor comrectness of established routes and to initiate route discovery if a route fails. When
a node needs to send a packet to a destination it does not know about, the node will initiate

route discovery. The node sends route discovery request to its neighbours. Neighbours can
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either send a reply to the initiator or forward the route request message to their neighbours

after having added their address to the request message
2.1.3 Hybrid Routing Protocols

There also exists routing protocols that contain both a pro-active and an on-demand

component. Such protocols are termed hybrid. E.g. ZRP
2.1.3.1 ZRP (Zone Routing Protocol)

ZRP is a framework for combining operations of on-demand and proactive protocols
into a singe routing protocol. ZRP tries to get the best of what on-demand and proactive
protocols have to offer. It also tries to improve on their weaker points that arise when only
proactive or on-demand protocols are used on their own. . ZRP framework has three major
components - [ERP (IntEr-zone Routing Protocol), IARP (IntrA-zone Routing Protocol) and
BRP (Border cast Resolution Protocol). These protocols are not full protocols but are
specifications of how a protocol used in their place should operate. The idea behind ZRP is to

partition network into zones. [1}]

Amitava Mukherjee, Somprakash Bandyopadhyay and Debashis Saha have discussed
multicasting in “Location Management and Routing in Mobile Wireless Networks”.
Multicast communication in the context of Ad hoc networks is a very useful and efficient
means of supporting group-oriented applications, where the need for one-to-many data
dissemination is quite frequent in critical situations such as disaster recovery and battle field
scenarios. Instead of sending data via multiple unicast, multicasting reduces the

communication costs by minimizing the link bandwidth consumption and delivery delay [2].
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2.1.4 ‘Tree-based vs. mesh-based

In another paper “Scalable Team Multicast in Wireless Ad hoc Networks Exploiting
coordinated Motion”, Yunjung Yi, Xiaoyan Hong and Mario Getla have discussed two other
categories of multicast routing protocols. Multicast routing protocols developed specifically
for MANET, some are tree-based, and some are based on a mesh structure. A tree based
protocol uses a multicast tree structure with a high data forwarding efficiency and low
robustness e.g. MAODV (Multi-cast Ad hoc On demand Distance Vector), AM Route (Ad
hoc Multicast Routing), LAM (Light weight Adaptive Multicast), LGT (Location Guided
Tree) and ARMIS (Ad hoc Multicast Routing protocol utilizing Increasing id number).
Whereas in mesh based protocols enhances multicast mesh structure and allows redundant
paths between source and a group member with a better robustness and higher forwarding
overhead because of increased network load e.g. ODMRP (On Demand Multicast Routing
Protocol), MCEDAR (Multicast Core-Extraction Distributed Ad hoc Routing), FGMP
(Forwarding Group Multicast Protocol) and CAMP (Core-Assisted Multicast Protocol) .

The key difference between a mesh and a tree structure is how data packets are
accepted to be processed. A router is allowed to accept unique packets coming from any
neighbor in the mesh, as opposed to trees where a router can only take packets coming from
routers with whom a tree branch has been established. Therefore, keeping the branch
information updated is one extra challenge protocols based on trees have to face in a mobility

scenario [3].
2.2  Performance Analysis of studied Routing Protocols
22.1 AODV
Three evaluations of AODV performance are studied. The results cover almost all

aspects of RFC 2501. AODV does not support sleeping nodes. All connections are assumed

bi-directional. Network connectivity is not reported. Topological rate of change is not
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reported, although it can be inferred indirectly from the node mobility. The topological
change happens uniformly across the network, since mobility (speed, direction) of nodes is

also selected uniformly.

In Ad hoc on-demand distance vector routing [4], it is concluded that the protocol
performs well for small number of sources that generate traffic. It has > 95% throughput up
to 100 nodes. Throughput drops to 83% at 500 nodes and 70% at 1000 nodes. The authors of
[5] note that ADOV Route Request Messages propagate to all nodes of the ad hoc network.
This is a problem with large number of nodes. In [6], similar observations are made, but
since only up to 100 nodes are used, the throughput does not fall below 95%. In [4] and [6],
they notice that higher node speed with moderate to high network load causes decrease in

throughput since control overhead becomes larger.

AODV performs well in the networks up to 100 nodes with packet delivery rate >
98% regardless of node mobility and network Ioad. For networks with more than 100 nodes
and low load, performance is still good regardless of mobility. For networks with more than
100 nodes and high load, end-to-end delay increases as mobility decreases. It was observed
that under high load, high node mobility has effect of load balancing. Even though the aim of
the protocol is scalability, AODV has problems scaling to very large ad hoc networks (>
1000 nodes).

2.2.2 DSR

Three performance evaluations are studied. DSR performs well with low node
mobility where caching optimization has the greatest impact [7], [5]. It has throughput of
>90% even under high network load. If the network load is low, it performs well regardless
of mobility. At high mobility and moderate to high load, the throughput drops to 60-70%.
Under low network load, DSR has very low end-to-end delay, but with moderate to high
network load, delay increase 5-7 times. Distributed network load at moderately high mobility

rates results in lower end-to-end delay. At highest and lowest mobility, delay is the largest
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[5]. Routing overhead reported in [5] is low. In [7] it is reported that when clusters occur,
DSR keeps trying to discover routes. The back-off optimization helps, but part of bandwidth

is still consumed.

DSR performs quite well. Performance of DSR has been evaluated well for networks
up to 100 nodes. At low network load and regardless of mobility, DSR performs well, with
throughput of > 90%. At higher mobility, routing overhead increases. Since DSR uses source
routing, it sends only a few protocols specific packets, but each data packet has some
overhead due to routing information carried. Authors of the protocols suggest that even
though overhead in bytes is substantial, it is till more desirable to have overhead in data
packets rather than in routing protocol packets, which have to compete with data packets for
the shared medium, which is more expensive than Optimization techniq.ues used improve
performance of DSR considerably. They also require all as network load increases,
performance of DSR decreases monotonically with network load, Coupled with high
mobility, DSR performance can suffer dramatically in large (~100 nodes) Distributed
network load effect has been observed for high network load and medium mobility.

234 FSR

Two performance analysis are studied. [8] reports that increasing number of update
scopes decreases number of packets sent by flooding during link state update. This also
results in more inaccurate routing, which decreases throughput. End-to-end delay increases
slowly with increasing network load. Since FSR uses pericdic broadcasts, routing overhead is
constant regardless of load and mobility. Thus, with increased load, the routing overhead
decreases. This makes FSR scalable. On the other hand, with slow changing topologies, there
is still a considerable routing overhead, since periodic broadcasting is done even if there are
no changes. The authors also note that increasing number of scopes beyond three does not

result if further significant reduction in routing overhead for this simulation setup.
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In [9] we can see that at low mobility (<1 m/s) and high network FSR performs quite
well, delivering more that 80% of packets. As soon as mobility increases beyond Imv/s,
throughput drops considerably (40% at 2m/s). From this point, the throughput decreases
more slowly so that at 10m/s it is at 20%. At low network load, similar behavior is observed,
but throughput is somewhat better, but it is still less then 50% for speeds greater than 2my/s.
Packet delay increases monotonically with network load, regardless of node mobility. This
study also analyzes storage overhead for FSR. This is important for link state protocols, since
their routing tables contain directions to every node in the network. Routing table size can be
seen as a potential draw back for FSR scalability, especially since we are dealing with mobile

devices where all components can be very expensive.

FSR performs well at low node mobility. Routing overhead decreases with increase
load. At node mobility increases, throughput drops considerably (~40%) for nodes moving

2m/s or faster. More comparative performance analysis is needed.
2.3.5 LANMAR

One performance analysis.is studied. When there is no mobility LANMAR performs
well, regardless of network load. At low mobility (<im/s) the protocol still performs well. At
higher mobility (>1m/s) the throughput drops considerably (<40%), regardless of network
load. The protocol does show improvement over FSR (on which it is based). The authors
contributed this to more accurate nodes to landmarks vs. less accurate nodes to destinations
that FSR provides. Average packet delay does not vary with mobility. It increases linearly
with network load. Routing overhead for LANMAR depends only network topology and not
on number of active nodes. LANMAR routing tables are kept small by use of landmarks.
There is a trade-off between routing table size, subnet size and throughput. Larger subnet
sizes make routing tables small, but link state updates are more expensive. Smaller subnet
size increases routing table sizes, but link state updates are fewer. The authors also note that
good LANMAR performance is expected when traffic is evenly distributed across all subnets
event when the network load is high.
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More comparative performance analysis is needed. Exhibits good scalability where

group mobility applies. Similar performance results as for FSR.
2.3.6 DSDV

[5] Selects main parameters for DSDV simulation without an explanation. The
parameters include periodic update interval, periodic updates missed before link declared
broken, initial triggered update weighted settling time, weighted settling time weighting
factor, route advertisement aggregation time and maximum packets buffered per node per
destination. Their simulation reveals the following about DSDV. Routing overhead is
constant, which is good in terms of scalability. DSDV fails to converge. at high mobility.
Only up to 70% of packets are delivered. Routing overhead is not large, as compared to on-
demand protocols, where with high network load and mobility, overhead is much larger than
for DSDV. DSDV finds routes that are very close to optimal. For slower rate of movement

(1m/s), delivers more than 98% of packets.

DSDV performs poorly when nodes are mobile. Only for very slow changing network
topologies does it perform well. DSDV poor performance contributed to slow reaction to

changing network topology which results n many packets being dropped.
23.7 ZRP

[10] and [11] show that ZRP performance depends mainly on one parameter - zone
radius. Performance of ZRP is evaluated for various zone radii. When radius = 1 then ZRP
reduces to simple flooding since every zone contains only immediate neighbours, so every

eighbour is also a border node. As radius increases, number of IERP packets decreases all
else being the same. This is because numbers of border routers decreases, so [ERP messages
do not need to be propagated to every node. When radius = 2, ZRP performs best in terms of

overhead. With larger radius, zones become bigger, so overhead gets smaller, but routing
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tables become bigger since there are more nodes within each zone. [10] and [11] conclude
the following. If number of queries (i.e. route discovery) is small and if nodes are moving
fast, smaller zones are better. Smaller zones are less sensitive to non-local node movement. If
number of queries is large (larger network load) and nodes are moving slower then larger
zones are better (since nodes are moving slower less changes to topology are happening, so

we might benefit by increasing zone size where routing is done proactively).

ZRP performance is tightly related to zone radius. Networks of different size will
require adjustment to zone radius. Authors do not mention if this adjustment can be

performed by the protocols itself. More comparative performance studies are needed.

2.4  Research Papers Review

Mobile ad hoc networks (MANETS) are self-organizing networks that do not need a
wired/wireless infrastructure. Two nodes communicate directly if they are in the trans-
mission range of each other. Otherwise, they reach via a multi-hop route. Each MANET node
must therefore be able to function as a router, forwarding data packets on behalf of other
nodes. In many MANET scenarios (e.g., warfront activities, search ahd rescue, disaster relief
operations, etc.), the mobile nodes are often organized in teams with different tasks and,
correspondingly, different functional and operational characteristics. In particular, nodes in
the same team will have coordinated motion. We call this model the “affinity team model™.
Moreover, multicast dynamics are on a per team basis - and entire team joins or withdraws
from a multicast group. Two or more teams may merge into one; or a team may split in sub-
teams, depending on the operational needs. Since MANETS function under severe constraints
such as limited bandwidth and energy, group communications should be performed efficient
and at low control overhead cost. Several MANET multicast protocols already exist (e.g.,
ODMRP, MAODV, CAMP). Those protocols work effectively with small-scale multicast
groups {e.g., less than 100 nodes). However, they suffer from severe communications
overhead caused by control packet floods (e.g., Join Query or Request packet flooding in

ODMRP and MAODV) in a large-scale network with a large number of multicast groups.
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LANMAR provides an efficient proactive routing platform which efficiently exploits team
mobility. LANMAR Landmark Ad Hoc Routing) protocol is a proactive routing [6]. It uses
the notion of landmarks to keep track of logical subnets. Such a logical subnet consists of
nodes that have a common interest and move together as a “group™. A representative of the
subnet, i.e, a “landmark” node, is dynamically elected in each subnet. M-LANMAR
(Multicast-enabled Landmark Ad hoc Routing) protocol is a proactive scheme, where group

member-ship and multicast routes are updated proactively [3].

Xiaoyan Hong, Mario Gerla, Li Ma showed their research about LANMAR protocol
in their paper “Multiple-Landmark Routing for Large Groups in Ad Hoc Networks™. They
stated that previous work in Landmark Ad Hoc Routing (LAN-MAR) has attempted to
address the problem of scalability by utilizing the group motion pattern. LANMAR identifies
logical sub-nets in which the members have a commonality of interests and are likely to
move as a”group”. A”landmark” is dynamically elected in each logical subnet and directs
packets to its group. However, when a logical subnet grows large in size or acquires an
arbitrary, irregular shape, the local routing scope of the landmark may not cover all the nodes
in the group. The nodes which are uncovered are treated through registration (to the
landmark of its subnei) and packet redirection (from the landmark). Thus, the Landmark
forwards the packet to the intended destination. The scheme works well in Small/moderate
group sizes. However, too many drifters will increase the routing overhead and lead to
performance degradation. We propose a routing scheme (“Multiple-Landmark™ Ad Hoc
Routing) using multiple landmarks in each logical group. Over-head from using multiple
landmarks is minimized as only one land-mark of each group is propagated over the entire
network. M-LANMAR dynamically elects multiple landmarks in each subnet and re-elects
them when topology changes. Each landmark has direct routing information for nodes within

its scope. The union of the multiple landmarks’ ranges covers the entire group [12].

Xiaoyan Hong and Mario Gerla in another paper “Dynamic Group Discovery and
Routing in Ad Hoc Networks”;have discussed their idea for mobile Ad Hoc networks. In

some applications of large scale Ad Hoc networks, for example, advanced batlefield
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scenarios, the assumption that different sets of nodes move as groups is extremely helpful in
achieving efficient and scalable roufing. In some applications, the groups are known in
advance. In other applications, however, groups form very dynamically. The group based
LANMAR routing protocol performs equally well with dynamically discovered groups and
preformed groups. Once groups are discovered, one can take the advantage of the 2-level
Landmark Ad Hoc Routing (LANMAR) routing hierarchy to achieve scalable routing.
Alternatively, On-Demand routing schemes such as AODV and DSR can be used to establish
routes on demand between groups. As a result, each node maintains two routing tables: local
routing table and landmark table which maintain direct routes to near by destinations and

routes to all the landmarks from all the subnets respectively [3].
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3. PROBLEM DOMAIN

In the next generation of wireless communication systems, there will be a need for
the rapid deployment of independent mobile users. Significant examples include establishing
survivable, efficient, dynamic communication for emergency/rescue operations, disaster
relief efforts, and military networks, Such network scenarios cannot rely on centralized and
organized connectivity, and can be conceived as applications of Mobile Ad Hoc Networks.
Since the nodes are mobile, the network topology may change rapidly and unpredictably over
time. The network is decentralized, where all network activity including discovering the
topology and delivering messages must be executed by the nodes themselves, i.e., routing

functionality will be incorporated into mobile nodes.

The set of applications for MANETs ranges from small, static networks to large-
scale, highly dynamic networks. Therefore, the design of network protocols for these
networks i1s a complex issue. Regardless of the application, MANETs need efficient
distributed algorithms to determine network organization, link scheduling, and routing. A
lapse in any of these requirements may degrade the performance and dependability of the

network.
3.1 Problem Definition

It is a very complex issue to design an efficient routing protocol for MANETS. One
of the main challenges of MANET protocol design is the fact that unlike in Internet nodes are
moving continuously. In particular, it is difficult to keep track of individual node movements

and to route packets to them especially when the network grows large.

Since the performance of MANETS is affected by many factors such as bandwidth
and energy as a result group communication is also effected and should be performed
efficiently and at low control overhead cost. Many MANET multicast protocols such as
ODMRP, MAODV, and CAMP etc already exist but the main problem with these protocols
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is scalabilitv. MANET multicast protocols can be divided into two categories, tree-based
protocols and mesh-based protocols. MAODV, AMRoute and ARMIS are tree-based
protocols and are based on a multicast tree structure whereas ADMRP, MCEDAR and
CAMP are mesh-based protocols and use a multicast mesh structure. Mesh-based protocols

allow redundant paths between a source and a group member.

MANETS are often used in group-oriented applications e.g., warfront activities,
search and rescue, disaster relief operations, etc. Multicast transmission is intended for group

communication.

All of these protocols perform good and effectively with small sized groups but they
are affected by communication overhead when large network size results in large number of
multicast groups. So the main problem is to design MANET multicast protocol which is
scalable to large membership size as well as network size. Nodes are moving continuously so
it is difficult to keep track of individual node movements and to route packets to them

especially when the network grows large.
3.2 Proposed Solution

In many MANET scenarios like warfront activities, search and rescue, disaster relief
operations, etc the mobile nodes are often organized in teams with different tasks and,
correspondingly, different functional and operational characteristics. In particular, nodes in
the same team will have coordinated motion. We call this model the “affinity team model”.
For example, attendees of a major conference can be subdivided into teams based on their
topic interests for the purpose of organizing birds of a feather sessions; various units in a
division can be organized into companies and then further partitioned into task forces based
on their as-assignments in the battlefield.

r R
The “affinity team” model considerably simplifies the mobility management problem

and allows us to design a routing protocol that scales. In fact, it suffices for a source to know
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the path to one of nodes in the team (say, a landmark) in order to route a packet to any other

destination within that team.

Qur basic work is a new approach to multicast in large-scale mobile Ad hoc
networks. The base of our team multicast scheme is Landmark Ad hoc Routing (LANMAR)
protocol. LANMAR is an effective routing platform that efficiently exploits team mobility.
Keeping LANMAR as the foundation, another protocol named M-LANMAR multicast
enabled LANMAR protocol is proposed. M-LANMAR improves the scalability of multicast
protocols in team environment. It also improves the reliability and congestion control
properties of multicast protocol and also achieves low maintenance cost because of

underlying hierarchical routing LANMAR. It also best utilizes affinity team model.

So, the domain of our problem is propose a new multicast paradigm in the
coordinated movement of teams to obtain a highly scalable, efficient, robust multicast
distribution based on the election of landmarks and to investigate a mesh-structure like

QDMRP between subscribed landmarks to improve scalability and efficiency.

We will also develop a Simulator to evaluate M-LANMAR and to compare it with
other protocols such as ODMRP. In our simulator, we will calculate two metrics for our

performance study, delivery ratio and normalized control overhead.
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4. SYSTEM DESIGN

The purpose of design is to create architecture for the involving implementations.
Object oriented design is the method of designed encompassing the process of objects
oriented decomposition and notation for depicting logical and physical as well as static and

dynamic models of system under design.

The design phase focuses on defining the software to implement the application. The
design object is to produce a model of the systemt which can be used latter to build the
system. The designed goal is to find the best possible design within the limitations imposed

by the requirement and the physical social environment in which the system will operate.

4.1 Network Topology

The basic components of our network topology are nodes and links between the
nodes. Both nodes and links are creates in NS 2 simulator. There are well defined classes of

each of them in OTcl. These are described below:
4.1.1 Node Basics

The Node itself is a standalone class in QTcl. However, most of the components of
the node are themselves TclObjects. The typical structure of a (unicast) node consists of two
TclObjects: an address classifier and a port classifier. The function of these classifiers is to
distribute incoming packets to the correct agent or outgoing link. All nodes contain at least

the following components:

e an address , monotonically increasing by 1 (from initial value 0) across the simulation
namespace as nodes are created,

o alist of neighbors,

o alistofagents,

¢ anode type identifier , and
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« arouting module

By default, nodes in are constructed for unicast simulations. In order to enable multicast
simulation, the simulation should be created with a multicast option. When a simulation uses
maulticast routing, the highest bit of the address indicates whether the particular address is a
multicast address or an unicast address. If the bit is 0, the address represents a unicast

address; else the address represents a muiticast address.
4.1.1.1 Configuring the Node

Procedures to configure an individual node can be classified into:

Control functions

¢ Address and Port number management, unicast routing functions
e Agent management

¢ Adding neighbors

Each of the function is described in the following paragraphs.
4.1.1.2 The Classifier

The function of a node when it receives a packet is to examine the packet's fields,

usually its destination address, and on occasion, its source address. It should then map the

_values to an outgoing interface object that is the next downstream recipient of this packet.

This task is performed by a simple classifier object. Multiple classifier objects, each looking

at a specific portion of the packet forward the packet through the node. A node uses many
different types of classifiers for different purposes.
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A classifier provides a way to match a packet against some logical criteria and
retrieve a reference to another simulation object based on the match results. Each classifier
contains a table of simulation objects indexed by slot number. The job of a classifier is to
determine the siot number associated with a received packet and forward that packet to the

object referenced by that particular slot.
4.1.1.2 Multicast Classifiers

The multicast classifier classifies packets according to both source and destination
(group) addresses. It maintains a (chained hash) table mapping source/group pairs to slot
numbers. When a packet arrives containing a source/group unknown to the classifier, it
invokes an OTcl procedure to add an entry to its table. This OTcl procedure may use the

method to add a new (source, group, slot) 3-tuples to the classifier's table.
4.1.2 Links

This is the second aspect of defining the topology. Links are created to connect the
nodes and complete the topology. Links supports a variety of other media, including an
emulation of a multi-access LAN using a mesh of simple links, and other true simulation of
wireless and broadcast media. The CBQlink is derived from simple links and is a

considerably more complex form of link

As with the node being composed of classifiers, a simple link is built up from a
sequence of connectors. There are instance procedures that operate on the various

components defined by some of the connectors

The Link../ns-2/ns-link.tcl is a standalone class in OTcl that provides a few simple
primitives. The SimpleLink../ns-2/ns-link tcl provides the ability to connect two nodes with a
point to point link.

Five instance variables define the link:

® Head: Entry point to the link, it points to the first object in the link,
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e Quene: Reference to the main queue element of the link. Simple links usually have
one queue per link. Other more complex types of links may have multiple queue

elements in the link.

e Link: A reference to the element that actually models the link, in terms of the delay
and bandwidth characteristics of the Jink

» Ttl: Reference to the element that manipulates the ttl in every packet

o Drophead: Reference to an object that is the head of a queue of elements that process
link drops.

Note however, that if the user enable tracing multiple times on the link, these instance
variables will only store a reference to the last elements inserted. Other configuration
mechanisms that add components to a simple link are network interfaces (used in multicast

routing), link dynamics models, and tracing and monitors.
413 Agents
4.1.3.1 UDP Agents

A UDP agent accepts data in variable size chunks from an application, and segments
the data if needed. UDP packets also contain a monotonically increasing sequence number
and an RTP time stamp. Although real UDP packets do not contain sequence numbers or
time stamps, this sequence number does not incur any simulated overhead, and can be useful

for trace file analysis or for simulating UDP based applications.
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4.1.3.2 TCP Agents

There are two major types of TCP agents: One-Way agents and a Two-Way agent.
One-way agents are further sub divided into a set of TCP senders (which obey different
congestion and error contro} techniques) and receivers (“sinks”). The two-way agent Is
symmetric in the sense that it represents both a sender and receiver. It is still under

development.

One-Way TCP senders attempt to capture the essence of the TCP congestion and
error control behavior, but are not intended to be faithful replicas of real-world TCP
implementations. They d o not contain a dynamic window advertisement, they do segment
number and ACK number computations entirely in packet units, there is no SIN/FIN
connection establishment/teardown, and no data is ever transferred (e.g. no checksums or

urgent data).

42 M-LANMAR Protocol

M-LANMAR (Multicast-enabled Landmark Ad hoc Routing) protocol is a proactive
scheme, where group membership and multicast routes are updated proactively. With the aid
of an underlying unicast protocol, the sources maintain the multicast routes to only

landmarks of joined teams instead of individual paths to each member.
4.2.1 Join Multicast Group

In LANMAR, each node keeps fresh routes to all landmarks in the network by
periodic landmark updates. Using the landmark updates, a team maintains its membership to
M- muiticast group(s). A landmark of a team that wishes to join the multicast group(s)
implicitly advertises *Join Request” to the sources by piggybacking the targeting multicast
group ID(s) (address(es)) on landmark broadcast packet. Upon receiving the “implied” Join
Request, each node in the network updates respective landmark entry with the subscnbed
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multicast group IDs. Thus, the Join R equest will be propagated into the sourcesina few
landmark table exchanges. Membership is constantly refreshed, as each landmark includes

_ subscribed multicast addresses to 2l outgoing landmark update packets.
4.2.2 Leave Multicast Group

When a team who is a part of multicast group wants to leave, the landmark removes
the ID of that multicast group from its subscribed multicast groups list. Thus, the landmark
will stop advertising the group. The landmark’s entry at other nodes will be updated

accordingly.
4.2.3 Data Propagation

The source nodes look up their landmark table to find the landmark addressss of the
subscribed teams. For each landmark that subscribes to this multicast group, the source
creates a “virtual link”, i.e., a tunnel, to the landmark and sends encapsulated multicast data.
Upon reception of the encapsulated data, each landmark initiates flooding within the subnet
so that each member can receive the data. With an assumption of restricted size of the subnet
(“x” hops from the landmark to all nodes), local flooding is used with initial TTL *x+1”.

Each node in the team accepts incoming multicast data.
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5. DEVELOPMENT

The goal of development and implementation phase is to create the logic of the
system design that will translate into the code in the specific language. For a given design the
aim in this phase is to implement the design in the best possible manner. The development
and implementation phase effects both testing and maintenance profoundly. A well written
algorithm and logic can reduce the testing and maintenance effort. An important concept that

-helps the understandability of program is structured programming and object orented
programming. The goal of the structured programming is too linear in the control flow in the
program where as object oriented programming based on events, functions and state of the
object. The design of this project is object oriented so coding will perform in object oriented

programumning.
5.1 Tools

NS is a discrete event simulator targeted at networking research. NS provides
substantial support for simulation of TCP, routing, and multicast protocols over wired and
wireless (local and satellite) networks.

NS began as a vanant of the REAL network simulator in 1989 and has evolved

substantially over the past few years. NS is open source package that has always included

substantial contnbutions from other researchers.

5.1.1 NS Installation:
e Version:

NS evolves through version 1, version 2, and the most up-to-date version is 2.1b8a. The
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versions available to download on NS page are from 2.1b3 to 2.1b8a for all-in-one package.
You may download any version that is best fit your need. The newer the version
is, the more modules and features it has. But it does not mean the newer, the better -- you

may not need the newly added parts at all.

For NS source core, you could get as early as version 2.0(which is rarely used now). Link to
download version 1 of NS is also there in case some researchers may need to use that

version.
» Platform:

NS supports Unix (FreeBSD, SunOS, Solaris), Linux, and Windows-95/98/2000/NT. Unix is
highly preferred, since you will experience less problems in using NS2 on Unix than on

Windows.
e Components:
The main components of NS-2 are as below:

Tcl release 8.3.2 (required component)

Tk release 8.3.2 (required component)

Otcl release 1.0a7 (required component)

TclICL release 1.0b11 (required component): simulation interface
NS release 2.1b8a (required component): simulation code core

Nam release 1.0a10 (optional component): animation tool

Y V V V V¥V V VY

Xgraph version 12 (optional component): graphic tool

e Requirements:

To build NS you need a computer and a C++ compiler. NS is fairly large. The all-in-one
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versions available to download on NS page are from 2.1b3 to 2.1b8a for all-in-one package.
You may download any version that is best fit your need. The newer the version
is, the more modules and features it has. But it does not mean the newer, the better -- you

may not need the newly added parts af all.

For NS source core, you could get as early as version 2.0(which is rarely used now). Link to
download version 1 of NS is also there in case some researchers may need to use that

version.
s Platform:

NS supports Unix (FreeBSD, SunOS, Solaris), Linux, and Windows-95/98/2000/NT. Unix is
highly preferred, since you will experience less problems in using NS2 on Unix than on

Windows.
» Components:
The main components of NS-2 are as below:

Tel release 8.3.2 (required component)

Tk release 8.3.2 (required component)

Otcl release 1.0a7 (required component)

TclCL release 1.0b11 (required component): simulation interface
NS release 2.1b8a (required component): simulation code core

Nam release 1.0210 (optional component): animation tool

vV V Vv V V Vv V¥V

Xgraph version 12 (optional component): graphic tool

» Requirements:

To build NS you need a computer and a C++ compiler. NS is fairly large. The all-in-one
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The disadvantage to have 2 languages is long leaming curve and hard to debug.

5.2 Activity Diagram

It gives the pictorial representation of algorithm. Activity Diagram is used to
represent activities. Basic need is that we want to make procedural design in UML.
Operations in sequence are represented in activity diagram. Activity diagrams are useful
when we want to describe a behavior which is parallel or when we want to show how

behaviors in several use cases interact.

s Figure 3.1 describes the process of Join Group.
+ Figure 3.2 describes the process of Leave Group.

o Figure 3.3 describes the process of Data Propagation.
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53  Network Topology in Ns:

This script defines our topology of nodes, and agents, UDP agents with a CBR traffic
generators, and a join group and leave group commands. The output is two trace files, out.tr
and out.nam. When the simulation completes, it wili attempt to run a nam visualization of the

simulation on your screen.

While working on the simulation in NS 2, these points must be kept in mind.

a. Which section predefines tracing?

b. How many nodes are considered in the topology?

¢. How is the topology defined? Draw it.

d. What is the (bandwidth, delay) associated with each link connecting each pair of nodes?
e. What 1s the queueing policy for packets at each node?

f. Which application runs from one node to another node?

g. What is the duration of the simulation?

h. Run the simulation. What do the quantitative results represent? How many trace files have

been generated?

The script involves:
Initialize the simulation
set ns [new Simulator]

Predefine tracing

set f [open out.tr w]
Sns trace-all Sf
set nf [open out.nam w]

$ns namtrace-all $nf
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Creating nodes

set n0 [Sns node]

set nl [Sns nodej

set n2 [$ns node]

set n3 [Sns node]

Creating links

$ns duplex-link $n0 $n2 5Mb 2ms DropTail
$ns duplex-link $nl $n2 SMb 2ms DropTail
$ns duplex-link $n2 $n3 1.5Mb 10ms DropTail

Some Agents.

set udpO [new Agent/UDP] ;# A UDP agent
$ns attach-agent $n0 SudpO ;# on node Sn0

A CBR ftraffic generator agent attached to the UDP

set cbr0 [new Application/Traffic/CBR]
$cbr0 attach-agent Sudp0 agent

Creating Groups
set group0 [Node allocaddr])
Joining Group

set rcvr4 [new Agent/LossMonitor])
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Sns attach-agent $n4 $rcvrd

Sns at 1.2 "Sn4 join-group $rcvrd Sgroup0”
Leaving Group
Snode{Sk) leave-group Srcvr($3k) Sgip

Sns detach-agent $node($k) $revi(Sk)
delete Srcvr(Sk)
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6. TESTING

Testing is an important phase during software development life cycle and shows the
scalability of the software. It also helps in comparing the final software with the objectives.
Software testing is a critical element of software quality assurance and represents the

ultimate review of specification, design and coding.

Testing should focus upon the systems external behavior. Another purpose of testing
is to check how the system fails under certain conditions. The design and implementation
both must be tested. The basic objective of testing is to find the maximum number of errors

in minimum amount of effort.

6.1 Object Oriented Testing Strategies

Testing begins with unit testing then progress towards integration testing and ends
with system testing. In unit testing single modules are tested first. Once they are tested
individually they are integrated into a program structure and tested again to find errors due to

interfacing of different modules. Finally the system as a whole is tested.

6.2 Types of Testing

We conducted the following type of testing to make the software stable and error free.

e Code Inspection
Review and walk through
e Unit Testing '
All the modules of the project are first tested individually.
e Integration Testing
After all the modules tested individually they are combined to form the final

product. All the links and paths were tested. This testing should be done at several
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6.3

levels. E.g. tests of two or three objects, dozens of objects and thousands of them are
all needed.
Black Box testing

The software was checked for graphical user interface and measures taken that
expected output is generated.
System Testing

The software was checked as a whole.

Beta Testing

Used by outsiders rather than developers often makes up for lack of
imagination about possible error paths by testers.
Portability Testing

Test should be applied across the range of systems on which the software may
execute. Tests may employ suspected non-portable constructions at the compiler,

tool, language, operating system or machine level.

Evaluation

Evaluation of the software is carried out to check the stability and usability of the

product being developed. We took measures to ensure that the developed software becomes

effective and our research work is a new paradigm in research world. Some of the features of

the software are given below:

Efficiency and Effectiveness

The product developed is effective and efficient.

® Accuracy and Reliability

The simulator provides reliable and accurate results.

Scalability

The product is scalable.
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6.4 Test Cases

Following are the test cases:

Test Case: 1

Objective:

To check Nodes Creation

Test Engineer:

Afsheen Khurram
Date: ]
28" April 2004
Result:
Nodes are created successfully.
(1 Pass O Fait [] Not Executed
Test Case: 2(a)
Objective:
Nodes Configuration.
Test Engineer:
Afsheen Khurram.
Date:
30" April 2004
Result:
Problem occurred
] Pass (1 Fail % Not Executed
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Test Case: 2(b)
Objective:
Nodes Configuration
Test Engineer:
Afsheen Khurram
Date:
1* May 2004
Result:
Nodes configured successfully.
] Pass 1] Fail (1 Not Executed
Test Case: 3
Objective:
To check Links Creation
Test Engineer:
Shafaq Naz
Date:
1* May 2004
Result:
Links successfully created
Bl pass O Faii [J] Not Executed
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Test Case: 4

Objective:
To check Group Creation

Test Engineer:

Shafaq Naz

Date:
2% May 2004

Result:
Groups Created Successfully

B Pass [ Fail [0 Not Executed
Test Case: 5(a)
Objective;

To check Multicasting Parameters.

Test Engineer:

Afsheen Khurram.
Date:
2™ May2004
Result:
Large amount of Bugs occurred
[ Pass . B Fail ] Mot Executed
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Testing

Test Case: 5(b)

Objective:

To check Multicasting Parameters

Test Engineer:

Afsheen Khurram

Date:
4™ May 2004

Result:
Multicasting parameters not applied properly.

O Pass O Fail B Not Executed
Test Case: 5(c)
Objective:

To check Multicasting Parameters.

Test Engineer:

Shafaq Naz
Date:
5™ May 2004
Result:
Multicasting Parameters applied successfully.
B Pass O Fail ] Not Executed
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Testing

Test Case: 6(a)

Objective:

To check Group Joining

Test Engineer:

Shafaq Naz
Date:
5% May 2004
Result:
Not all the nodes were joining their respective groups.
[ Pass 1 Fail [ Not Executed
Test Case: 6(b)
Objective: -
To check Group Joining.
Test E‘ngineer:
Afsheen Khurram.
Date:
6® May 2004
Result:
Nodes successfully join their respective groups.
1 Pass [ Fail Not Executed
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Test Case: 7

Objective:

To check color change of nodes on joining the group
Test Engineer:

Afsheen Khurram
Date:

6™ May 2004
Result:

Nodes successfully changing colors on each group
joining.

B Pass [ rFail ] Not Executed
Test Case: 8

Objective:

Landmark sending colored packets to their respective
members.
Test Enginecr:

Shafaq Naz
Date:

7% May 2004
Result:

Landmark successfully sending packets.

B Pass [ Fail [ Not Executed
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Chapter 7 Results and Discussion

7.  RESULTS AND DISCUSSION

7.1  Comparison of Ad hoc Routing Protocols

We surveyed routing protocols for ad hoc networks that have been submitted to IETF
as internet-drafts. Two types of protocols have been review — proactive and on-demand. The
conclusions drawn were that on-demand protocols are far superior in energy usage then
proactive protocols. This conclusion was based on DSDV that uses periodic broadcasts, even
when there are no changes in network topology. As we have seen there are proactive
protocols that avoid broadcasts when there are no changes in topology (¢.8. ZRP, TBRPF,
FSR). These protocols are probably likely to improve their energy usage dramatically. More
comparison studies are needed between on-demand and proactive protocols to determine

which performs better and under what circumstances {2}.

The two on-demand protocols MAODV and ODMRP share certain salient
characteristics. In particular, they both discover multicast routes only in the presence of data
packets to be delivered to a multicast destination. Route discovery in either protocol is based
on request and reply cycles where multicast route information is stored in all intermediate
nodes on the multicast path. However, there are several important differences in the
dynamics of the two protocols, which may give rise to significant performance differences.
First, MAODV uses a shared bi-directicnal multicast tree while ODMRP maintains a mesh
topology rooted from each source. Second, ODMRP broadcasts the reply back to the source
while MAODV unicast the reply. Third, MAODYV does not activate a multicast route
immediately while ODMRP does [7].

Existing studies show that tree-based on-demand protocols are not necessarily the
best choice. In a harsh environment, where the network topology changes very frequently,
mesh-based protocols seem to outperform tree-based protocols, due to the availability of

alternative paths, which allow multicast datagrams to be delivered to all or most multicast
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receivers even if links fail. Much room still exists to improve protocol performance (as

measured by the packet delivery ratio) while reducing the associated averhead.

7.2. Simulation

We evaluated M-LANMAR and also compared it with a robust ad hoc multicast
protocol, ODMRP (On-Demand Multicast Routing Protocol). In [18], it is showed that
ODMRP generally performs well in a mobile environment compared with other MANET
multicast protocols such as CAMP, AMRoute and ARMIS. By keeping this in mind, we limit
ourselves to the comparison with ODMRP and with flooding (the latter being the most
reliable scheme in a lightly loaded, mobile network). The performance of flooding,
obviously, degrades as the offered load (given multicast traffic) increases. We use the

following metrics for our performance study:

e Delivery ratio: The ratio of the number of delivered packets to each member

versus the number of supposedly received packets by each member.

o The normalized control overhead: the total number of sent control packets (e.g.,
Join Query/Reply in ODMRP, local/landmark routing table exchanges in M-
LANMAR) is divided by the total number of delivered packets to members.

7.3 Simulation Environments

We used NS2 simulator, a packet level simulator targeted at networking research,
which provides substantial support for simulation of TCP, routing, and multicast protocols
over wired and wireless (local and satellite) networks. We used default parameters provided
by NS2. In our simulation, each source generates data in a CBR (Constant Bit Rate) fashion
with UDP {User Data Protocol). The transmission range of each node is 376m and bandwidth
of the device is 2Mbits/sec. In the network, 20 nodes are uniformly placed and grouped into 4

Scalable Team Multicast in Mobile Ad hoc Networks 62



Chapter 7 Results and Discussion

multicast groups. Each node represents a team. The average number of neighbors for each
node is 4 and the average hop count from t he 1 andmark node to each node in the logical
subnet is 1. For maintaining the routing structures, ODMRP uses 2 seconds interval for each
Join Query and M-LANMAR uses i-second interval for landmark updates and 2.3 seconds

period for local routing table exchanges.

Two cases are studied in our simulation study: static and mobile scenario. Each
simulation executes for 10 seconds with randomly chosen multicast source and destination
team(s). Throughout our simulation study, we use only one source node and 4 teams on
average for each multicast group. The source sends out one packet every 2 second with 512

bytes packet size as default.

7.4  Simulation Results

The first experiment uses a static network to examine the scalability of the proposed
idea as the number of multicast group’s increases. For each multicast group, four randomly

selected teams join in.

Fig. 7.1 shows the delivery ratio of three protocols. This graph clearly demonstrates
that the performance of ODMRP considerably drops as the number of multicast groups
increases. While, M-LANMAR and FLOODING show a stable, consistently high delivery
ratio. The main bottleneck of ODMRP is the excessive control overhead due to periodic
maintenance messages such as Join Query and Join Reply. In MANET scenarios, due to the
shared medium and limited bandwidth, the number of control overhead is extremely
important and, in fact, superfluous control packets can considerably impair the delivery ratio
of data. Indeed, 2 scalable protocol should reduce protocol overhead as the offered load

increases.

Fig. 7.2 shows the nommalized control overhead of ODMRP and M-LANMAR. This
result demonstrates that the normalized control overhead of ODMRP slightly increases as the
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offered load becomes heavy (i.e., the number of multicast group increases). In fact, the total
control overhead of ODMRP is proportional to the number of multicast groups. On the other
hand, in M-LANMAR, nodes exchange their local routing table and landmark table
periodically regardless of actual offered load (i.e., M-LANMAR aggregates multicast group
maintenance packets). Thus, the control overhead of M-LANMAR decreases as the actual

offered load increases.

The following set of experiments addresses the mobile network shown in Fig. 7.3 and
7.4, Here, we vary the transmission rate with 1 packet/sec and 4 packets/sec for each

multicast source. We can observe three striking facts.
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Figure 7.1 shows the Delivery Ratio in the Static Network
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First, Fig.7.3 illustrates that ODMRP outperforms MLANMAR when the offered
load is low. This is because with a mesh multicast structure, ODMRP provides redundant
paths from the source to a destination and thus enhances the chance of packet delivery to a
member even when the primary route fails. On the other hand, since MLANMAR depends on
the primary route only, the delivery ratio of M-LANMAR is considerably impaired by the
route failures from- the source to a landmark due to node mobility. More importantly, this
failure of data transmission from the sources to a landmark leads to packet loss at all nodes in
the team. This effect is similar to the case when the root of a sub tree in the multicast tree
fails. As a result, a single failure significantly reduces the total number of delivered packets.
We also note that M-LANMAR provides, in most cases, reliable delivery to all team
members once the packet has reached the landmark. In other words, if the landmark of 2
joined team receives the multicast data, then all members can hear the data with very high
probability because M-LANMAR uses flooding within the team. In future work, we will
investigate multiple paths (redundant paths) to enhance the route availability between source

and landmarks. One possible solution is to construct a mesh structure (like ODMRP) among

the_sonrces and snhscribed landmarks instead of unicast tanneling
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mobility. ODMRP suffers from heavy contention and collision due to the increase of control
overhead and the number of relayed packets. Remarkably, for all scenarios, M-LANMAR
shows stable delivery ratio regardless of the given offered load. All these observations put

together indicate that M-LANMAR provides a scalable team multicast solution.

Lastly, the analysis of flooding shows that the delivery ratio in flooding drops with
heavy o ffered load as shown in Fig. 4. We could not e ven complete the execution of the
flooding runs with a large number of multicast groups (= 4) due to heavy memory
requirements. In [19], the authors introduce the “broadcast storm” problem, where flooding
results in heavy contention and collision in MANET scenarios. Indeed, with small size
networks and low offered load, flooding can improve the reliability via redundant packet

forwarding.

However, flooding becomes inefficient due to heavy overhead in the dense and large
network with high o ffered load. F or that reason, we use restricted s cope flooding in each
team to exploit the advantage of flooding scheme (such as high reliability) but without
paying the huge overhead. In summary, through our extensive simulation studies, we learn
that, in realistic scenarios where high offered load and large number of multicast groups are

given, M-LANMAR provides an efficient and reliable team multicast solution.

7.5 Conclusion and Future YWorks

In this thesis, we propose a new multicast paradigm, namely team multicast. We
exploit the coordinated movement of teams to obtain a highly scalable multicast distribution
based on the election of landmarks. As a starting point, we have implemented M-LANMAR,
a landmark based scheme that uses tunneling from the source to the landmark in each team
and then flooding within the team. We study the performance of M-LANMAR and compared
it with ODMRP and FLOOD.
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Secondly, Fig. 7.4 shows that, offered load become heavier (up to four times that of

the scenarios in Fig. 3), MLANMAR does performs better than ODMRP even in presence of
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Obtaining the results following three facts are noticed. First, a “flat” Multicast
protocol that does not exploit the affinity team model has scalability limitations. While, a
team multicast protocol is well scaled as the offered load increases. Secondly, in presence of
node mobility, redundant paths provided by a mesh topology can considerably enhance the
delivery ratio. However, such multiple paths also exacerbate the contention and collision.
Finally, team multicast not only outperforms the conventional schemes but also provides the
opportunity for several enhancements such as the support of reliable delivery (via UDP), and

congestion control, and resource discovery.

Since M-LANMAR uses separate tunneling from a source to each landmark, with
large number of joined teams, MLANMAR may be inefficient i.e., waste bandwidth. Thus,
we will further investigate a mesh-structure like ODMRP benween subscribed landmarks to

improve the efficiency, robustness and scalability.
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A New Scalable Team Multicast Model for Mobile Ad Hoc Networks with the
Comparison of Pre-Existing Multicast Protocols

Shafaq Na-=*

ABSTRACT

A new model for team multicast for
large scale mobile ad hoc networks is
proposed in this paper. This proposal
exploits Team Multicast and Team
Dynamics. In Team Multicast the nodes
which share common interest belong to one
team. All members in a team participate in
same multicast group. Our approach
includes Motion Affinity in which Team
members which share common interest have
coordinated motion. In this model each team
is treated as a logical subnet .In each logical
subnet a node cailed Landmark Node 1s
dynamically elected and landmark node is
the representative of the team. The address
of the elected landmark and there paths are
propagated throughout the whole network.
In MANEYS large membership size and
network size leads to the problem of
scalability. Our proposed M-LANMAR is a
new protocol designed for large scalable
MANETS which is based on pre-existing
LANMAR.

1INTRODUCTION

Multicasting 1s the transmission of
datagram to a group of hosts identified by a
single destination address. Multicasting is
intended for group-oriented computing. The
multicast service is critical in applications
characterized by the close collaboration of
tcams (e.e.  rescue  patrol,  battalion,
scientists. ete) with requirements for audio
and video conferencing and sharing of text
and images. The use of multicasting within a
network has many  benefits. Multicasting
reduces  the  communication costs  for
applications  that send the same daa (o

Afsheen Khurram*

Tauseef Ur Rehinan**

multiple recipients. Instead of sending via
multiple unicasts, multicasting minimizes
the link bandwidth consumption, sender and
router processing, and dehivery delay.
Maintaining group membership information
and building optimal multicast trees is
challenging even in wired networks.
However. nodes are incrcasingly mobile {1].

One particularly challenging
environment for multicast is a mobile ad-hoc
network (MANET). A MANET consists of a
dynamic collection of nodes with sometimes
rapidly changing Multi-hop topologies that
are composed of relatively low-bandwidih
wireless links. Since each node has a limited
transmission range, not all messages may
reach all the intended Hosts. To provide
communication through the whole network,
a source-to-destination path could pass
through several intermediate neighbor
nodes. Unlike typical wire line routing
protocols. Ad-hoc routing protocols must
address a diverse range of the network
topology can change randomly and rapidly.
at unpredictable times. Since wireless links
generally have lower capacity. congestion 1s
typically the norm rather than the exception.
The majority of nodes will rely on batteries,
thus routing protocols must limit the amount
of control information that is passed
between nodes. The majority of applications
for the MANET technology are in areas
where rapid deployment and dynamic
reconfiguration arc necessary and the wire
line network is not available. These include
military battleficlds. emergency search and
rescue siles, classrooms. and conventions
where  participants  share  information
dyvnamically using their mobile devices.
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** Department of Telecommunication. Faculty of Applied Sciences, International istamic University, Islamabad.

Pakistan,
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These applications lend themselves well to
multicast operation. In addition, within a
wireless mediun. it 1 even more crucial to
reduce the transmission overhead and power
consumption. Multicasting can improve the
efficiency of the wireless link when sending
multiple copies of messages by exploiting
the inherent broadcasi property of .wireless
transmission [2].

In MANETS nodes are often
organized in teams with different tasks
corresponding  different  functional and
operational characteristics. Nodes in same
team have coordinated motion. This mode]
is referred as Affinity Team Model. Few
assumptions about Team Multicast are made
that Team 1s based on some nodes that have
common mnterest and thus all the members 1n
team participate in same multicast group. As
multicast dynamics are on a per team basis
so the entite team joins or leaves from a
multicast group. Depending upon different
needs the two or more teams merge into one
or they split up into sub-teams [2].

ODMRP [3]. MAODYV [4], CAMP
{3] multicast protocols exist in which each
node in a team acts as an individual unit
without effecting group mobility feature.
But these protocols are efticient and
eftective with the small sized multicast
groups i.e. less than 100 nodes and suffers
with large amount of communication
overhead because of flooding of control
packets in large—sized networks with large
number of  multicast  groups.  The
characteristics of ad hoc networks {dynamic
topology, limited bandwidth, unreliable
transmissions, limited energy supply, etc.)
make routing algorithm design particularly
challenging. especially if the network grows
to thousands of nodes, as is often the case in
sensor networks and in battlefield scenarios.

Multicasting in large scale mobile
and ad hoc networks is proposed which also
exploits Team Motion Affinity. Team is
dynamically created. The base of our team

mufticast scheme is Landmark Ad hoc
Routing  Protocol  (LANMAR)  [6].
LANMAR provides an efficient proactive
routing platform  which effects teams’
mobility, Fach team is assigned a unique
subnet address by LANMAR and a
Landmark node is elected by each team.
Team address and the multicast group
address 1s propagated by the fandmark into
the network by the proactive routing
algorithm such as DSDV which have a
correct view of network topology at all the
times. Routing information is known before
hand through continuous route updates. This
s how each node in the network has the
updated routing entry the landmark of each
team [2}.

2. MANET MULTICAST PROTOCOLS
On the foundation of LANMAR,
MLANMAR (multicast enabled LANMAR)
protocol is proposed. In the multicast group,
multicast source sends multiple copies of the
packet to the landmark which further floods
that packet to the associated team. Many
multicast routing protocols have been
proposed for ad-hoc networks. Comparing
these protocols is typically done based on
extensive simulation studies. Multicast
routing protocols developed specifically for
MANET. some are tree-based, and some are
based on a mcsh structure. A tree based
protocol uses a multicast tree structure with
a high data forwarding efficiency and low
robustness e.g. MAODYV (Multi-cast Ad hoc
On demand Distance Vector){4], AM Route
{Ad hoc Multicast Routing)[7], LAM (Light
weight Adaptive Multicast). LGT (Location
Guided Tree) and ARMIS (Ad hoc Multicast
Routing protocol utilizing Increasing 1d
number} [8]. Whereas in mesh based
protocols enhances multicast mesh structure
and allows redundant paths between source
and a group member  with a better
robustness and higher forwarding overhead
because of increased network fload ¢.g.



ODMRP (On Demand Multicast Routing
Protocol) [3]. MCEDAR {Multicast Core-
Extraction Distributed Ad hoc Routing){9],
FGMP  (Forwarding Group Multicast
Protacol) and CAMP (Core-Assisted
Multicast Protocol) {5]. With a multicast
mesh. members are permitted to receive
multicast packets from any their forwarding
neighbors, instead of from the only one node
(parent) in a multicast tree. Thus, a mesh
topology improves the conunectivity of a
multicast structure and the availability of
multicast routes in the presence of dynamic
topology changes. A third category also
exists which combines advantages of both
tree and mesh hased protocols called Hybrid
protocol by which better performance can be
achieved e.g. ZRP (Zone Routing Protocot )
[ 10].

The kev difierence between a mesh
and a tree structure is how data packets are
accepted to be processed. A router is
allowed to accept unique packets coming
from any neighber in the mesh, as opposed
to trees where a router can only take packets
coming from routers with whom a tree
branch has been esiablished. Therefore,
keeping the branch information updated is
one exira challenge protocols based on trees
have to face in a mobility scenario.

2.1 QVERVIENW OF PROTOCOLS

The MAODV {Multicast Ad-hoc On-
Demand Distance Vector) routing protocol
discovers multicast routes on demand using
a broadcast route-discovery mechanism. A
mobile node originates a Route Request
(RREQ) message when i1t wishes to join a
multicast group. or when it has data to send
10 a multicast group but it does not have a
route to that group. Only a member of the
desired multicast group may respond to a
join RREQ. A node receiving a RREQ first
updates its route table to record the sequence
number and the next hop information for the
source node. This reverse route entry may

S. Naz, A. Khurram, S. T. Rehman

later be used to relay a response back to the
source. The responding node updates its
route and multicast route tables by placing
the requesting node’s next hop information
in the tables, and then unicasts a Request
Response (RREP) back to the source node.
As nodes along the path to the source node
receive the RREP. they add both a route
table and a multicast route table entry for the
node from which they received the RREP,
thereby creating the forward path. When a
source node broadcasts a RREQ for a
multicast group, it often reccives more than
one reply. The source node keeps the
received route with the greatest sequence
number and shortest hop count. The next
hop, on receiving this message. enables the
entry for the source node in its mufticast
route table. This process continues until the
node that originated the RREP (member of
tree) is reached. The activation message
ensures that the multicast tree does not have
multiple paths to any tree node. Nodes only
forward data packets along activated routes
in their multicast route tables. The first
member of the multicast group becomes the
leader for that group. The

Multicast group leader is responsible for
maintaining the multicast group sequence
number and broadcasting this number to the
multicast group. This is done through a
Group Hello message. The Group Helio
coniains extensions that indicate the
multicast group IP address and sequence
numbers (incremented every Group Hello)
of all multicast groups for which the node is
the group leader. Nodes use the Group Hello
information to update their request table.
Links in the tree are monitored to detect link
breakages

When a link breakage is detected. the node
that is turther from the multicast group
leader

(downstream of the break) is responsible for
repairing  the  broken link. MAGDV
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maintains muliicast tree structure usmg
prune messages [4].

AMRoute presents a novel approach
for robust [P Multicast in mobile ad hoc
networks by exploiting user-multicast trees
and dynamic logical cores. It creates a
bidirectional,  shared tree for data
distribution using only group senders and
receivers as tree nodes. Unicast tunnels are
used as tree links to connect neighbors on
the user-muiticast tree. Thus, AMRoute does
not need 1o be supported by network nodes
that are not interested or capable of
multicast, and group state cost is incurred
only by group senders and receivers. Also,
the use of tunnels as tree links implies that
tree structure does not need (o change even
in case of a dynamic network topology,
which reduces the signaling traffic and
packet loss. Thus AMRoute does not need 1o
track network dynamics; the underlying
unicast protocol is solely responsible for this
function. AMRoute does not require a
specific unicasts routing protocol; therefore,
it can operate scautlessly over separate
domains with different unicasts protocols.
Certain tree nodes are designated by
AMRoute as logical cores. and arc
responsible for initiating and managing the
signaling component of AMRoute, such as
detection of group members and tree setup.
Cores periodically send Join Requests and
members send Join Reply. And, ARMIS.
without depending on underlying unicasts
routing protocol. maintains a tree structure,
A new member can join the multicast group
by sending a unicasts Join Query packet to
the potential parent. If this join fails, then
the new member incrementally broadcasts
Join Request until succeceding in joining {7].

ODMRP  (On-demand Multicast
Routing Protocol} ts mesh based, and uses a
forwarding group concept (only a subset of
nodes forwards the multicast packets). No
explicit contol message 15 required to leave
the group. In ODMRP, group membership

and multicast routes are established and
updated by the source on demand. When a
multicast source has puackets to send, but no
route to the multicast group, it broadcasts a
Join-Query control packet to the entire
network. This Join-Query packet 1s
periodically broadcast to refresh (he
membership information and update routes.
When an intermediate node receives the
Join-Query packet, it stores the source ID
and the sequence number in its message
cache to detect any potential duplicates. The
routing table is updated with the appropriate
node ID (i.e. backward learning) from which
the message was received for the reverse

" path back to the saurce node. If the message

i1s not a duplicate and the Time-To-Live
(TTL) is greater than zero. it is rebroadcasl.
When the Join-Query packet reaches a
multicast receiver, it creates and broadcasts
a2 “Join Reply” to its neighbors. When a
node receives a Join Reply, it checks if the
next hop node ID of one of the entries
matches its own ID. If it does. the node
realizes that it is on the path to the source
and thus is part of the forwarding group and
sets the FG FLAG (Forwarding Group
Flag). 1t then broadcasts its own Join Table
built upon matched entries. The next hop
node ID field is filled by extracting
information from its routing table. In this
way, each forward group member
propagates the Join Reply until it reaches the
multicast source via the selected path
(shortest). This whole process constructs (or
updates) the routes from sources to receivers
and builds a mesh of nodes, the forwarding
group [3].

Another  mesh-based  multicast
protocol, CAMP extends the basic approach
of the corc-based tree (CBT) protocol for the
creation of multicast structure with an
allowance of one or multiple cores. “Cores™
can limit control overhead for members to

join the multicast groups. CAMP is based on

underlying  unicasts  routing  protocol




(bellmen-ford routing scheme) to get the
correct distance between nodes. A new
member that is not part of raulticast mesh
first sends a Join Request to the nearest core
if none of its neighbors are joined to the
targeting group. Otherwise, this node
advertises membership to neighbor nodes.
Without the reachable core. a new member
broadcasts Join Request using incremental
flooding (i.e.. increase the initial TTL upon
retransmission of Join Request packet). Any
member node can send Join Reply to the
new requesied member. and the new
member chooses the shortest path among
multiple replies. With deploying one or
multiple Cares for each multicast mesh.
CAMP can reduce flooding overhead for
Join Request packets. However, CAMP has
a hmuation of scalability due to the
underlving  proactive  unicasts  routing
protocol. In large scale network, a “flat”
proactive routing scheme such as beliman-
ford scheme results the huge memory
requirement and heavy routing overhead [3].
22 COMPARISON OF MANET
MULTICAST PROTOCQOLS

A performance evaluation and
comparative analysis of multicast protocols
for ad hoc networks are presented. The
results have been obtained for a broad range
of parameters including mobility. number of
senders multicast group size and traffic load.
[n a mobile scenario a general conclusion is
that mesh bascd protocols outperformed tree
based protocols. The availability of alternate
routes provided robustness to mobility.
AMRoute performed well under no
mobility, but it suffercd from loops and
incfficient trees even for low mobility.
CAMP showed betier performance when
compared to tree  protocols but  with
mobility, excessive control overhead caused
congestions and collisions that resulted in
performance degradation. ODMRP was very
cffective and ecfficient in most of the
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scenarios. {lowever, the protocol showed a
trend of rapidly increasing overhead as the
number of senders increased.

All of these protocols work well with
small sized networks but when the network
size grows with the increasing nuinber of
groups as well as group size these protocols
suffer from severe communication overhead
caused by the flooding of control packet
which  also effects overall network
performance. So a new scalable multicast
protocol is needed 1o exploit the group
affinity model. LANMAR works ctfectively
with affinity team model.

3. LANMAR PROTOCOL

LANMAR (Landmark Ad hoc
Routing) protocol is a combination of link
state and distance vector protocols. It is a
proactive routing scheme {6]. LANMAR has
attempted to address the problem of
scalability in ad hoc networks. LANMAR
uses the concept of Landmarks to keep track
of logical subnets. It assigns a unigue
address to each logical subnet. All nodes in
the logical subnet share the same interest
and are likely to move as a ‘group’.
LANMAR relies on the notion ef group
mobility i.e. a logical group moves in a
coordinaied fashion. The existence of such
logical group can be efficiently reflected in
the addressing scheme. An [P address
consists of a group 1D (or subnet ID) and a
host 1S, i.e. <Group 1D, Host ID> [11]. A
Landmark is dynamically elected in each
group. The route to a landmark is
propagated throughout the network using
Distance Vector mechanism. Separately.
each node in the network uses a “scoped”
routing algorithm (e.g., FSR) to learn about
routes within a given (max number of hops)
scope. To routc a packet to a destination
outside its scope. a node will direct the
packet to the tandmark corresponding to the
group 1D of such destination. Once the
packet is within the scope of the landmark, i1t
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will typically be routed directly to the
destination. Remote groups of nodes are
"summarized" by the corresponding
landmarks. The solution to drifters (i.e.,
nodes outside of the scope of their
landmark) is also handled by LANMAR.
Landmark  dynamic  election enables
LANMAR 1o cope with mobile
environments. Thus, by using the truncated
Jocal routing tablc and the "summarized"
landmark  distance vector, LANMAR
dramatically reduces routing table size and
update overhead in large nets. LANMAR is
well suited to provide an efficient and
scatable routing solution. It uses two routing
schemes for its routing function; one is
“myopic” proactive routing scheme. It
works up 10 the local scope of a node and
exchange route information up to a limited
nuinber of nodes. Second is “long haul”
distance  vector routing scheme. It
propagates the information about the
landmark throughout the whole network that
is the address of the elected landmark and
the route to i1t. So each node will maintain
two routing tables i.e. local and landmark
routing tables. In local routing table each
node maintains the direct route to the node
in its local scope and landmark routing table
maintains the route to afl the landmarks to
all subnets. A node having more than
threshold value such as N which is the
practical size for grouping proclaims iiself
as a landmark and broadcast this information
to all of its neighbors. When two or more
nodes proclaims themselves as a landmark
node then the node having maximum
number of grouping will be chosen as the
clecied landinark. I tie occurs then the
lowest [D is elected {21.

4. M-LANMAR PROTOCOL
M-LANMAR protacol is a proactive
scheme, where group membership and
multicast routes are updated proactively. It
15 an extension of LANMAR with muitiple

landmarks in one logical subnet. LANMAR
works well with small sized networks
having small sized groups but when a
logical subnet grows in size only one
landmiark in a subnet may not cover all the
nodes in a group. As a result routing
overhead increases. So using multiple
landmarks in M-LANMAR in each logical
subnet this problem is solved as the union of
local scopes of multiple landmarks will
guarantee full coverage. [12]

4.1 JOIN MULTICAST GROUP

In LANMAR, each node keeps fresh
routes to all landmarks in the network by
periodic landmark updates. Using the
landmark updates, a team maintains its
membership to multicast groups. A
landmark of a team that wishes to join the
multicast group implicitly advertises “Join
Request™ ta the sources. Upon receiving the
“implied” join request. each node in the
network updates respective landmark entry
with the subscnibed muilticast group IDs.
Thus, the join request will be propagated
inio the sources in a few iandmark tabie
exchanges. Membership 1s  constantly
refreshed. as each landmark includes
subscribed multicast  addresses o all
outgeing landmark update packets.

4.2 LEAVE MULTICAST GROUP

When a team who is a part of a
multicast group wants to leave. the landmark
removes the ID of that multicast group from
its subscribed multicast groups list. Thus,
the landmark will stop advertising the group.
The landmarks entry at other nodes will be
updated accordingly.

4.3 DATA PROPAGATION

M-LANMAR uses a local routing
table for nearest destinations and landmark
distance vector for remote ones. A data
packet directing to a remote destination is
first propagated to the closest landmark of



the destination group. On its way if the route
to the destination 1s found in local routing
tables then the packet is directly forwarded
to it. The source nodes look up their
landmark table to find the landmark
addresses of the subscribed teams. For each
landmark that subscribes to the group, the
source creates a virtual link i.e. a point to
point tunnel to the destination landmark.
The initiating landmark encapsulates the
data packet. make multiple copies and send
each copy to each landmark in the group.
When the packet is reached to the
destination landmark. it is decapsulated. The
packet is then flooded within the subnet and
destination 1s searched in the local routing
tables.

5. SIMULATION

We evaluated M-LANMAR and also
compared it with a robust ad hoc multicast
protocol. ODMRP (On-Demand Multicast
Routing Protocol). In |13], it 1s showed that
ODMRP  generally performs well in a
mobile environment compared with other
MANET muiticast protocols such as CAMP,
AMRoute and ARMIS. By keeping this in
mind, we limit oursclves to the comparison
with ODMRP and with floeding (the latter
being the most reliable scheme in a lightly
loaded, mobile network). The performance
of flooding, obviously, degrades as the
offered load (given multicast iraffic)
increases {{4]. We use the following meirics
for our performance study:

e Delivery ratio: The ratio of the number
of delivered packets to each member
versus the number of supposedly
recelved packets by each member.

o The normalized control overhead: the
total number ol sent control packets
{e.g.. Join Query/Reply in ODMRP.
local/landmark routing table exchanges
in M-LANMAR) is divided by the
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total number of delivered packets to
members.

3.0 SIMULATION ENVIRONMENTS

We used NS2Z simulator. a packet
level simulator targeted at networking
research, which provides substantial support
for simulation of TCP, routing, and
multicast protocols over wired and wireless
(local and satellite) networks. We used
default parameters provided by NS2. In our
simulation, each source generates data in a
CBR (Constant Bit Rate) fashion with UDP
(User Data Protocol). The transmission
range of each node is 376m and bandwidih
of the device is 2Mbits/sec. In the network.
20 nodes are uniformly placed and grouped
into 4 multicast groups. Each node
represents a team. The average number of
neighbors for each node 15 4 and the average
hop count from the landmark node to each
node in the logical subnet 15 1. For
maintaining the routing structures. ODMRP
uses 2 seconds interval for each Join Queryv
and M-LANMAR uses 1-second interval for
Jlandmark updates and 2.3 seconds period for
local routing table exchanges.

Two cases are studied 1n our
simulation study: static and mobile scenario.
Each simulation executes for 10 seconds
with randomly chosen multicast source and
destination  teams).  Throughout our
simulation study, we use only one source
node and 4 teams on average ftor each
multicast group. The source sends out one
packet every 2 second with 512 bytes packet
size as default,

3.2 SIMULATION RESULTS

The first experiment uses a static
network to examine the scalability of the
proposed idea as the number of multicast
group’s increases. For each multicast group.
four randomty selected teams join in,

FFig. 5.1 shows the delivery ratio of
three  protocols.  This  graph  clearly
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demonstratcs  that the performance of
ODMRP considerably drops as the number
of multicast groups increases. While, M-
LANMAR and FLOODING show a stable,
conststently high delivery ratio. The main
bottleneck of ODMRP is the excessive
control  overhead due to periodic
maintenance messages such as Join Query
and Join Reply. In MANET scenarios, due
to the shared medium and . limited
bandwidth, the number of control overhead
is extremely 1mportant and, in fact.
superfluous control packets can considerably
impair the delivery ratio of data. Indeed, a
scalable protocol should reduce protocol
overhead as the oftered load increascs.

Fig. 32 shows the normalized
control overhead of ODMRP and M-
LANMAR. This result demoanstrates that the
normalized control overhead of ODMRP
slightly increases as the offered load
becomes heavy (i.c., the number of multicast
group increases). in fact, the total conirol
overhead of ODMRP is proportionai to the
number of multicast groups. On the other
hand. in M-LANMAR. nodes exchange their
local routing table and landmark table
periodically regardless of actual offered load
(ie.. M-LANMAR aggregates multicast
group maintenance packets). Thus, the
control overhead of M-LANMAR decreases
as the actual offered Joad increases.

The following set of experiments
addresses the mobile network shown in Fig.
5.3 and 5.4, tlere. we vary the transmission
rate with 1 packel/sec and 4 packets/sec for
each multicast source. We can observe three
striking facts.
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First,  Fig.5.3  illustrates  that
ODMRP outperforms MILANMAR when
the offered load is low. This is because with
a mesh multicast structure, ODMRP
provides redundant paths from the source to
a destination and thus enhances the chance
of packet delivery to a member even when
the primary route fails. On the other hand.
since MLANMAR depends on the primary
route only, the deliverv ratio of M-
LANMAR is considerably impaired by the
route failures from the source to a landmark



A New Scalable Team Multicast Model for Mobile Ad Hoc Networks with the Comparison of Pre-Existing

Multicast Protocols

load. For that reason, we use restricted scope
flooding in each team to exploit the
advantage of flooding scheme (such as high
reliability) but without paying the huge
overhead. In  summary. through our
extensive simulation studies, we learn that,
in realistic scenarios where high offered load
and large number of muwlticast groups are
given, M-LANMAR provides an efficient
and reliable team multicast solution.

53 CONCLUSION AND  FUTURE
WORKS

[n this thesis, we propose a new
multicast paradigm. namely team multicast.
We exploit the coordinated movement of
tcams to obtain a highly scalable muliticast
distribution based on the election of
landmarks. As a starting point, we have
implemented M-LANMAR, 2 landmark
based scheme that uses tunneling from the
source [o the landmark in each team and
then flooding within the team. We study the
rerformance of M-LANMAR and compared
it with ODMRP and FLOOD.

Obtaining the results following three
facts are noticed. First. a ~flat” Multicast
protocol that does not exploit the affinity
tearn  model has scalability  lLimitations.
While, a team multicast protocol is well
scaled as the offered load increases.
Secondly, in presence of node mobility,
redundant paths provided by a mesh
topology can considerably enhance the
delivery ratio. However. such multiple paths
aiso exacerbate the contention and collision.
Finally. team multicast not only outperforms
the conventional schemes but also provides
the opportunity for several enhancements
such as the support of reliable delivery (via
UDP}). and congestion control. and resource
discovery.

Since M-LANMAR uses separate
tunneling from a source to each landmark,
with  large nomber of jomed teams,

MLANMAR may be inefficient i.e., waste
bandwidth. Thus, we will further investigate
a mesh-structure like ODMRP  between
subscribed iandmarks to improve the
efficiency. robustness and scalability.
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