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Comparative Cryptanalysis in Parallel Computing En~irooments Abstract 

Abstract 
This study aims at carrying cryptanalytic attacks on DES (reduced rounds) the attacks are 

linear cryptanalysis, differential cryptanalysis and related key cryptanalysis. The 

algorithms developed for these anacks were executed in parallel computing environment 

(cluster) because of the time consuming nature of these attacks. The results than obtained 

were compared to have an approximation of the time required by each attack and hence 

deducing the efficient algorithm. The remainder of this document provides descriptions 

of the interfaces to and implementation of each ofthese mechanisms. 
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Chapter 1 

Introduction 



1. Introduction 
With the introduction of distributed systems and the use of networks and communication 

facilities for carrying data between terminal users and computers and between computer 

and computer, security becomes an issue. For this Network security measures are taken to 

protect data during its transmission. 

By far the most important automated tool for network and communication security is 

encryption i.e. Cryptography. In the conventional methods the two parties share the same 

encryptioddecryption key. The problem with this approach is the protection and 

distribution ofkeys. Present day systems uses a different approach in which encryption is 

done through a separate key (public key). 

Cryptanalysis refers to the study of ciphers, cipher text, or cryptosystems with a view to 

finding weaknesses in them that permit retrieval of  the plaintext from the cipher text, 

without necessarily knowing the key or the algorithm. This is known as "breaking" the 

cipher, cipher text, or cryptosystem. 

Breaking is sometimes used interchangeably with "weakening". This refers to finding a 

property (fault) in the design or implementation of the cipher that reduces the number of 
.>? 

keys required in a brute force attack .A cryptanalysis of the cipher reveals a technique 

that would allow the plaintext to be found. The plaintext can be found with moderate 

computing resources. 

1.1 Cryptography 

Modem cryptography is a remarkable field. It deals with very human concerns issues of 

privacy, authenticity, and trust. Itdoes so in a way that is concrete and scientific. 

The word cryptography comes from the Latin word "crypt" meaning "secret" and 

"graphia" meaning writing. So cryptography is literally "secret writing". 

Modern cryptography is the science of using mathematics to protect data. Cryptography 

ensures that sensitive information cannot be read by anyone except the intended recipient. 
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The process of converting the data into some umeadabldnon understandable form is 

termed as encryption, and the reverse process is termed as decryption. 

____C _____, 
original 

message mwage 
Algorithm 

Plain text E I l  Cipher text EzIl Plain text D 
Figure 1 C r y p t q h y  

A cryptographic algorithm, or cipher, is a mathematical fbnction used in the encryption 

and decryption process. A cryptographic algorithm works in combination with a key 

(word, number or phrase) to encrypt the plaintext. The same plaintext encrypts to 

different cipher text with different keys. The security of encrypted data is entirely 

dependent on two things: 

= Strength of the cryptographic algorithm 

Secrecy of the key. 

A cryptographic algorithm, plus all possible keys and all the protocols that make it work, 

comprise a cryptosystem. DES, Triple D E 4  AES and PGP are examples of 

cryptosysterns. 

When a plain text1 original message M undergoes an encryption fimction E it produces 

out a cipher text C. 

........................................................... EM = C. (1) 

In the reverse process, the decryption function D operates on C to produce M: 

......................................................... D(C) = M ...( 2) 

Since the whole point of encrypting and then decrypting a message is to recover the 

original plaintext, the following identity mud hold true: 

..................................................... D(E(M)) = M.. (3) 
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1.2 Keys 

A key K is a value that works with a cryptographic algorithm to produce a specific cipher 

text. Keys are big numbers. Key size is measured in bits. In public-key cryptography, the 

bigger the key, the more secure the cipher text. However, public key size and 

conventional cryptography's secret key size are totally unrelated. A conventional 80-bit 

key has the equivalent strength of a 1024-bit public key. A conventional 128-bit key is 

equivalent to a 3000-bit public key. Again, the bigger the key, the more secure, but the 

algorithms used for each type of cryptography are very different and thus cannot be 

compared.PS931.However if the underlying pattern is identified than key size is 

irrelevant. 

So in terms of keys our Eq (1) becomes 

......................................................... E&I) = C.. (4) 

The Decryption algorithm works in reverse of the encryption algorithm. It takes C and k 

as input and produces M. 

.......................................................... Ds(C) = M (5) 

................................................... DI((EI((M)) = M ..(6) 

Some algorithms use a different encryption key and decryption key. That is, the 

encryption key, K1, is different from the corresponding decryption key, Kz. In this case 

EI;I(M) = C ......................................................... (7) 

......................................................... Da(C) = M (8) 

................................................. D&KI (M)) = M (9) 

The public and private keys (KI and K2) are mathematically related and it is very difficult 

to derive the private key given only the public key; however, deriving the public key is 

always possible given enough time and computing power. This makes it very important 

to pick keys of the right size; large enough to be secure, but small enough to be applied 

fairly quickly. Larger keys will be cryptographically secure for a longer period of 

time.PS931 

1 3  Classification of Cryptosystems 

The different nyptosystems are usually classified into the following categories. They are 

as fallow: 

ConventionaVSymmetric Cryptosystems 
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Chaoter 1 Introduction 

Public KeyIAsymmetric Cryptosystems 

1.3.1 ConventionaUSymmetric Cryptosystems 

In conventional cryptography, also called secret-key or spmetric-key encryption, one 

key is used both for encryption and decryption. The Data Encryption Standard (DES) in 

an example of a conventional cryprosystem. The following figure is an illustration of the 

conventional encryption process. 

This is 

Encryption message message 

Plain text D 

This is 

original 
masage J 
Plain text I 

Figure 2 Symmetric Cr).ptosystems 

Conventional encryption has some benefits. However, conventional encryption alone as a 

mean for transmitting secure data can be quite expensive simply due to the difficulty of 

secure key distribution. 

1.3.2 Public keyIAsymmetr ic  Cryptosystem 

Public-key cryptography uses a pair of keys, a public key, which encrypts data, and a 

corresponding private key, for decryption. Because it uses two keys, it is sometimes 

called asymmetric cryptography. 

It is computationally infeasible to deduce the private key from the public key. Anyone 

who has a public key can encrypt information but cannot decrypt it. 

The primary benefit of public-key cryptography is that it allows people who have no 

preexisting security arrangement to exchange messages securely. The need for sender and 
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receiver to share secret keys via some secure channel is eliminated all communications 

involve only public keys, and no private key is ever transmitted or shared. Some 

examples of public-key cryptosystems are Elgamal (named for its inventor, Taher 

Elgamal), RSA (named or  its inventors, Ron Rivest, Adi Shamir, and Leonard Adleman), 

Diffie-Hellman , and D S 4  the Digital Signature Algorithm, (invented by David Kravitz) 

Public key 
for 

Encryption 

This is 
the 

Encryption 
Algorithm 

zj message 

I Privare Key K to 
decrypt message 

I Plain text I I Ciphertext I 

ms is 

original 

Plain text u 
Figure 3 Public k;ev Cr?ptosystems 

1.4 Types of Ciphers 

A cipher can be taken as an algorithm that t&es plain t e a  as input and perform some 

operations on it and than generates a cipher t ea .  The cipher text is usually created by 

three operations on plaintext. These operations are 

Substitutions 

Permutations 

Logic Operations 

Subsiifutionr: In substitutions the characters of the original text are substituted with some 

fake1 other characters. 

Pemtatiom: In Permutations the characters with in the text are interchanged. 

Logic Operutions: Some Mathematical logic operators (such as XOR) are applied on the 

plaintext 

The ciphers are of two types 

Block Cipher 

= Stream Cipher 
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Chanter 1 Introduction 

1.4.1 Block Ciphers 

A block cipher operates on a block of plain text at a time. This block is completely 

processed at one time. 

1.4.2 Stream Ciphers 

Stream ciphers convert plaintext to cipher ten 1 bit at a time. A key stream generator 

(sometimes called a running-key generator) outputs a &earn of bits KI, K2, K3, ..., Ki. 

This key stream (sometimes called a running key) is XORed with a stream of plaintext 

bits, P1, P2, P3, ..., Pi, to produce the stream of cipher text bits. 

C i = P i 8 K i  

At the decryption end, the cipher text bits are XORed with an identical key stream to 

recover the plaintext bits. 

Pi = Ci $ Ki 

Encrypt Decrypt 

Figure 4 S h a m  Cipben 

The system's security depends entirely on the insides of the key stream generator. If the 

key stream generator outputs an endless stream of zeros, the cipher text will equal the 

plaintext and the whole operation will be wozthless. Ifthe key stream generator spits out 

a repeating 16-bit pattern, the algorithm will be a simple XOR with negligible security. 

The reality o f  stream ciphers security lies somewhere between the simple XOR and the 

one-time pad. The key stream generator generates a bit stream that looks random, but is 
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actually a deterministic stream that can be flawlessly reproduced at decryption 

time.[BS93] 

Most stream ciphers have keys. The output of the key stream generator is a function of 

the key. A key stream generator has three basic parts. The internal state describes the 

current state of the key stream generator. Two key stream generators, with the same key 

and the same internal state, will produce the same key stream. The output function takes 

the internal state and generates a key stream bit. The next-state function takes the internal 

state and generates a new internal state. 

1.5 Modes of Operations 

A mode can be defined as a sequence in which cryptographic functions are performed. A 

cryptographic mode usually combines the basic cipher, some sort of feedback, and some 

simple operations. The operations are simple because the security is a function of the 

underlying cipher and not the mode. Even more strongly, the cipher modc should not 

compromise the security of the underlying algorithm. 

There are other security considerations. Patterns in the plaintext should be concealed, 

input to the cipher should be randomized, manipulation of the plaintext by introducing 

errors in the cipher text should be difficult, and encryption of more than one message 

with the same key should be possible. Efficiency is another consideration. The mode 

should not be significantly less efficient than the underlying cipher. In some 

circumstances it is important that the cipher text be the same size as the plaintext. 

A third consideration is fault-tolerance. Some applications need to parallelize encryption 

or decryption, while others need to be able to preprocess as much as possible. In still 

others it is important that the decrypting process be able to recover &om bit errors in the 

cipher text stream, or dropped or added bits. Different cryptographic modes have 

different subsets of these characteristics. 

Electronic Codebook Mode 

= Cipher Block Chaining Mode 

Cipher-Feedback Mode 

Output-Feedback Mode 
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Chapter I I n t r o d u r n  

Counter Mode 

1.5.1 Electronic Code Book 

Electronic codebook (ECB) mode is the most obvious way to use a block cipher. A block 

of plaintext encrypts into a block of cipher text. Since the same block of  plaintext always 

encrypts to the same block of cipher text, it is theoretically possible to  create a code book 

of plaintexts and corresponding cipher texts. However, if the block size is 64 bits, the 

code book will have 2" entries much too large to pre compute and store. Furthermore, 

every key has a different code book. 

. 1.5.2 Cipher Block Chaining Mode 

Chaining adds a feedback mechanism to a btock cipher. The results of the encryption of 

previous blocks are fed back into the encryption of  the current block. Each cipher text 

blwk is dependent not just on the plaintext block that generated it but on all the previous 

plaintext blocks. 

In cipher block chaining (CBC) mode, the plaintext is XORed with the previous cipher 

text block before it is encrypted. 

A cipher text block is decrypted normally and also saved in a feedback register. After the 

nexT block is decrypted, it is XORed with the results of the feedback register. Then the 

next cipher text block is stored in the feedback register, and so on, until the end of the 

message 

Mathematically, this looks like 

C, = Ex(Pi @ Ci.1) 

Pi = Ci.,@ Dr(Ci) 
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Figure 5 Cipber Block Chaining 

1.5.3 Cipher Feed Back Mode 

In CFB mode, data can be encrypted in units smaller than the block size. CFB links the 

plaintext, so that the cipher text depends on the preceding plaintext. 

Figure 6 Cipber Feed Back Mode 

1.5.4 Output Feedback Mode 

Output Feedback Mode is a method of running a block cipher as a synchronous stream 

cipher. It is similar to CFB mode, except that n bits of the previous outplrt block are 

moved into the right-most positions of the queue. Decryption is the reverse of this 

process. This is called n-bit OFB. On both the encryption and the decryption sides, the 

block algorithm is used in its encryption mode. This is sometimes called internal 

feedback, because the feedback mechanism is independent of both the plaintext and the 

cipher text streams. 

Ci = Pi @ Si; Si = Elc(Si.1) 
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W e r  1 Introduction 

P, = Ci @ Si; Si = EK(S,-I) 

Figure 7 O~nput Feed Back Mode 

1.5.5 Counter Mode 

Block ciphers in counter mode use sequence numbers as the input to the algorithm. 

Instead of using the output of the enctyption algorithm to fill the register, the input to the 

register is a counter. After each block encryption, the counter increments by some 

constant, typically one. The synchronization and error propagation characteristics of this 

mode are identical to those of OFB. 

1.6 Digital Signature 

Public key cryptography is that it provides a method for employing digital signatures. 

Digital signatures let the recipient of information verify the authenticity of the 

information's origin, and also verify that the information was not altered while in transit. 

Thus, public key digital signatures provide authentication and data integrity. 

A digital signature serves the same purpose as a seal on a document, or a handwritten 

signature. However, because of the way it is created, it is superior to a seal or signature in 

an important way. A digital signature not only attests to the identity of the signer, but it 

also shows that the contents of the information signed have not been modified. A 

physical seal or handwritten signature cannot do that. However, like a physical seal that 

can be created by anyone with possession of the signet, a digital signature can be created 

by anyone with the private key of that signing key pair. 

The signature algorithm uses private key to create the signature and the public key to 

verify it. 
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Chapter 1 I ~ I ~ I u u u ~ ~ ~ ~ . .  

1.7 Hash functions 

The system described above has some problems. It is slow, and it produces an enormous 

volume of data at least double the size of the original information. An improvement on 

the above scheme is the addition of a one-way hash function in the process. A one-way 

hash function takes variable-length input in this case, a message of any length, even 

thousands or millions of bits and produces a fixed-length out-put say, 160 bits. The hash 

hnction ensures that, if the information is changed in any way even by just one bit an 

entirely different output value is produced. 

1.8 One Time Pad 

One-time pad is a perfect encryption scheme pS931, and was invented in 1917 by Major 

Joseph Mauborgne and AT&T's Gilbert Vernam [Khan67]. A one-time pad is a special 

case of a threshold scheme. Classically, a one-time pad is nothing more than a large non 

repeating set of truly random key letters, written on sheets of paper, and glued together in 

a pad. In its original form, it was a one-time tape for teletypewriters. The sender uses 

each key letter on the pad to encrypt exactly one plaintext character. Encryption is the 

addition modulo 26 of the plaintext character and the one-time pad key character. 

Each key letter is used exactly once, for only one message. The sender encrypts the 

message and then destroys the used pages of the pad or used section of the tape. The 

receiver has an identical pad and uses each key on the pad, in turn, to decrypt each letter 

of the cipher text. The receiver destroys the same pad pages or tape section after 

decrypting the message. For example, if the message is: 

ONETIMEPAD 

and the key sequence from the pad is 

TBFRGFARFM 

then the cipher text is 

IPKLPSFHGQ 

because 

O + T m o d 2 6 = 1  

N + B m o d 2 6 = P  

E + F m o d 2 6 = K  
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1.9 Cryptanalysis 

Cryptanalysis is an approach to attackhreak conventional encryption. According to the 

scheme called a one-time pad, there is no encryption algorithm that is unconditionally 

secure. The process of attempting to discover X or K(encryption X using key K) or both 

is called cryptanalysis[BS93]. The strategy used by the cryptanalyst depends upon the 

nature of the encryption scheme and the information available to the cryptanalyst. (Refer 

to A-l and A-2 in Appendix-A for details). Some popular forms of cryptanalysis are: 

Linear Cryptanalysis 

Differential Cryptanalysis - Quantum Cryptanalysis 

= Related Key Cryptanalysis 

Quadratic Cryptanalysis 

The whole point of cryptography is to keep the plainten (or the key, or both) secret fiom 

eavesdroppers (also called adversaries, attackers, interceptors, interlopers, intruders, 

opponents, or simply the enemy). Eavesdroppers are assumed to have complete access to 

thk communications between rhe sender and receiver. 

Cryptanalysis is the science of recovering the plaintext of a message without access to the 

key. Successhl cryptanalysis may recover the plaintext or the key. It also may find 

weaknesses in a cryptosystem that eventually lead to the previous results. (The loss of a 

key through non cryptanalytic means is called a compromise.). An attempted 

cryptanalysis is called an attack 

There are five general types of cryptanalytic attacks. Each of them assumes that the 

cryptanalyst has complete knowledge of the encryption algorithm used. 

Cipher text only attacks 

Known plaintext attacks 

Chosen plaintext attacks 

= Adaptive chosen plaintext attack 

Chosen cipher text attack 
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1.9.1 Cipher text-only attack 

The cryptanalyst has the cipher text of several messages, dl of which have been 

encrypted using the same encryption algorithm. The cryptanalyst's job is to recover the 

plaintext of as many messages as possible, or better yet to deduce the key (or keys) used 

to encrypt the messages, in order to decrypt other messages encrypted with the same 

keys. 

Given: CI = E&' I), CZ = E~IPz),. ..Ci = E@i) 

Deduce: Either PI, P2, ... Pi; k; or an aigorithm to infer Pi+[ from G+I = Ej@i+l) 

1.9.2 Known-plaintext attack 

The cryptanalyst has access not only to the cipher text of severaI messages, but also to the 

plaintext of those messages. His job is to deduce the key (or keys) used to encrypt the 

messages or an algorithm to decrypt any new messages encrypted with the same key (or 

1.9.3 Chosen-plaintext attack 

The cryptanaly st not only has access to the cipher text and associated plaintext for several 

messages, but he also chooses the plaintext that gets encrypted. This is more powerful 

than a known-plaintext attack, because the cryptanalyst can choose specific plaintefl 

blocks to encrypt, ones that might yield more information about the key. His job is to 

deduce the key for keys) u d  to encrypt the messages or an algorithm to decrypt any new 

messages encrypted with the same key (or keys). 

Given: PI, CI = ELPI), Pz, C2 = EI:@~), ... Pi, Ci = Ek(Pi), where the cryptanalyst 

gets to choose Pi, Pz, ... P, 

Deduce: Either k, or an algorithm to infer Pi+r from Citi = Ek(E'i+l) 

1.9.4 Adaptive-chosen-plaintext attack 

This is a specid case of a chosen-plaintext attack. Not only can the cryptanalyst choose 

the plaintext that is encrypted, but he can dm modify his choice based on the results of 

previous encryption. In a chosen-plaintext attack, a cryptandyst might just be able to 

choose one large Mock of plaintext to be encrypted; in an adaptive-chosen-plaintext 

Comparative Cryptanalysis 13 



/ 

attack he can choose a smaller block of plaintext and then choose another based on the 

results of the first, and so forth. 

1.9.5 Chosen cipher text attack 

Cryptanalysts can choose different cipher texts to be decrypted and have access to 

decrypted plaintext. In an instance cryptanalyst have a tamperproof box that does 

automatic decryption, the job is to deduce the key. 

Given: CI, PI=DI;(CI), Dr;(C2). .. . .. ... ..Dr;(Ci) 

Deduce: K 

This type of attack is preliminary applicable to public key cryptosystems. A chosen key 

attack also works against symmetric algorithm, but due to the symmetry of  these 

cryptosystems it is equivalent in complexity to a chosen plain text anack 

1.10 Cluster Computing 

A cluster is a type of parallel or distributed processing system, which consists of a 

coJlection of interconnected stand-alone computers working together as a single, 

integrated computing resource. 

A computer node can be a single or multiprocessor system with memory, W 0  facilities, 

and an operating system. A cluster generally refers to two or more computers connected 

together. The nodes can exist in a single cabinet or be physically separated and connected 

via a LAN. An interconnected (LAN-based) cluster of computers can appear as a single 

system to users and applications. Such a system can provide a cost effective way to  gain 

features and benefits (fast and reliable services) that have historically been found only on 

more expensive proprietary shared memory systems. 
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The key benefits that cluster provide are:[STACA] 

Absolute Scalability 

Incremental Scalability 

= High Availability 

Performance 

(Refer to glossary) 

The clusters can formed using different methodologies, they are 

Passive Standby 

* Active Secondary 

Separate Servers 

Servers Connected to Disks 

= Servers Share Disks 
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2. Review of Literature 

2.1 S-Box Design 

Many block ciphers are based on the old Shannon idea of the sequential application of 

conhsion and diffision. Confusion is provided by some form of substitution S-boxes. A 

substitution can be better than the other because one possible substitution maps every 

value onto itself.[CBT] 

The hunt was on for measures which would distinguish between bad and good 

substitutions, and for techniques to c o n m u  good substitutions. But since weakness 

measures are related to attacks, new attacks oRen imply a need for new measures. And 

since it is not known that what attack is used, therefore it is difficult to select a 

substitution that will stand the attack. 

The S boxes are expected to have average strength against unknown attacks. Where there 

is no systematic design, there can be no systematic weakness and when S-boxes are 

chosen at random, there are no S-box trap doors. Keying the S-boxes inevitably takes 

time, but it is considered as an advantage in slowing attacks 

Eeistel731 It was 1973 when Feistel gave the concept of avalanche. In surprisingly 

timeless comments, he does this in the context of trying to protect individual privacy. If 

there are 128 inputs and outputs, for example, an analyst would have to cope with 2"' (or 

more than 10") possible digit blocks, a number so vast that frequency analysis would no 

longer be feasible. Unfortunately a substitution device with 128 inputs would also require 

212' internal terminals between the first and second switch, a technological impossibility. 

This is a fundamental dilemma in cryptography. As the input moves through successive 

layers the pattern of 1's generated is amplified and results in an unpredictable avalanche. 

In the end the final output will have, on average, half 0's and half 1's. The important fact 

is that all output digits have potentially become very involved functions of all input 

digits. 
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[KamDavid79] In 1979 Karn and Davida gave the concept of completeness. They were 

concerned with the particular structure which we now caI1 a Substitution - Permutation 

(S-P) cipher. But while completeness is verifiably important in S-P ciphers, it may not be 

equally important in other ciphering structures. They defined completeness as fallow: 

Definition: Give a one-one correspondence f: (0,l)" to {O, 1 I", f is said to be complete if, 

for every i j  in ( 1 ,  ..., n), there exist two n-bit vectors XI, Xz such that XI and X2 differ 

only in the ith bit and qX1) differs from f lX2)  in at least the jth bit. 

[GordonRetkin823 Gordon and Retkin count the number of randomly chosen S-boxes 

which contain linear relationships. These results were updated by Youssef and Tavares 

[Yousseffavares95 A]. 

[Ayoub82] Ayoub suggested S-P cipher where even the permutation is chosen at random 

as a way to assure users that there is no back door. 

[WebsterTavares85] In 1985 Webster and Tavares reviewed completeness and avalanche 

and gave the Strict Avalanche Criterion [SAC). 

Cornpteteness: If a cryptographic transformation is complete, then each cipher text bit 

must depend on all of the output bits. Thus, if it were possible to find the simplest 

Boolean expression for each cipher text bit in terns of the pktinted bits, each of those 

expressions wouId have to contain dl of the plaintext bits if the function was complete. 

Alternatively, if there is at least one pair of n-bit plaintext vectors X and Xi that differ 

only in bit i, and f ( X )  and qXi) differ at Ieast in bit j for all ( (ij) I 1 <= i j  <= n ) then the 

function f must be complete 

AvaIanche:'For a given traostbrmation to exhibit the avalanche effect, an average of one 

half of the output bits should change whenever a single input bit is complemented. In 

order to determine whether a given m x n (m input bits and n output bits) fbnction f 

satisfies this requirement, the 2" plaintcxi vectors must be divided into 2"-' pairs, X and 

XI, such that X and Xi differ only in bit i .  Then the 2"" exclusive-or sums V; = f ( X )  XOR 

flX;) must be calcuIated. These exclusive-or sums will be referred to as avalanche 

vectors, each of which contains n bits, or avalanche variables. 
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Strict Avalanche Criterion: The concepts of completeness and the avalanche effect can be 

combined to define a new propelty which we shall call the strict avalanche criterion. Jf a 

cryptographic function is to satisfy the strict avalanche criterion, then each output bit 

should change with a probability of one half whenever a single input bit is 

complemented. A more precise definition of the criterion is as follows. Consider X and 

Xi, two n-bit binary plaintext vectors, such that X and Xi differ only in bit i, 1 <= i <= n. 

Let Vi = f(Y) GI f(Yi) 

where Y = f(X), Yi = f(Xi) and f is the cryptographic transformation under consideration. 

I f f  is to meet the strict avalanche criterion, the probability that each bit in Vi is equal to 1 

should be one half over the set of all possible plaintext vectors X and Xi. This should be 

true for all values of i. 

pieprzykFinkelstein88] In 88 Pieprzyk and Finkelstein discussed the' expected 

nonlinearity of S-boxes chosen at random. 

porre88] Forre related strict avalanche to the Walsh spectrum, for easier testing. A 

necessary and sufficient condition on the Walsh-spectrum of a boolean hnction is given, 

which implies that this function fulfills the Strict Avalanche Criterion. 

[hleierStaffelbach89] Meier and Staffelbach gave the idea of perfect nonlinearity and 

relate this to diffusion in terms of the strict avalanche criterion. With respect to linear 

structures, a function f has optimum nonlinearity if for every nonzero vector _a in GF(2)" 

the values f(x+a) and fix) are equal for exactly half of the arguments z in GF(2)". If a 

function satisfies this property then it is perfect nonlinear with respect to linear structures. 

or briefly perfect nonlinear 

[Pieprzyk89A] Pieprzyk gave the error propagation property, a measure related to the 

SAC. In this work, indicators of the error propagation property for both Boolean 

functions and permutations were introduced they were examined for their natural 

boundaries. 
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[PieprzykFinkelstein89]1n 89 Pieprzyk and Finkelstein dealt with the design and 

construction of non-linear permutations S-boxes. 

Fieprzyk89Bl Pieprzyk discussed the nonlinearity of exponent permutations. 

[Lloyd90]Lloyd investigates connections between the SAC, balance, and correlation 

immunity. 

[PLLGVandewalle90] Preneel, Van Leehijck, Van Linden, Govaerts and Vandewalle 

generalized the SAC and perfect nonlinearity in a Propagation Criterion of degree k. The 

Walsh-Hadamard transform is used. 

myberg911 Nyberg gave perfect nonlinearity and a constmction for such S-boxes. 

[DawsonTavares91] Dawson and Tavares introduced new set of S-box desiw criteria 

based on information theory. 

[SivaTavPeppard92] Sivabalan, Tavares and Peppard discuss the information leakage in 

S-boxes, and also S-P ciphers. 

[AdamsgZ] Adams proposed to use bent functions in S-boxes. 

[Cusick93] Cusick worked on counting the number of functions which satisfy the SAC of 

order n-4. This is related to the probability that a random selection will have the given 

SAC level. 

[Co~or93 ]  O'Connor examined the expected Differential Cryptanalysis effects of 

random S-box selection. 

[DaeGovVande94] Daemen, Govaerts and Vandewalle introduced the correlation matrix 

of a Boolean mapping which is said to be the natural representation for the proper 

understanding and description of the mechanisms of linear cryptanalysis. 
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[YouTavMisAdam95 ] Yousset Tavares, Mister and ~ d a &  gave the idea of expected 

nonlinearity of a randomly selected injective substitution box. 

[Youssef Tavares95AI Youssef and Tavares give us the probability of choosing an afine 

S-box. Nonlinearity is a crucial requirement for the substitution boxes in secure block 

ciphers. They calculated the probability of linearity in any nonzero linear combination of 

the output coordinates of a randomly selected regular substitution box. 

[Youssef Tavares95BI Youssef and Tavares discusses the immunity of randomly selected 

S-boxes to differential cryptanalysis and linear cryptanalysis. 

[Youssef Tavares95CJ Youssef and Tavares discuss the information leakage of randomly 

selected functions. 

[ZhangZheng95] Zhang and Zheng review the SAC and propagation criterion, and 

introduce their global avalanche characteristic GAC. 

[Vaudenay95] Vaudenay said that S-box linearity is not so important. He applied another 

statistical attack the x2-cryptanalysis without a definite idea o f  what happens in the 

encryption process. It appeared to be roughly as eficient as both differential and linear 

cryptanalysis. 

2.2 Linear Cryptanalysis 

Linear Cryptanalysis starts by finding approximate linear expressions for S-boxes and 

then extends these expressions to the entire cipher. Clearly, if the expressions were 

precisely linear, known-plaintext could immediately be solved for key bits. 

Since the expressions are only approximate, in each expression a particular value for a 

key bit may only be slightly more probable than its complement. Accordingly, 

considerable known-plaintext is required before key bit values are clearly indicated. 

The question for new cipher designs is whether is it ever possible to prove that no 

approximate linear expression exists which is sufficientIy effective as to expose the key. 
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One answer to this is to key the S-boxes, thus depriving the an&st of precise howledge 

oftheir contents which means that they cannot be reasonably approximated. 

watsui93j Matsui introduced a new method for cryptanalysis of DES cipher, which was 

essentially a known-plaintext attack. As a result, it was possible to break 8-round DES 

cipher with 22' known-plaintexts and 16-round DES cipher with 247 known-plainteas. 

~atsuiYamagishi94] In 1994 Matsui and Yarnagishi proposed a new technique of a 

known plaintext attack of FEAL cipher. It was kind of meet-in-the-middk attack with a 

partial exhaustive key search, and therefore it derived all possible key candidates directly 

and deterministically. There was a checking hnction and a cutting off method. The 

former is a function gp,C,K) whose value is constant i f  and only. if the key candidate K 

satisfies Encryption(P,K) = (C) for any plaintea P and the carresponding cipher text C ,  

and the latter is a technique to reduce the number of key candidates K 

[Matsui94] Matsui gives an actual experimental cryptanalysis of DES. This was an 

improved version of h e a r  cryptanalysis and its application to the first successfid 

computer experiment in breaking. the full 16-round DES. He introduced two viewpoints 

one was linear approximate equations based on the best in-2)-round expression, and the 

other was reliability of the key candidates derived &om these equations. The former 

reduces the number of required piaintexts, whereas the latter increases the success rate of 

our attack. 

II)aeGovVande94] Daemen, Govaerts and VandewaIIe introduce the correlation matrix 

of a Boolean mapping which is said to be the natural representation for the proper 

understanding and description of the mechanisms of linear cryptanalysis. 

WiskiRobshaw941 Kdiski and Robshaw introduced a form of Iinear cryptanalysis 

using muItiple linear approximations, 

[YouTavMisAdam95~ Youssef, Tavares, Mister and Adms talked about the expected 

nonlinearity of a randomly selected injective substitution box. 
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[Yousseffavares95B] Youssef and Tavares discussed the immunity of randomly selected 

S-boxes to differential cryptanalysis and linear cryptanalysis. 

[Vaudenay951 Vaudenay says that S-box linearity is not so important. 

marpeKraMassey951 Harpes, Kramer and Massey argued that Matsui's linear 

cryptanalysis for iterated block ciphers is generalized by replacing his linear expressions 

with 110 sums. For a single round, an VO sum is the XOR of a balanced binary-valued 

function of the round input and a balanced binary-valued function of the round output. A 

cipher contrived to be secure against linear cryptanalysis but vulnerable to this 

generalization of linear cryptanalysis is given. Finally, it is argued that the ciphers IDEA 

and SAFER K-64 are secure against this generalization 

[ButtyanVajda95] Buttyan and Vajda showed that the problem of searching for the best 

characteristic in linear cryptanalysis is equivalent to searching for the maximal weight 

path in a directed graph. 

[FauzaOO] In year 2000 Fauza Minan presented paper in which Linear behaviour was 

examined. 

[HowardOO]Howard M Haze presented a paper in which he discussed that if there is a 

high probability bias than the cipher is not suffrciently random. 

2 3  Differential Cryptanalysis 

Differential Cryptanalysis covers a growing variety of anacks on various block ciphers. It 

appears to be most uselid on iterative (round-based) ciphers, perhaps because these can 

only weakly diffuse the transformations which occur in later rounds. Differential 

Cryptanalysis is normally a defined-plaintext attack. 

The basic idea of Differential Cryptanalysis is to fust cipher some plaintext, then make 

particular changes in that plaintext and cipher it again. Particular cipher text differences 

occur more frequently with some key values than others, so when those differences 

occur, particular keys are (weakly) indicated. With huge numbers of tests, false 
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indications will be distributed randomly, but true indications always point at the same key 

values and so will eventually rise above the noise to indicate some part of the key. 

The basic concept can be applied to virhially any son of statistic which relates cipher text 

changes to key values, even in relatively weak ways. But because the probabilities 

involved are generally quite small, success generally depends upon having very 

substantial amounts of known-plaintext. Thus, in practice, Differential Cryptanalysis 

would seem to be defeated by the simple use of message keys and limitations on the 

amount of material ciphered under a single message key. 

Some versions pihamShamir92] can be applied to separately-keyed blocks with a 

similar overall probability of success. But that success reveals only one of the many keys 

at random, and a success does not help with the other keys. Nor does Dierential 

Cryptanalysis apply t o  message keys, since the message key value is not a d a b l e  as 

known-plaintext. Differential Cryptanalysis is powerful, but it has very significant 

requirements which may not be met in practice. 

Differential Cryptanalysis depends upon known tables in which the key value selects 

various data differentials. Consequently, Differential Cryptanalysis might also be 

defeated by 

Keying which selects among every possible table (instead of using a few pre- 

defined ideal tables). 

Using data to dynamically select among a large working set of tables (instead of 

just four). and 

Effectively mixing table results as soon as table operations occur (rather than 

depending upon future round for mixing which is risky since there are no h r e  

rounds after the last one). 

Effective mixing should prevent tables !?om being isolated and separately 

attacked. 

[BihamShamir90] Biham and Sharnir introduce the concept of Differential Cryptanalysis. 
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piham Shami~-911 Biham and Shamir took the opportuniiy and breok a variety of 

ciphers. Two-pass S n e h  was easily breakable within three minutes on a personal 

computer. Khafre with 16 rounds is breakable by a differential cryptanalytic chosen 

plaintext attack using about 1500 encryptions within about an hour on a personal 

computer. REDOC-II with one round is breakable by a differential cryptanalytic chosen 

plaintext attack using about 2300 encryptions within less than a minute on a personal 

computer 

[BihamShamir92] Biham and Shamir attacked the Full 16-round DES. They developed 

an improved version of differential cryptanalysis which broke the full 16-round DES in 
36 . 2" time and negligible $ace by analyzing 2 clpher texts obtained from a larger pool of 

247 chosen plaintexts. An interesting feature of the new attack was that it can be applied 

with the same complexity and success probability even if the key is kequently changed 

and thus the collected cipher texts are derived from many different keys. 

myberg Knudson921 A year after Nyberg and Knudson gave a limit for the size of the 

differential needed for a successful attack 

FauaOO] In year 2000 Fauza h4irzan presented a paper in which it was claimed that for 

an N-Round Cipher N-1 Round Differential Characteristics are to be found. 

2.4 Related Key Cryptanalysis 

Biham introduced the related key attack for the first time in 1994 [Biham94]. He assumes 

that a pair of keys has a particular relationship and the encryption is performed using 

these keys. 

Related-key cryptanalysis assumes that the attacker learns the encryption of  certain 

plaintexts not only under the original (unknown) key K, but also under some derived keys 

KO = f(K). In a chosen-related-key attack, the attacker specifies how the key is to be 

changed; known-related-key attacks are those where the key difference is known, but 

cannot be chosen by the attacker. 
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Related-key cryptanalysis is a practical attack on key-exchange protocols that do not 

guarantee key-integrity an attacker may be able to flip bits in the key without knowing 

the key and key-update protocols that update keys using a known function: e.g . K, K + 1, 

4. K + 2, etc. Related-key attacks were also used against rotor machines: operators 

sometimes set rotors incorrectly. If the operator then corrected the rotor positions and 

retransmitted the same plaintext, an adversary would have a single plaintext encrypted in 

two related keys @iffleHellman79]. 

[JohnBruceDavid98] In 1998 J Kelsey, B Schneier, D Wanger presented new related-key 

anacks on the block ciphers 3-WAY, Biham-DES, CAST, DES-X, New DES, RC2, and 

TEA These differentia1 related-key attacks allow both keys and plaintexts to be chosen 

with specific differences [JohnB~ceDavid96]. These attacks show how to adapt the 

general attack to deal with the difficulties of the individual algorithms. In this paper 

specific design principles to protect against these attacks are also given. 

[CietPiretJean03] In 2003 Mathieu Ciet, Gilles Puet and Jean Jacques Quisquater 

presented some results obtained !?om key schedule cryptanalysis. They dealt with related 

key attacks, differential related key attacks and slide attack they used slid pairs to find out 

a key. Furthermore, they presented sorting criteria for the selection of slid pairs. 

mellareKohno03] In year 2003 Mihir Bellare and Tadayoshi Kohno presented a paper in 

which they studied theoretical treatment of related key attacks. They introduced the 

concepts of PRPs and PRFs againn classes of related key attacks. Each class was 

associated by a set of related key driving functions. 
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3. Cryptanalysis 
Cryptanalysis is an approach to attackbreak conventional encryption. According to the 

scheme called a one-time pad, there is no encryption algorithm that is unconditionally 

secure. The process of attempting to discover X or K (encryption X using key K) or both 

is called cryptanalysis. Some popular forms of cryptanalysis are: 

Differential Cryptanalysis 

Linear Cryptanalysis 

= Quantum Cryptanalysis 

Related Key Cryptanalysis 

Quadratic Cryptanalysis 

Below is a detailed overview of Linear, Differential and Related Key Cryptanalysis 

3.1 Differential Cryptanalysis 

Differential cryptanalysis is a chosen plaintextkhosen cipher text attack that was initially 

developed to attack DES-like ciphers pihamShamir901. A chosen plaintea attack is one 

where the attacker is able to select inputs to a cipher and examine the output. Being one 

of the earlier attacks on DES, differential cryptanalysis had been studied extensively 

[FauzaOOJ. Many of today's ciphers are designed with consideration to immunity against 

differential cryptanalysis. Nevertheless, differential cryptanalysis still provides a good 

understanding of the possible weakness of ciphers and techniques to overcome them. 

Differential cryptanalysis involves the analysis of the effect of the p1ainte.e pair 

difference on the resulting cipher text difference. The most common difference utilized is 

the fixed XORed value of the plaintext pairs. By exploiting these differences, the partial 

subkey used in the cipher algorithm can be guessed. This guess is done statistically by 

using a counting procedure for each key in which the key with the highest count is 

assumed to be the most probable partial subkey. 

3.1.1 Basic Concept 

Consider the following basic linear cipher function: 
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C = P $ K  

By taking the difference of a pair of cipher text, we would have cancelled out the key 

involved, leaving us with no information about the key: 

C@C'=P@KCBP '@K 

C @ c ' = P @ P '  

This is because of the linearity of the function. The above equation simply tells us that 

the difference between the plaintext is the same as the difference between the cipher texts 

FauzaOO]. 

DES is not a linear cipher. Thus, the difference between the cipher texts is not equal to 

the difference between the plaintexts. In S-DES, the difference in a cipher text pair for a 

specific difference of a plaintext pair is influenced by the key. Thus, by utilizing this fact, 

and the knowledge that certain plaintext differences occurs with a higher probability than 

other differences, we can reveal information about the key pihamShamir901. Like linear 

cryptanalysis, we start by analyzing the non-linear component of the cipher, the S-Box. 

Then, we extend the values obtained to form a complete differential characteristic 

sufficient to perform an attack. 

3.1.2 Difference Pair of S-Box 

Consider the S-Box So and SI of S-DES. We denote the input to the S-Box as X and the 

output as Y [HowardOO]. The difference pairs of an S-Box is then denoted as (AX, AY), 

where AX = X' @ X". It is more convenient if we consider all 16 values of X' with AX as 

a constraint to the value of X", thus X" = X' 63 AX. With X' and X", the value of AY can 

then be obtained. 

The table shown in Appendix-C Table [I] shows all the 'difference pairs of So and 

Appendix-C Table [2] shows the difference pairs of S1. 

3.1.3 Difference Distribution Table 

The tables shown in Appendix-C Table [3] and Appendix-C Table [4] are the difference 

distribution tables for Soand S, where the row represents AX value, the wlurnn represents 
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AY values and the elements represents the number of occurrences given the column and 

row values. Interesting things can be performed with the availability of the difference 

distribution table. Two of the possibilities are: 

1. We can obtain the input and output values given their differences 

~ihamShamir90]. 

This is done by checking the corresponding value of the input and output 

differences in the difference distribution table. Consider the following input and 

output difference AX=8 and AY=l of So. From the difference distribution table, 

we see that the number of occurrences for this input and output difference is 2 so 

only two pairs can satisfy this difference. Further, we see that these pain are 

duals. If the fust pair is X', X", then the other pair is X", X'. 

Since AY is 1, then the output pairs must be 1 and 3. Subsequently, we find that 

the only input pairs that can yield 1 and 3 as output pairs and at the same time 

satisfy the input difference AX= 8 is 9 and 1 respectively. 

2. We can obtain the key bits involved in the S-Box using known input pairs and 

output differences of the S-Box [BihamShamir90]. 

Given a particular input pair, we can obtain the possible key bits involved in the 

S-Box. Assuming X'= 2, X"= 8 and the S-Box considered is So. Then, Y'4,  

Y"=2 and AY = 2. We denote the inputs to the S-Box after XOR-ing with the key 

as I'=X'fB K and I"=X"$ K. From powardOO], we know that the key has no 

influence on the input difference value. So, AX = Al = 2 @ 8 = 10. 

Now that we've obtained AX= 10 and AY = 2 we can proceed to obtain the key 

bits involved. From the distribution table, we see that AX=lO and AY=2 has two 

possibilities. This implies that there are 2 possibilities for the key. The table 

below lists the keys and the corresponding X' and X". Since AI=10, then the pairs 

of I that can satisfy this difference is 7 and 13. 
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Given that K = X @ I, the first possible key, 5 is obtained &om: 

and the second key 15 is obtained &om 

S-Box Input Possible Keys -1 
I I J 

Possible Keys for Xf=2 and X"=8 

3.1.4 Differential Characteristics 

The above example is only an introduction to the possibilities that are available to us 

when we analyze the difference between plaintext pairs and cipher text pairs. We extend 

this knowledge to create a differential characteristic for 1 round of DES [HowardOO]. 

With this differential characteristic, we can obtain the subkey. K2 used in the last round. 

First, we construct a differential characteristic that involves SI  in both rounds of DES 

using the following difference pair of SO and SI: 

So: A& = 2-1AYo = 2 with probability 12/16 

S,: AX, = 4-+AY1= 2 with probability 1011 6 

Thus, by considering ff i ,  AXI and the expansion, E which me modify to E = [O 2 1 3 0 

1 2 3 1, the input difference to the first round is given by: 

The expansion E is only a form of ''diffusion sugaring" and does not add to the non- 

linearity of the cipher. The change is to make the derivation of the input difference 

clearer. 
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Then, considering AYo and AYI and the permutation P that follows, we get the output 

difference for round 1: 

AV1=[O1OOO1O1] 

This I-round characteristic holds with probability 12/16 x 10116 = I5 132, which means 

that for every 32 random and uniformly distributed pairs of chosen plaintexts with 

difference AUI we expea to find about 1 pair of corresponding cipher texts which 

satisfies the difference AV1. Pairs with plaintext that produces AUI and corresponding 

cipher texts that produces AVI are called right pairs. 

The differential characteristic can be best visualized using the figure used by Biham 

piharnSharnir90]. 

For a N-round cipher, we need to find the differential characteristic of N-1 round 

WowardOO] [FauzaOO] to conceive an attack. 

3.1:s Extracting the Partial Subkeys 

With the differential characteristics obtained above, we can now proceed to extract 

subkey Kz of round 2. We call the subkey that we want to extract as the target subkey 

WowardOO]. The process to extract the subkey is described algorithmically as  follows: 

1. Obtain a random plaintext P' and compute P" = P' 63 AX. 

2. For P' andP". 

a. Encrypt both P' and P" with both K1 and KZ to obtain C' and C". Also, 

obtain CI' and CI", the encrypted plaintext after one round, which is 

encrypted with KI only. 

b. If CI' @ CI"= AY, then 

i. For all possible subkey values, encrypt CI' CB CI" with only one 

round, which is round 2. 

ii. If the result of the encryption of 2.b.i. is equivalent to those 

suggested by C' and C", then we increase the count for the 

corresponding subkey value used. 
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Repeat 1 and 2 for another random plaintext P'. Perfom this until one value of the 

subkey has been counted to be substantially more than the others. This subkey value is 

assumed to be the correct subkey value used in the second round. 

3.2 Linear Cryptanalysis 

Linear cryptanalysis is a known-plaintext attack that is one of the most commonly used 

attack against block ciphers. It was invented by Mitsuru Matsui and is used initially to 

attack the Data Encryption Standard [Matsui94]. It is based on the fact that there are high 

probabilities of occurrences of linear expressions consisting the plaintext bits, cipher text 

bits and key bits. 

3.2.1 Linear Cryptanalysis Principals 

The main idea behind linear cryptanalysis is to obtain an approximation to the block 

cipher as a whole using a linear expression. This linear expression has the following 

form: 

ex. e e x .  (:, (;, l f l )  = (5 x..) .......................... (1) 

Where X denotes plaintext bits, Y denotes cipher text bits and K denotes the key bits. The 

indices u, v and w denote fixed bit locations. The goal is to find the linear expression 

which holds with the highestlbiggest linear probability bias. The linear probability bias, e 

is defined as: 

1 E = I P - / I  ..................................................................... 2 . (2) 

This is the magnitude of the bias &om a probability of %. The higher the magnitude of 

the bias, higher will be the efficiency of the linear expression (1). 

If equation (1) holds with a high probability bias, it means that the cipher used is not 

sufficiently random [HowardOO]. A cipher is considered to be random if the randomly 

selected value of the bits of its linear expression would cause the expression to hold with 

a probability of %. Thus, the fixther away a linear expression is fiom holding with a 
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probability of 0.5, the less random it is. Linear cryptanalysis takes advantage of this poor 

randomization. 

1 1 1 1  

Once a linear approximation with the highest bias is obtained, the attack can be mounted 

by recovering a subset of the key bits. T h i s  is done using Algorithm 1 as described in 

Watsui941. 

3.2.2 Obtaining a Linear Equation with High ProbabiliQ Bias 

To obtain a linear equation with high probability bias, we begin by constmcting a 

statistical linear path between the input and output bits of each S-box. Then extend this 

to the entire cipher and finally reached a linear expression without any intermediate 

value Watsui941. 

3.2.2.1 Linear Approximation of SBoxes 

Block ciphers commonly use non-linear operations in its S-boxes. Though, it is possible 

to construct a linear approximation of S-Boxes. Techniques for this purpose are described 

in [Rainier86]. The goal is to find the linear approximation with the highest bias 

magnitude. Following Matsui's notation, 

Where y is the number of input bits and z is the number of output bits. 

The results of this process can be enumerated in a linear approximation table, where the 

vertical and the horizontal axes u and j3 respectively. Each element of the table represents 

NSI (q$) - (y + 2). From the table, the linear approximation with the highest bias 

magnitude can be identified. 

We now derive the linear approximation for So. The table in Appendix-C Table 5 shows 

the input to the So and the corresponding output. We call this table the So UO table. The 

table helps to obtain the probability for a particular value of a anda. For example: 
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=8 

Where Xi denotes the column to be considered as listed in the table in Appendix-C Table 

151. The above equation means that we compare the row Xo and the row YO to obtain the 

number of times where the element of a particular row of & equals that of the same row 

of Yo. 

Table below shows a portion of the distribution table of S-box So, where the row 

represents a and the column represents $ and the elements shows NSO(a,P) - 8 .  The table 

in Appendix-C Table [b] shows the full distribution table. Column =I3 

The most effective linear approximation is  the one with the highest magnitude. We 

choose NSo(5,l) since jNSo(S, 1)-81 is one of the highest in the table. 

=14 

Thus, the linear approximation for So is X2 @& = YO which holds with probability 14/16. 
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3.2.2.2 Linear Approximation of the F-Function 

The linear approximation ofthe f-function can be obtained by taking into account the 

expansion E and the permutation P. We extend our equation from the previous section to 

obtain: 

............................................ &@R2$f(R1,K1)=K1@K3 (6) 

3.2.2.3 Linear Approximation of the Entire Algorithm 

The entire algorithm consists of two rounds. We first apply equation (6) to the first round 

to get the following equation: 

Ro' @LQ'$ R O O  @R:=K~' @ ~ 3  ' ........................................ (7) 

The equation for the second round is: 

L ~ @ L ~ ~ @ & ' $ R ~ ' = K ~ ~ @ K ~ ~  ........................................ (8) 

Having obtained equation (7) and (8), we can now derive a linear approximation of the 

entire algorithm by canceling out common terms, which is: 

........ L ~ ~ @ L ~ ~ @ L ~ @ & ~ @ R ~ ~ ~ R ~ ~ = K ~ ~ ~ K ~ ~ $ K ~ ~ @ K  jZ (9) 

We'use Piling-up lemma Watsui941 to obtain the probability that this equation hold: 

3.2.3 Extracting the Partial Subkey Bits 

Once a linear expression of the entire cipher had been obtained, we can deduce Ki[1 3 ] 

$ &[I 31 using Algorithm 1 [Matsui94], which is as follows: 

Step 1 Let T be the number of plaintexts such that the Iefl side of equation (9) is 

equal to zero. 

Step 2 If T > N/ 2 (N denotes the number of plaintexts), 

Then 

K I [ ~  3]63K2[1 3]=O(whenp>1 / 2 ) o r l ( w h e n p < 1 / 2 )  

else 

K1[13]$Kz[I 3 ] = l ( w h e n p >  l l 2 ) o r O ( w h e n p < 1 / 2 )  
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3 3  Related Key Cryptanalysis 

Biham introduced the related key attack for the first rime in 1994 [Biham94]. He assumes 

that a pair of keys has a particular relationship and the encryption is perFamed using 

these keys. 

Related-key cryptanalysis assumes that the attacker learns the encryption of certain 

plaintexts not only under the original (unknown) key K, but also under some derived keys 

& = flK). In a chosen-related-key attack, the attacker specifies haw the key is to be 

changed; known-related-key attacks are those where the key difference is known, but 

cannot be chosen by the attacker. . 

Related-key cryptanalysis is a practical attack on key-exchange protocols that do not 

guarantee key-integrity an attacker may be able to flip bits in the key without knowing 

the key and key-update protocols that update keys using a known function: e.g., K, K + 1, 

K + 2, etc. Related-key attacks were also used against rotor machines: operators 

sometimes set rotors incorrectly. If the operator then corrected the rotor positions and 

retransmitted the same plaintext, an adversary would have a single plaintext encrypted in 

two reIated keys ~iffleHeIIman79j. 

Let K, and Kb the NO keys where 

K, --, (KL K2, ............... ....,, Ki) where KI,  K2, ..................... Ki are subsequence of Ka and 

Kb w2, K3, ............... ..-.., Kip k) 
The sequence of keys of K, derives the sequence of round keys i.e. keys in Kb in other 

words if K, gives rise to a sequence of sub keys, than Kb musf also give rise to the same 

sequence of keys rotated by one round. More formally 

Umdly the sub keys of I&, cannot be derived from & but this satisfies in case of Lon 
Cipher attacked by Biharn [Biham94]. 

Let Pa and Pb are two plain texts such that 
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Where F(w, K) is a round function that applies to data x with round key K. 

Than the encryption of plain text Pa using key Ka and that of Pb using Kb is carried out in 

the same way for n-1 rounds. The same property holds true for cipher texts i.e. 

Such a pair is known as a slid pair. 

We assume that we know 2a pairs of (Pa. CS using K, and 2& pairs of (Pb Cb) using Kb 

we solve 

F (P., K') = Pb 

F (Ca, K') = Cb 

For each 

This equation cannot hold if P, and Pb do not form a slid pair. However when this 

condition is true this means that we are dealing with a slid pair and K' is actually KI. The 

probability for a random pair to be a slid pair is 112' and since there are 2.2& pairs 

therefore we can find one. The complexity of this attack is O(2'9, as O(2") pairs are to be 

examined. 
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4. Results and Discussions ' 

This section provides the results obtained From this study. In this study a variant of DES 

(reduced rounds) was subjected to different cryptanalytic attacks. The attacks were Linear 

cryptanalysis, differential cryptanalysis and related key cryptanalysis: These approaches 

have the following differences. 

Linear attack foeuses on 

wing  to find out the linear 

expressions that hold with 

plaintext bits, cipher t e a  

bits and key bits. 

It was observed that the related key attack produced faster results than the other two in 1' 

2* and 3d rounds of DES. 

Differential Cryptanalysis 

Differential attack exploits 

the difference in plain text 

pairs and their resultant 

cipher t e a  pairs. 

The differential attack took a little longer than Related key and Linear attacks during the 

first round because of the fact that it requires to generate different pairs during the first 

round. 

Related key Cryptanalysis 

Related key attacks use 

round keys on slid pairs to 

find out an approximate key 

for the given cipher. 

The differential attack was in general was faster than Linear attack. Following is a 

graphical representation of the attacks. 
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Graph showing the Time approximation for Related Key Attack 

The timeline for differential attack is shown in the following graph 

Rounds 

The linear attack was slightly faster than the differential in the first round however, it 

showed the tendency to take more time in later rounds. 

Rounds 

A comparison of all three approaches is as fallow 
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5. Development and Implementation . 

The implementation activity is the actual writing of code. If the design phase is carried 

out correctly, then the coding becomes a simple task. Design steps involve making the 

final decisions and translating the diagrams and specifications into the syntax of the 

chosen programming language. It also involves the practical development process, to 

interactively compile, link, and debug component. The work is done according to the 

programming rules that attempt to standardiue code, developed by the programmers, and 

to prevent dangerous or unsuitable constructions in the language. 

After the completion of the system -design the following Coding activities were 

performed: 

Cryptology of DES algorithm 

Cryptology of TEA algorithm 

Cryptology of Blow Fish algorithm 

Linear Cryptanalysis of DES algorithm with reduced rounds 

Differential Cryptanalysis of DES algorithm with reduced rounds 
= Key Related Cryptanalysis of DES algorithm with reduced rounds 

Cryptanalysis of TEA algorithm 

Cryptanalysis of Blow Fish algorithm 

5.1 Environment and Tools 

The development ofthe system was carried out using the following tools andlor 

technologies: 

5.1.1 Redhat Linux 
All products in the Red Hat Enterprise Linux family are based on a common software 

core-kernel libraries, development tool chain, and utilities. This provides a 

homogeneous environment ideal for simplifying multi-system and desktopto-datacenter 

configurations. The immediate benefits are simplified deployment of distributed 

applications, and a consistent environment for users and system administrators across the 

entire family. 
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Support for seven architectures 

Intel X86, Intel Itanium, AMD AMD64 and IBM zSeries, iSeries, pSeries, and 

Sl390. (With Update 2, delivered in May 2004, support for Intel EM64T was 

added). 

4-4 memory split 

Increased kernel & user address space for X86 systems, allowing support for 

64GB of main memory and larger user applications. 

Native Posix Thread Library 

A new high-performance multi-threading capability provides improved 

performance for multi-threaded applications. 

Based on Linux 2.4.21 kernel 

Red Hat Enterprise Linux uses the latest stable Linux kernel with numerous 

additions from the Linux 2.5f2.6 kernels. 

Improved scalability 

Support for larger SMP, memory and UO systems allows version 3 to support 

servers approximately twice the sue of version 2.1. 

Enhanced security 

Includes several new security features, including suppat for file system ACLs. 

Improved compiler/tools 

Includes GCC 3.2 and debugging/profiling tools. 

Logical Volume Manager 

Provides enterprise-strength storage management. 

Enhanced networking 

Includes numerous features to improve stability & petformance 

MPICH 
MPI is a library specification for message-passing. MPI was designed for high 

performance on both massively parallel machines and on workstation clusters. MPI is 

widely available, with both free available and vendor-supplied implementations. A 

number of MPI home pages are available. 

The first standard of MPICH was presented in 1994, the Message Passing Interface (MF'I) 

has become one of the most common API specifications for parallel programming. 
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MPICH is Open-Source. MPICH is the most commonly used, implementation of the 

MPI-I standard 

The recently arising class of parallel platforms, commonly referred to as Clusters, can 

only be utilized with TCPAP as interconnect between the nodes. To use more 

sophisticated cluster interconnects like the Scalable Coherent Interface (SCI). 

5.1.3 KDevelop 
KDevelop is an easy to use IDE for developing CIC* applications under X11.The 

KDevelop source is divided into several parts which correspond to subdirectories in the 

KDevelop project directory. There are several main parts to distinguish, mainly: 

src = The core part of KDevelop 

libfinterfaces = Plugin handler interface classes 

parts = The various parts using the Warts  h m e w o r k  

5.L4 QT Designer 
QT Designer is a Graphical User Interface (GUI) designer toolkit which is used to add 

interactivity to the programs. The QT toolkit offers: 

A complete set of classes and methods ready to use even for non-graphical 

programming issues. 

A good solution towards user interaction by virtual methods and the signaYslot 

mechanism. 

A set of predefined GUI-elements, called "widgets", that can be used easily for 

creating the visible elements. 

Additional completely pre-defined dialogs that are often used in applications such 

as progress and file dialogs. 
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5.2 Sample Source Code 
#define COLUMN unsigned int 

#define ROW unsigned int 

Mefine ELEMENT unsigned int 

#define INDEX unsigned int 

#define BYTE unsigned char 

#define UINT unsigned int 

#define BYTESIZE CHARBIT 

#define BLOCKSIZE BYTESIZE 

#define KEYSIZE 10 

#define SUBKEYSIZE 8 

#define SPLITKEYSIZE 5 

UINT cbin2UINT(char*, UTNT); 

/*-- --- -global v a r i a b l e s - = = ~ ~  */ 

B m  RlX=O; 

BYTE RlY=O; 

BYTE C=O; 

BYTE C2=0; 

int I==; 

BYTE S0[]={1,0,2,3,3,1,0,2,2,0,3,1,1,3,2,0); 

BYTE Sl[]=(O,1,2,3,2,0,1,3,3,0,1,0,2,1,0,3); 

BYTE E[] = (0,2,1,3,0,1,2,3); 

BYTE P4[] = {1,0,3,2); 

ELEMENT DPS0[16][16]; 

ELEMENT DTSO[I 6][4]; 

ELEMENT DP2S0[16][16]; 

ELEMENT DT2S0[16][4]; 

BYTE RlXCHAR4; 

BYTE RlYCHAR4; 

int dex=O,de@,dex2=0,dey24; 

double prob=O.O,prob2=0.0; 

UINT key10 = 255; 
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I* -general functions - -- - */ 

void printBin(const char *str,unsigned int bInteger,unsigned int nSize){ 

char s [BYTESIZE+sizeom)] ;  

UINT i; 

UINT n=bInteger; 

for(i=O; i<nSize; i*) 

*(s + i)=(Oq; *(s+i)=lO1; 

i= nSize - 1; 

while(n > 0){ 

s[i--]=(n % 2)? '1': '0'; 

n = d2;  

1 

1 
URVT cbin2UINT(char *s, unsigned int nSize)( 

int nLen = strlen(s), 

UINT uResult = 0; 

while (--den >= 0) 

if(s[nlen] = '1') 

uResult = 1 << (nSize - d e n  - 1) I uResult; 

return uResult; 

I* -Key Scheduling *I 

UINT lefiShiff(UINT nKey, UINT nbhift, UTNT nSize)( 

UINT n = nKey >> (nSize - nShiR), i, nMask-0; 

nKey <<= nShift; 

for(i=O; i< nbize; i++) 

nMask I= 1 << i; 

return (nKey I n) & nMask; 

I 
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I return u~esult ;  

void splitKey(UMT plOKeyl0, UINT uResult[])( 

I** 

* 31 =0000011111 

* 992= 1111100000 

*/ 

UINT H - SPLXTSBIT-MASK = 3 1, L-SPLITSBn-MASK = 992; 

uR6suIt[O] = (plOKey 10 & L-SPLITSBIT-MASK) >> SPLWYSIZE;  

uResult[l] = plOKeylO & H-SPLlT5BIT-MASK; 

UINT p8U = {3,1,7,5,0,6,4,2}; 

W b o x q 8 W  key5[1)( 

UINT uResult=O, uTemp, i=O; 

UINT uMask = 255; 

uTemp = key5[0] << SPLITKEYSIZE 1 key5[lg 

uTemp &= uMask; 

for(; i< SUBKEYSIZE; i*) 

if ( I  << (KEYSIZE - p8[i] - 1) & uTemp) 

uResult I= 1 << (KEYSIZE - i - 3); 

return uResult; 

1 
void keyScheduleOn[NT keyl0,UINT key8[])( 

I 

1 U lN  key5[2]={0,0), keyTemp, i; 
I 
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keyTemp = boxgIO(key 10); 

spIitKey(keyTemp, key5); 

for(i4; i<2 ; i++){ 

key5101 = leftShift(key5[0], i+l, SPLITKEYSIZE); 

key5111 = leftShifi(key5[1], i+l, SPLITKEYSIZE); 

key8(i]=boxj8(keyS); 

' I  
: 1 
11'- -1P and E l  -*I 

1 UINT Po= {7,6,4,0,2,5,1,3); 

UMT IPl[I= (3,6,4,7,2,5,1,01; 

: BYTE p e r m  PO, BYTE input){ 

BYTE bRes = 00; 
I 
int i = 8; 

while(--i >= 0) 

' if( bl << (BLOCKSIZE - P[BLOCKSIZE - i - 11 - 1) & input ) 

bRes I= (01 << i); 

: return bRes; 

~ 1 
; /i Round == - 

*/ 

void spIit824(BY"E bInput8, BYTE bLR[]){ 

BYTE L-mask = 240, H-mask = IS; 

I f  + left *I 

bLR[O] = (bInput8 & L-mask) >> 4; . 

I** right *I 

bLR[l] = bInput8 & H-mask; 

1 
BYTE f(BYTE bRight, BYTE key){ 

BYTE bRes = 00, bTemp; 

BYTE sLR4fl=(O,O), r, c; 

int i = SUBKEYSIZE; 
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while(--i >= 0) 

i f (  01 << (4 - E[SUBKEYSIZE - i - 11 - I) & bRight ) 

bRes I= (0 1 << i); 

bRes h key; 

split824(bRes,sLR4); 

c = (sLR4[0] & 6) >> 1; 

r = (sLR4[0] & 8) >> 2 1 (sLR4[0] & 01); 

sLR4[0] = S0[4*r + c] << 2; 

c = (sLR4[1] & 6) >> 1; 

r = (sLR4[1] & 8) >> 2 1 (sLR4[1] & 01); 

sLR4[1] = S1[4*r + c]; 

bTemp = sLR4[0] I sLR4[1]; 

bRes = 00; 

// permute using P4 

i=4; 

while(--i >= 0) 

if( 01 << (4 - P4[4 - i - 11 - 1) & bTemp ) 

bRes (= (0 1 << i); 

return bRes; 

I 

int crypt(J3YTE inputbits)( 

UINT key8[2]=(0,0); 

BYTE input8 = inputbits, exhpurt, 

I** left and Right */ 

BYTE LR[] ={00,00); 

keySchedule(key 10,keyl); 

I/ => Start of the round 

ex(nput8 = input8; 

R1 X=exInputS; 

for(i4; i< 2; i*)( 
I** = >begin round *I 
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split824(exInput8,LR); 

input8 = (f(LR[l],@YTE)key8[i])"LR[O]) << 4; 

input8 I= LR[I]; 

exInput8 = ((input8 & 240) >> 4) 1 ( (input8 8: 15) << 4 ); 

/** =- > end of round ' I  

if(i==O){ 

RlY=exlnput8; 

I 
1 
if(r=O)( 

C=input8; 

*; 

)else( 

CZ=input8; 

r--; 

return exInput8; 

1 
BYTE lastRound(BYTE inputbits,UINT key)( 

I** lefl and Right *I 

BYTE LR[] =(00,00); 

BYTE input8 = inputbits; 

BYTE exInput8; 

exInput8 = input8; 

split824(exInput8,LR); 

input8 = (qLR[I],(BYTE)k 

input8 I= LR[I]; 

return input8; 

1 
I* - - cryptanalytical functions----- 'I 

void initO( 

INDEX i,j; 
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for(i=O;i<l6;i*) 

for(i=O;j<l6;j++)( 

DPSO[i]fi]=O; 

DP2SO[i]fi]=O; 

1 
for(i=O;i<l6;i*) 

forg'4$4j*){ 

DTSO[i]fi]=O; 

DT2SO[i][j]=O; 

1 
I 
ELEMENT SIO(C0LUMN co1,BYTE S[16])( 

ELEMENT value; 

BYTE r,c; 

c=(col&6)>> 1; 

r = [col& 8) >> 2 1 (cd& 01); 

value = S[4*r + c]; 

return value; 

I 
void dipair()( 

COLUMN x=o; 

COLUMN dx=O; 

for(~==O;x<l6;x+t) 

for(dx=O;dx<l6;dx++){ 

DPSO[x][dx]=((SIO(x,SO))"fSIO(x"dx,SO))); 

DP2SO[x][dx]=((SIO(x,S l)~SIO(xAdx,S 1))); 

I 
I 
ELEMENT count(C0LUMN dx,ROW dy,ELEMENT DS0[16][16]){ 

INDEX i; 

int cnt=O; 

for(i=O;i<l6;i+) 
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if(@SO[il[dxlW~) 

cnt*, 

return cnt; 

1 
void diffabo: 

COLUMN M; 

ROW dy-O; 

for(dx=O;dx<l6;dx++) ( 

for(dfl;dy<4;dy*){ 

DTSO[dx][dy]=count(dx,dy,DPSO); 

DT2SO[dx][dy]=count(dx,dy,DP2SO); 

I 
1 
1 
void printDPT(ELEMENT DS0[16][16])( 

R a w  x=o; 

COLUMN dx=O; 

void findDC(int ident,ELEMEM DTS[16][4]){ 

ELEMENT curV=O,curL=O; 

INDEX ij;  

ifliden-) { 

for(i=O;i< 16;i++){ 

for(j=Oj<rl;j+t){ 

curV=DTS[i]fi]; 

if((cur~curL)&(mrV!=16)){ 

curL=curV; 

dex=i; 

dey=j; 

1 
I 

Comparative Cryptanalysis 55 



Chaoter 5 Development & Im~lernentation 

}prob==((double)curL)/16;jelse{ 

for(i=D;i<l6;itt)( 

for(i=O;j<4jtt-)( 

curV=DTS[i][j]; 

if((c~\~>curL)&(curV!=16)) ( 

curL=curV; 

dex2=i; 

dey2=j; 

1 
1 
) prob2=((double)curL)/l6; 

I 
1 
void printESO( 

UINT keyB[2]=(O,O]; 

keySchedule(key 10,keyg); 

printBin("Expected subkey = ",(key8[1]),SUBKEYSIZE); 

I 
void printGS(int K[256])( 

ELEMENT curV=O,curL=O; 

int i.k; 

for(i=O;i<255;i++)( 

curV=K[i]; 

if(curV>curL)( 

curL=curV; 

k=i; 

1 
1 
printBin("Guessed Subkey = ",k,SUBKEYSIZE); 

1 
void extendDCO( 

iq(dex&8)=8)( 
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Rl YCHAR=@l YCHARJ4); 

if((dey&Z)=l) 

RI YCHAR=(RlYCHARIS); 

iq(dey2&2)=2) 

RlYCHAR=(RlYCWl);  

if((dey2&l)=l) 

R lYCHAR=(RlYCq2) ;  

1 
int rnain(void){ 

BYTE input=O; 

BYTE &16; 

BYTE curR1 Y=O; 

BYTE i; 

BYTE k; 

BYTE candidat&; 

BYTE lstest=O; 

int count=O; 

int PK2[256]; 

char cont,useKey; 

char userKey[]="0000000000"; 

if(useKey !='yl)( 

key10 = cbin2UINT(userKey,KEYSIZE); 

1 
scanf("%cn,&cont); 

inito; 

difPair(); 

difTab0; 

printDPT(DPS0); 

printDT@TSO); 

printDPT@PZSO); 

printDT@TZSO); 

findDC(0,DTSO); 
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findDC(1,DTZSO); 

extendDC(); 

for(i=O;i<255;i++) 

PK2[i]=O; 

for(input=O;input<255;input+) ( 

clypt(input); 

curRIY=RlY, 

rrypt((BYTE)(inputARIXCHAR)); 

i~(RIYAcurRIY)=(RIYCHAR))( 

count*; 

for(k=O;k<255;k++)( 

iq(lastRound(curR1 Y,k)=C)&(lastRound(Rl Y, k F C 2 ) )  

PK2[k]++; 

1 
1 
1 .  
for(i=O;i<255;iU) 

printBin("Round 1 Input Characteristic = ",R1 XCHAR,BLOCKSIZE); 

printBin("Round 1 Output Characteristic = ",RlYCHAR,BLOCKSIZE); 

return EXIT-SUCCESS; 

1 
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6. Testing 
Once code has been generated, testing of the program begins. The testing process focuses 

on the logical internals of the software, ensuring that all statements have been tested, and 

on the hnctional externals; that is, conducting tests to uncover errors and ensure that 

defined input will produce actual results that agree with required results. 

6.1 Objective of Testing 
The overall objective of the testing process was to identify the maximum number of 

errors in the code with a minimum amount effort. Finding an error is thus considered a 

success rather than failure. On finding an error, efforts were made to correct it. 

6.2 Inside the Testing Process 
A test consists of a number of cases, where different aspects of the part under test are 

checked. While conducting the test, the deviations in the results are noted in a test 

protocol. Normally a deviation indicates an error in the code (although sometimes the test 

case is wrong and system is right). An error is noted and described in a test report for 

removal. 

6 3  General Types of Errors 
Errors can be of the following types: 

Functional (e.g., a finction is missing or incorrect) 

Nonfbnctional (e.g., performance is slow) 

Logical (e.g., user interface details are not considered logical) 

6.4 Types of Testing 
Given below are some of the different types of testing: 

Unit Testing 

Integration Testing 

System Testing 

Regression Testing 

6.4.1 Unit Testing 
A unit test is one of a component or a set of components, often conducted by the 

developer of the component. 
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6.4.2 Integration Testing 
An integration testing is one of the packages that are put together where interface of 

packages and their collaborations are validated. 

6.4.3 System Testing 
System testing is fUnctional testing of the entire system carried out by the end user. It is 

done on the basis of design of the system. It verifies that the system meets the specified 

functionality. 

6.4.4 Regression Testing 
It is basically a technique to handle changes in the system. A regession test is run after 

changes have been made to the system; it is actually a series of tests conducted on the 

entire system to determine whether any other functionality has been incorrectly affected 

by the changes. Continuous regression tests will unveil such problems 

6.5 Testing Cryptosys 

Testing process of Cryptosys started as different units were completed. This project has 

been logically divided into three parts. Therefore, all the test phases were primarily 

implemented on each module, separately and collectively. Initially unit testing was 

performed on every program unit. Program units, syntax errors were removed. AJI 

scripting errors were detached and the validation checks were tested and corrected 

entirely. For semantic errors every program unit was tested with the help of test data. 

Different program units were combined and the required hnctionality of the units were 

also tested. During the integration of the components, syntax and semantic errors were 

checked and removed on the client side. 

All the modules were integrated after the completion of individual testing and again 

subjected to the testing phase. During this phase minor errors were encountered and 

removed. 

Further more, the program itself checks for the validity of various inputs as shown in the 

figure below 
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User Manual Cha~ter 7 

7. User Manual 

Figure 10 Executing CQQWS 

after executing the mpich the following dialogue box Al l  a P P a  here the user has to 

specify some input parameters 



Chauter 7 User Manual 

Fieure 12 Encryption 

Figure 13 Declrption 
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Chaoter 7 User Manual 

Figurn I4 Cryptanalysis 

after the attack is made on an encrypted file the new file contains the recovered text as 

shown in the figure below. 

Figore 15 Output 

The recovered text is not the same as the original plain text however, it recovers most 

part from the cipher text 
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APPENDIX-A 

A-1 Types of attacks on encrypted messages 

Type of attacks 

Cipher text only l------ 
Known plain text 

Chosen plain text k------ 
Chosen cipher text l----- 
Chosen text t----- 

Known to Cryptanalyst 

Encryption algorithm 

Cipher text to be decoded 

Encryption algorithm 

Cipher text to be decoded 

One or more plain text-cipher text pairs 

formed with the secret key. 

Encryption algorithm 

Cipher text to be decoded 

Plain text message chosen by cryptanalyst, 

together with its corresponding cipher text 

generated with the secret key 

Encryption algorithm 

Cipher text to be decoded 

Cipher text message chosen by 

cryptanalyst, together with its 

corresponding plain text generated with the 

secret key 

Encryption algorithm 

Cipher text to be decoded 

Plain text message chosen by cryptanalyst, 

together with its corresponding cipher text 

generated with the secret key 

Cipher text message chosen by 

cqptanalyst, together with its 

corresponding plain text generated with the 

secret key 
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A-2 Time Required for Exhaustive Key Search 

5.4* lo1x years 1 
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One Encryption@ 

2nps=35.8minutes 

2"p.=1142 years 

2127ps=5.4* loL4 years 

2*10~~ps=6.4*10'~~ears 

Key Size 

32 bits 

56 bits 

128 bits 

26 characters 

Number of 

alternatives 

232=4.3* 1f 
2s=7.2*1016 

2lZx=3.4* l d x  

26!=4.03*166 



APPENDIX-B 

B-1 Clustering Methods 

Clustering 

Methods 

Passive 

Standby 

Active 

Secondary 

Separate 

Servers 

Servers 

Connected tc 

Disks 

Servers 

Share Disks 

Description 

A passive server takes 

over in case of primary 

server failure. 

The secondary server is 

also used for processing 

tasks. 

Separate servers have their 

own disks. Data is 

continuously copied from 

primary to secondary 

server. 

Servers are cabled to the 

same disks, but each 

server owns its dish. If 

one disks are taken over 

by other server. 

Multiple servers 

simultaneously share 

access to disks. 

Benefits 

secondary server is 

un available for other 

Limitations 

Easy to implement. 

I processing tasks 

High cost because the 

, 
Reduced cost I Lncreased complexity. 

because the I 
secondary server is 

also available for 

I server overhead due 

processing. 

High availability. 

I to copying 

High network and 

operations. 

due to elimination technology to I 
of copying I compensate for risk 

operations. 

Low network and . 

disk failure. 

of disk failure. 

Requires lock 

server overhead. 

Reduced risk of 
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APPENDIX-C 

C-1 Difference Pair of So 

Where LW. is Hexadecimal 
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C-2 Difference Pair of S1 

Where AX is Hexadecimal 

C-3 Difference Distribution Table for SO 
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Input 

Difference AX 

0 

1 

2 

Output Difference AY 

3 

0 

4 

0 

0 

16 

0 

0 

1 

0 

8 

4 

2 

0 

4 

12 



C-4 Difference Distribution Table for S1 

Where AX BY are in Hexadecimal 

2 

4 

2 

4 

10 

0 
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Where AX AY are in Hexadecimal 

2 

4 

2 

4 

2 

8 

2 

8 

10 

0 

2 

4 

10 

11 

12 

13 

14 

15 

10 

0 

2 

8 

2 

4 



C-5 I/0 Table for SO 

C-6 Distribution Table for So 
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APPENDIX-D 

Activity Diagram 

Encrypt a 
[Encrypted File] 

Cryptanalysis * 
mon Recovered File] 

I 
pecovered File] 

I 
Figure 16 Activity Diagram 
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Data Flow Diagram 

I 1 I Valid Path 

Name of File \ 
user 

f 1.0 

- Read File 

Invalid Path < J 
I 

- 

I ~ l l ~ i l e  System 

Invalid Key 
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APPENDIX-E 

Data Encryption Standard @ES) 

The Data Encryption Standard @ES) consists of the following Data Encryption 

Algorithm to be implemented in special purpose electronic devices. These devices shall 

be designed in such a way that they may be used in a computer system or network to 

provide cryptographic protection to binary coded data. The method of implementation 

will depend on the application and environment. The devices shall be implemented in 

such a way that they may be tested and validated as accurately performing the 

transformations specified in the following algorithm 

Data Encryption Algorithm 

The algorithm is designed to encipher and decipher blocks of data consisting of 64 bits 

under control of a 64-bit key. Deciphering must be accomplished by using the same key 

as for enciphering, but with the schedule of addressing the key bits altered so that the 

deciphering process is the reverse of the enciphering process. A block to be enciphered is 

subjected to an initial permutation IP, then to a complex key-dependent computation and 

finally to a permutation which is the inverse of the initial permutation IP-I. The key- 

dependent computation can be simply defined in terms of a function f, called the cipher 

function, and a function KS, called the key schedule. A description of the computation is 

given first, along with details as to how the algorithm is used for encipherment. Next, the 

use of the algorithm for decipherment is described. Finally, a definition of the cipher 

function f is given in terms of primitive functions which are called the selection hnctions 

Si and the permutation function P. 

The following notation is convenient: Given two blocks L and R of bits, LR denotes the 

block consisting of  the bits of L followed by the bits of R Since concatenation is 

associative, BIB2 ... B8, for example, denotes the block consisting of the bits of B1 

followed by the bits of B2 ... followed by the bits of B8. Blocks are composed of bits 

numbered f?om left to right, i.e., the leR most bit of a block is bit one. 
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INITIAL RFNUTATILW A 
PERMUTED 
- 

INWT no 
I 

INVERSE INIT1 AL PEFNUTATION - 
Figure 18 Enciphering Computation 

Enciphering 

A sketch of the enciphering computation is given in Figure A.1. The 64 bits of  the input 

block to be enciphered are first subjected to the following permutation, called the initial 

permutation IP: 
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That is the permuted input has bit 58 of the input as its first bit, bit 50 as its second bit, 

and so on with bit 7 as its last bit. The permuted input block is then the input to a 

complex key-dependent computation described below. The output of that computation, 

called the preoutput, is then subjected to the following permutation which is the inverse 

of the initial permutation: 

That is, the output of the algorithm has bit 40 of the preoutput block as its first bit, bit 8 

as its second bit, and so on, until bit 25 of the preoutput block is the last bit of the output. 

The computation which uses the permuted input block as its input to produce the 

preoutput block consists, but for a final interchange of blocks, of 16 iterations of a 

calculation that is described below in terms of the cipher function f which operates on 

two blocks, one of 32 bits and one of 48 bits, and produces a block of 32 bits. 

Let the 64 bits ofthe input block to an iteration consist of a 32 bit block L followed by a 

32 bit block R. Using the notation defined in the introduction, the input block is then LR. 

Let K be a block of 48 bits chosen from the 64-bit key. Then the output L'K of an 

iteration with input LR is defined by: 

1. L'=R 

R' = L(+)f(R,K) 

where (+) denotes bit-by-bit addition modulo 2 
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As remarked before, the input of the first iteration of the calculation is the permuted input 

block. If L'R' is the output of the 16th iteration then R'L' is the preoutput block. At each 

iteration a different block K of key bits is chosen from the 64-bit key designated by KEY. 

With more notations we can describe the iterations of the computation in more detail. Let 

KS be a function which takes an integer n in the range from 1 to 16 and a 64-bit block 

KEY as input and yields as output a 48-bit block Kn which is a permuted selection of bits 

from KEY. That is 

with Kn determined by the bits in 48 distinct bit positions of KEY. KS is called the key 

schedule because the block K used in the n'th iteration of(1) is the block Kn determined 

by (2). 

As.before, let the permuted input block be LR. Finally, let L() and R() be respectively L 

and R and let Ln and Rn be respectively L' and R' of (I) when L and R are respectively 

Ln-1 and Rn-1 and K is Kn; that is, when n is in the range From 1 to 16, 

The preoutput block is then R16L16. 

The key schedule KS of the algorithm is described in detail in the Appendix. The key 

schedule produces the 16 Kn which are required for the algorithm 

Deciphering 

The permutation IF'-I applied to the preoutput block is the inverse of the initial 

permutation IP applied to the input. Further, from (1) it follows that: 
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Consequently, to decipher it is only necessary to apply the very same algorithm to an 

enciphered message block, taking care that at each iteration of the computation the same 

block of key bits K is used during decipherment as was used during the encipherment of 

the block. Using the notation of the previous section, this can be expressed by the 

equations: 

where now R16L16 is the permuted input block for the deciphering calculation and L() 

and R() is the preoutput block. That is, for the decipherment calculation with R16L16 as 

the permuted input, K16 is used in the first iteration, K15 in the second, and so on, with 

K1 used in the 16th iteration. 

The Cipher Function f .  A sketch of the calculation of f(RK) is given in Figure A.2 

32 BITS A 
Figure 19 Calculation of f(Rh7 

Let E denote a hnction which takes a block of 32 bits as input and yields a block of 48 

bits as output. Let E be such that the 48 bits ofits output, wrinen as 8 blocks of 6 bits 

each, are obtained by selecting the bits in its inputs in order according to the following 

table: 
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E Bit-Selection Table 

Thus the first three bits of E(R) are the bits in positions 32, 1 and 2 of R while the last 2 

bits of E(R) are the bits in positions 32 and 1. 

Each of the unique selection functions SI,S~. ... ,Sg. takes a 6-bit block as input and yields a 

4-bit block as output and is illustrated by using a table containing the recommended SI:  

If SI is the function defined in this table and B is a block of 6 bits, then SI(B)is 

determined as follows: The first and last bits of B represent in base 2 a number in the 

range 0 to 3. Let that number be i. The middle 4 bits of B represent in base 2 a number in 

the range 0 to 15. Let that number be j. Look up in the table the number in the i'th row 

and j'th column. It is a number in the range 0 to 15 and is uniquely represented by a 4 bit 

block. That block is the output &(B) of SI for the input B. For example, for input 01 101 I 

the row is 01, that is row 1, and the column is determined by 1101, that is column 13. In 

row 1 column 13 appears 5 so that the output is 0101. 
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Aooendix 

The permutation function P yields a 32-bit output from a 32-bit input by permuting the 

bits of the input block. Such a function is defined by the following table: 

The output P(L) for the function P defined by this table is obtained from the input L by 

taking the 16th bit of L as the first bit of P(L), the 7th bit as the second bit of P(L), and so 

on until the 25th bit of L is taken as the 32nd bit of P&). 

Now let SI ,  ..., Sg be eight distinct selection functions, let P be the permutation function 

and let E be the function defined above. 

To define flR,K) we first define B,, ..., Bgto be blocks o f 6  bits each for which 

6 BIBZ ... Bg = K(+)E(R) 

The block flR,K) is then defined to be 

7 P(SI(B~)S~(B~)-..SS(B~)) 

Thus K(+)E(R) is first divided into the 8 blocks as indicated in (6). Then each Bi is taken 

as an input to Si and the 8 blocks (SI@I)S~(B~) ... Sg(B8) of 4 bits each are consolidated 

into a single block of 32 bits which forms the input to P. The output (7) is then the output 

of the function f for the inputs R and K. 

Primitive Functions for the Data Encryption Algorithm 

The choice of the primitive hnctions KS, SI....,S8 and P is critical to the strength of an 

encipherment resulting from the algorithm. Specified below is the recommended set of 
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functions, describing SI, ..., Ss and P in the same way they are described in the algorithm. 

For the interpretation of the tables describing these functions, see the discussion in the 

body ofthe algorithm. 

The primitive functions SI, ..., Sa are: 
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The primitive function P is: 

16 
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12 

20 

28 

I 
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2 

32 
. 

19 

22 

2 1 

17 

23 

3 1 

24 

3 

50 

4 

15 

18 

8 

27 

13 

I I 

26 

10 

14 

9 

6 
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Recall that K ,  for I<= n <= 16, is the block of 48 bits in (2) of the algorithm. Hence, to 

describe Ks, it is sufficient to describe the calculation of & from KEY for n = 1, 2, ..., 16. 

That calculation is illustrated in Figure A.3. To complete the definition of Ks it is 

therefore sufficient to describe the two permuted choices, as well as the schedule of left 

shifts. One bit in each 8-bit byte of the KEY may be utilized for error detection in key 

generation, distribution and storage. Bits 8, 16, ..., 64 are for use in assuring that each byte 

is of odd parity. 

Permuted choice 1 is determined by the following table 

PC-1 

The table has been divided into two pans, with the first part determining how the bits of 

Co are chosen, and the second pan determining how the bits of Do are chosen. The bits of 

KEY are numbered 1 through 6 4  The bits of Co are respectively bits 57,49,4 1 ..... 44 and 

36 of KEY, with the bits o f D ~  being bits 63, 55,47, ..., 12 and 4 ofKEY. 

With Co and Do defined, we now detine how the blocks C,  and D, are obtained from the 

blocks C.~, and D..,, respectively, for n = 1, 2, ..., 16. That is accomplished by adhering to 

the following schedule of left shifts of the individual blocks: 
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Iteration 

Number 

CHOICE 2 

SHIFTS SIFTS 

0 6  Dl6 
I v P m m  

CHOICE 2 
16 

Figure 20 Kcy Schedule Calculation 

Number of 

Left Shifts 

Comparative Cryptanalysis 89 



For example, C3 and D3 are obtained from C2 and D2, respectively, by two left shifts, and 

C1.5 and DIG are obtained from C l ~ a n d  DIS, respectively, by one left shift. In all cases, by 

a single left shift is meant a rotation ofthe bits one place to the left, so that afler one left 

shift the bits in the 28 positions are the bits that were previously in positions 2, 3 , . . ,  28, 1 

Therefore, the first bit of K, is the 14th bit of C.D,, the second bit the 17th, and so on 

with the 47th bit the 29th, and the 48th bit the 32nd. 

Permuted choice 2 is determined by the following table. 

PC-2 
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Tiny Encryption Algorithm 
The Tiny Encryption Algorithm (TEA) and related variants (XTEA, Block TEA, 

XXTEA) are block ciphers notable for their simplicity of description and implementation 

(typically a few lines of code), and consequently enjoy a measure of popularity. 

TEA [WheelerNeedham94] operates on 64-bit message blocks with a 128-bit key, and is 

a Feistel network with a suggested 64 rounds (though the authors speculate that 32 rounds 

might suffice). 

Figure 21 Tiny Encqption Algorithm 

Two TEA Feistel rounds are termed a cycle. One cycle of TEA is illustrated in 

Figure A.4 The algorithm uses multiples of a magic constant,6, derived fiom the golden 

ratio, to ensure that the encryption in each cycle is different; the precise value of 6 s 

probably unimportant, but for TEA it is defined as: 
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Blow fish Algorithm 
Blou-fish is a variable-length key block cipher. It is only suitable for applications where 

the key does not change often, like a communications link or  an automatic file encryptor. 

It is significantly faster than DES when implemented on 32-bit microprocessors with 

large data caches, such as the Pentium and the PowerPC. 

Description of the Algorithm 

Bloutish is a variable-length key, 64-bit block cipher. The algorithm consists of two 

parts: a key-expansion part and a data- encryption part. Key expansion converts a key of 

at most 448 bits into several subkey arrays totaling 4168 bytes. 

Data encryption occurs via a 16-round Feistel network. Each round consists of a key- 

dependent permutation, and a key- and data-dependent substitution. All operations are 

XORs and additions on 32-bit words. The only additional operations are four indexed 

array data lookups per round. 

Subkeys 

Blou-fish uses a large number of subkeys. These keys must be precomputed before any 

data encryption or decryption. 

1. The P-array consists of 18 32-bit subkeys: 

PI, P2 ,..., P18. 

2. There are four 32-bit S-boxes with 256 entries each: 

S1,0, S1,1, ..., S1.255; 

S2,O. S2,1,..,, S2,255; 

S3.0, S3.1, ..., S3,255; 

S4,0, S4,1,..,, S4,255. 

The exact method used to calculate these subkeys will be described later. 

Encryption 

Bloudsh is a Feistel network consisting of 16 rounds (see Figure 1). The input is a 64-bit 

data element. x. 
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Appendis 

Divide x into two 32-bit halves: xL, xR 

For i = 1 to 16: 

x L = x L @ P i  

xR=F(xL)@xR 

Swap xL and xR 

Next i 

Swap xL and xR (Undo the last swap.) 

x R = x R @ P 1 7  

x L = x L @ P 1 8  

Recombine xL and xR 

Function F 

Divide xL into four eight-bit quarters: a, b, c, and d 

F(xL) = ((S1,a + S2,b mod 232) @ S3,c) + S4,d mod 232 

Decryption 

Decryption is exactly the same as encryption, except that PI, P2, ..., P18 are used in the 

reverse order. Implementations of Blowfish that require the fastest speeds should unroll 

the loop and ensure that all subkeys are stored in cache. 

Generating the Subkeys 

The subkeys are calculated using the Blowfish algorithm. The exact method is as follows: 

Initialize first the P-array and then the four S-boxes, in order, with a fixed string. 

This string consists of the hexadecimal digits of pi (less the initial 3). For 

example: 

PI = Ox243f6a88 

P2 = Ox85a308d3 

P3 =Ox13198a2e 

P4=0x03707344 

XOR PI with the first 32 bits o f  the key, XOR P2 with the second 32-bits of the 

key, and so on for all bits o f  the key (possibly up to P14). Repeatedly cycle 

through the key bits until the entire P-array has been XORed with key bits. (For 

every short key, there is at least one equivalent longer key; for example, if A is a 

64-bit key, then AA, AAA, etc., are equivalent keys.) 
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Appendix 

3. Encrypt the all-zero string with the Blowfish algorithm, using the subkeys 

described in steps (I) and (2). 

4. Replace PI and P2 with the output of step (3). 

5. Encrypt the output of step (3) using the Blowfish algorithm with the modified 

subkeys. 

6. Replace P3 and P4 with the output of step (5). 

7. Continue the process, replacing all entries of the P- array, and then all four S- 

boxes in order, with the output of the continuously-changing Blowfish algorithm. 

In total, 521 iterations are required to generate all required subkeys. Applications can 

store the subkeys rather than execute this derivation process multiple times. 
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Glossarv 

Glossary 
Iterative: 

A system that takes a fairly simple encryption rule and applies it many times to 

obtain data security. 

Plaintext: 

The message before going through the encryption, usually abbreviated by the 

symbol P. 

Cipher: 

Some method to change a message into a non readable format letter by letter. 

Encrypt: 

To change a message into the unreadable form that can be openly transmitted. 

Decrypt: 

To change a message from the unreadable form that it was transmitted in to the 

readable form for human or machine reading. The opposite of  encrypt. 

Secure: 

Effectively unbreakable. A message is considered secure if by the time it can be 

decrypted by an unintended receiver, the information is useless. Note that for 

some kinds of information, that means that the message must be effectively 

impossible to decrypt by an unintended receiver. 

Cryptanalysis: 

The art and science of decoding an encrypted message without being the intended 

receiver, and work which aids that end. 

Key: 

A short piece of information that is used with the rule for decryption to allow an 

authorized user to decrypt a message. OAen abbreviated as K. 

Private Key: 

An encryption system that uses a single key for both encryption and decryption, 

thus the key must be kept private. 

Public Key: 
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Glossary 

An encryption system that uses two keys, so one key is kept private, and the other 

key can be publicly distributed. One key can be used to encrypt, but the other key 

is required to decrypt. 

DES: 

Data Encryption Standard. A standard put forth by the US government around 

1977 for sensitive but non-classified information. Uses a 56 bit key (64 plus 8 

parity bits), and 16 rounds. Still considered a reasonably good standard. Hard to 

implement in software, easy in hardware. Developed by D M  with technical 

assistance from the US government. In 1993 it was renewed for the standard for 

another 20 years. Some methods now exist that make the most primitive use of  

this system slightly less secure, and hypothetically breakable given an inordinate 

amount of time and resources. 

Node: 

A node can be a single or multiprocessor system (PCs, xvorkstations or SMPs) 

with memory, 110 facilities, and an operating system. 

SAC: 

Strict Avalanche Criterion 

GAC: 

Global Avalanche Characteristic 

Absolute Scalability: 

It is possible to create large clusters that far surpass the power of even the largest 

stand alone machine. 

Incremental Scalability: 

A cluster is configured in such a way that it is possible to  add new systems to the 

cluster. 

High Availability: 

Each node in a cluster is a standalone therefore a failure to a node need not affect 

the other nodes. 

Superior PricePerformance: 

It is possible to put together a cluster with equal or greater computing power then 

a single large machine. 
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Password interception in a SSL/TLS Channel 
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Abstract:. This study represents the attack and demonstrates the optimized form of it. It works 
against the latest and most popular implemenlations of S S L m S  for passnord interception. We show that a 
password for an IMAP account can be intercepted when ihe eavesdropper is near the server in an hour of 
processing. It can be concluded that the versions of S S L n S  are insecure when used with block ciphers 
in CBC mode. Before conclusion we will show the conditions for the attack. In the end this study propose 
wavs to make these versions strone. and much more secure. - 
K& i o r d s : ~ ~ ~ ~  account, RFC 2246, MAC 

Introduction 

Cipher-Block chaining mode 
CBC mode processes Ule &1ta based on some 
initialization vector IV which is a I-bit string. 
The input to the encrlption algorithm is the XOR 
of the current plaintext block and the preceding 
cipher text block. 

Secure Socket Layer (SSL) and 
Transport Layer Security (TLS) 
SSL nas originated by Netscape. TLS uorking 
group nas formed w~thin IETF. First vcrsion or 
TLS can be vieucd as an SSLv3. I. Fig I sho\rs 
thc record fonnat of SSL. 

SSI. P~rnrd Pmtwal 

Fig 1: SSI Protocol Stack 
Figure 2 shows the operation of the SSL Record 
Protocol. 

Fig 2: SSL Record Protocol 

TLS has the same record f o m t  as the SSL 
it is defined in RFC 2246 and is Similar lo 
SSLv3. thedifferences bctwen SSL and 
TLS are 

version number 
message authentication code 
pseudorandom function 
alen codes 
cipher suites 
client certificate types 
ceniticate verify and finished meswge 
c ~ g o p p h i c  computations 
padding 

CBC-PAD in Secured Channels 
Peer-10-peer secure and safe channels can be 
established b? the T m p o n  Layer Securit) 
Protocol. It requires, 



Negotiating a cipher suite and 
searit?. pamneters behveen 
the hvo engaged panies. 
Exchanging secret keys 
between the parties engaged in 
communication. . Then messages M are first 
authenticated with a Message 
Authentication Code (MAC). 
Then encrjpted with a 
symmeuic cipher. Block 
ciphers, e.g. the Triple DES 
(3DES) arc oAen used in 
Cipher Block Chaining (CBC) 
mode with padding 

Let b be the block length in characters let b = 8 
for DES as it requires 64-bit M. Let M be the 
message to be senr Fint wc append the MAC of 
M to M. We obtain MjMAC. n e n  He pad 
MjMAC with a padding PAD such that 
MjMACjPADjLEN is of length a multiple of b 

here LEN is a single bjlc whose value ' is the 
length of PAD in b>tes. PAD is required by lhe 
TLS specifications to consist of I bites equal to 1. 
Then MjMACjPADjLEN is cut into a block 
sequencex 1,xZ ... xn(eachxihasalengtJ~of 
b). then encnpted in CBC mode, i.e. changed 
into y l ,.J' 2 ..... ) n with 

Mi=Eh'C(yi.l xor xi) 
where ENC denotes the block cipher. The initial 
vector IV y cm be either a part of the w r e t  
key, or a random value sent uith the cipher texi. 
or a xorcd valuc. When y I , y 2 . .... y n is 
received. i t  is fim decnpted back into x 1 , x 2 
.. .., zn . Thcn ar look at thc last bjte LEN, call 
I its value. and separate thc padding PAD of 
length I and LEN from the plaintext. [t is 
rcquucd that PAD should be checked to consist 
of bytes all equal to I. If this is not the ax, a 
padding error is generated. Otheruise lhe MAC 
is emacted then checked. U the MAC is not 
valid, a MAC enor is generated. menwiise the 
clear text M is e\adcted and processed In TLS, 
fatal errors such as incorrect padding or bad 
MAC errors simply abort the session. The error 
messages are sent through the same channel. i.e. 
they are MAC& padded then encnpted before 
being sent. A hpical application of TLS is when 
an email application connects to a remote IMAP 
server. For this. the client simply sends lhc user 
name and pamord h u p h  the secured channel, 
i.e. the message hl includes the password in 
clear. 

Side Channel Attack against CBC- 
PAD 
It assumes that we on send a cipher test to the 
sewer and get Lhe m t - e r  which is either an error 
or an acknowvledgment We model it as an 
prediction P. When the answer is a padding error 
message (decrjption failed), we say that P 
annven 0. Othcnvise the prediction P returns 1. . 
Let y be the cipher tew block to decqpt. The 
purpose of the anack is to find the block x such 
that y = ENC(x). We 'em transform the 
prediction P into an prediction Checkl&: u) 
which checks whether the ENC I Q block ends 
with the byte sequence u" or  not We then use 
this prediction in DecnptBytelO.; s) in order to 
decqpt a ncwv chmcter  in ENC 1 6) from the 
knonn tail s of n. We then use this process . 
in DecrqptBlockl(y) in order to decrypt . 

a full block y. The anack of [I] works against 
WTLS (21. It does not work against TLS for hvo 
reasons. First of all. as soon as a padding or 
MAC crror occurs the session is broken and 
needs to Kstart with a h h l y  eschanged key. As 
pointed out in [I]. the anack could have still 
worked in order to d e q p t  only the rightmost 
byte with a probabilih- of success of 2 " . It can 
also be adapt4 in order to test if x ends with a 
given pattern. %is d m  not work either against 
TLS for another reason i.e. error messages are 
not avaihblc to the antagonist (bey are indeed 
encr~pted and indistin+~shable). In order to 
make them even less distinguishable". standard 
implementations of the TLS protocol now use 
the u m e  crror message for both types or errors 
(as specified for SSL) in order to protect against 
this Qpe of attack 131. 
Decr) ptBlockl0.) 
I :fori= 1 lnbdo 
2: C i =  De~~ptByte l@:C,- I  1 ...I Cr ) 

3: end for 
4: retumcbJ ... Jet 
DecryptBytel(y, s) 
I: for all possiblc values of  bflec do 
2: if Checkl(y, c I s) = 1 thcn 
3: retumc 
4: end if 
5: end for 
Checkl&, u) 
1: let i be the length of u 
2: Ict L be a random string of length b i 
3:letR=(i-l)I(i-l)l  . . . j  (i-1)oflengthi 
4: r = LI(R@ U) 
5: build lhe fake cipher text r 1 y to be sent to the 
prediction 



Fie3 : Side Channel Attack against CBC- 
PAD. 

Timing Attack 

Attack Principles 
In order to get access to the error 3pe which is 
nor directly available, ur uy 10 dcducc it from a 
side channel by perfon-g a timing anack 161. 
Instead of gelling 0 or 1 depending on the error 
hp, we now have prdction which outputs thc 
timing answer T of the server. The principle of 
the amck is as follows: in order to check if the 
padding is correct the sen-cr only needs to 
perform simple ogentions on the very end of the 
ciphcr lei?. When the padding is correct, the 
se re r  furlher needs to perlorn c~p tognph ic  
operations throughout the rvholc cipher t e ~ 1  in 
order to clleck the MAC, and this may take more 
time. We use the variation between the time it 
taka to perform the hm opes of operations in 
order to get Ule amte r  from the p h a i o n  P. 
We iricrwsc the disnepanq of the hvo types of 
errors by.enlarging the cipher text: the longer thc 
ciphcr tcst, the longer the MAC ~cnfcat ion.  
(The MAC verification tune increases linculy 
nith the lcngdi of AZES.) Henu: a e  rcplace the r 
I y fC*e ciphcr tcxt in DecqptB>lel by f y 
nhere Z is a random block sequence of the 
longcst asn'ptablc length !i.c. 2 14 + 2048 b!ies 
in TLS). 
On Fig. 4 is the upd1ted algorithm It uses a 
Dcc~~!pCBlOcld algoritl~m which is similar to fig 
3. Note that Check2 may miss the right bjre. so 
Du:I)pLf3!leZ nccds lo rcpmt the loop until tile 
bjie is found. 

Experiment 
We made a statistical arul?sis ofthe anstrer time 
for thc two hpes of m r s .  Thc e.qxxted values 
p.and (1, and thc standard deviations w a n d  & 
for the tao distributions arc as follo\w 

pa - 23:63 fl, - 21:57 
0 ~ - 1 : 4 8  0 , - I :86  

Note that these values were obtained on a LAN 
aherc a fm wall was present bebeen the 
attacker and the server. so the attacker was not 
directly connected lo the serer. 

I : repeat 
3: for all possible values of b}te c do 
3: if CheckZ(S, c 1 s) = 1 then 
4 : r e m c  
5: end if 
6 .  end for 
i .  until byte is found 
ChecWW I u) 
1: make r in order to tcst u as in Checkl 
2: build t l~e  fake cipher l ed  fir1 y to be sent to 
the predidion 
(f 1s the longest possible landom block sequence) 
3: query the prediction n times and get TI T 
n - 
(ansuers tvhich are larger than R are ignored) 
4: return ACCEPT(T1 ,..., T n ) 

Fi& 4. Regular TimiogAnack. 

Analysis of the Best ACCEPT 
Predicate 
The ACCEPT predicate is used in order to 
decide whether the distribution of the anwrrs  is 
DR (the predicate should bc true) o r  DW (the 
predicate should be false). The prdcate  
introduces two qpes of \%Tong information. We 
let €+ (9. G ) be tile probability of bad 
decision when the distribution is Dw (rcsp. DR ). 
Ihc E + and G probabilities can be interpreted 
as the probabilities of false positives and false 
ncptir-es of a character correctness test. The 
optimal tradeo8betxven E +and E- is achier-ed 
by the ACCEPT predicate which is glvcn b! the 
Ne)mnn-Pcarson lemma: 

with fa and fw the density functions of DR and 
DW respeclively and a givcn threshold r . 
Depending on r wc m d e  € i againw € . With 
Lhc approximation by a normal distribution the 
ACCEPT t n t  can & tvritten 



work. We ootv assume that each TLS session 
includes a critical plaintext block x which is 
alnavs the same ( e . ~ .  a passlord) and that ne . - 

T, + .-. + T~ + : the correspond& cipher t e a  block !- = 
> (s y ' ). (Here 5. 0 is the previous cipher 

n 
' 

nbd-& block follo\ving the CBC mode.) The target - 
constant in evee session, but y and v 0 
d on the session. The full attack is depicted 

&-the algorithm discussed in analpis. Here the 
ACCEPT ! T'S...ST' >? Check4 prediction no longer relies on some )- 

n since thi; block is changed in even. session. The 
CheckJ(u) is called in order to check whether 
\the ,x iplainted block ends with the bjte 
sequence u" or not. The plainted block x is equal 
to ENC -' (v) y ' for some current key, and 
some current cipher t ea  blocks y and y' . We 
assume that the prediction can get 5. and )- ' . 

Using Sequential Decision Rules 
The follouing algorithm shows a more general 
skeleton. Basically, we collect timing samples T 
j until some STOP predicate dccides that there 
are enough of thesc for the ACCEPT predicate to 
decide. We use DarjptByte3 fig 5 and 
Decr~ptBlock3 algorithms which arc similar to 
Dec~plBj?e2 and c c q p @ l ~ k 2 .  
ChecWO; u) 
I: maker in order to tcn u as in Chcckl 
2: build the lake cipher text f (rl y to be sent to 
the prediction as in Ckeck2 
3:j = 0  
4: repeal 
5:j +t 

6: query the prediction and get TJ 
(a T j larger h n  B is ignored and the query is 
repeated) 
7 until STOP(T1 ,.... T j ) 
8: return ACCEPT(T1 ...., T j ) 

Fig 5: Timing Attack with a Sequential 
Distinguisher. 

Multi-session Attack 

Attack Strategy 
Since sessions are broken as soon as there is an 
error, lhe anacks from pre\ious seaions do not 

Analysis 
Let C he the average complesiQ' of 
DecqptBlock4. Let Z denote the set of all 
possible b!te values. Let p be the probability of 
success of DecnptBlockJ. 
Let p i be the success probabiliR of 
DecrJp@>te4(s) assuming that s is the right tail 
oflengthi-l.lVe'evep=p 1 ... p b .  
In order to simplify our anal)sis, we assume that 
the target block is uniformly distributed in Z b so 
that step 1 of DecrJptB~teJ can be ignored. We 
further consider a weaker algorithm in which the 
outer repeaUuntil Imp of DccqplBj-te4 is 
removed (i.e. we consider that lhc attack fails as 
soon as a STOP predicate is satisfied but tile 
ACCEPT prediute taka a bad decision). 
DecqptBlockl 
I : f o r i = l t o b d o  
2: c i Dec~plB:tc4(c i - I  I...\ cl ) 
3: end for 
4: rctumc b1.J cl  
Decq-ptB)tel(s) 
1: sort all possible c characters in order of 
decreasing likelihood. 
2: repeat 
3: for all possible values of character c do 
4: if Checkl(c1 s) = I then 
5: rctum c 
6: end if 
7: end for 
8: until b!te is found 
ChecliJ(u) 
I :  j= 0 
2: repeat 
3:j++ 
4: wait for a nnv session and get the current !- 
and y 0 blocks 



5: let i be the length of u 
6: let L be a randon1 string of length b i 
7: let R = (i l ) ( i  1 I (i- 1) of leuglh i 
8 : r =  ( L I W U )  & . 
9: build the fakc cipher texl f (rl y to be sent to 
the prediction 

i (f is thc longest possible random block sequence) 
10: query the prediction and get T j 
(if it is larger than B thengo back to Step 4) 
11: until STOPPI ,..., Tj) 
12: retumACCEPT(T1 ..... Tj ) 
Fig 6:Password Interreption inside SSUTLS. 

Password Interception with 
Dictionary Attack 

A t t a c k  Descript ion 
We now use the a priori distribution of x in the 
pm-ious attack in ordcr to decrease the 
compleity. For instance, if x is a pasword 
corresponding to an IMAP authentication \ve 
perform a kind of dictionaq attack on x. We 
assume that n e  have pre computed a dictio[mry 
of all possible x blocks with Ule corresponding 
probabilit). of occurrence. We use it in the first 
step of D e c ~ ~ p B ~ f d  in ordcr to son the c 
candidates. 

that C 0 = 31 and then implemented algorithm 
D a q p E k c k l  and w n f i i c d  this result. Note 
rhat C a = 3 1 is a quite remarkable result since 
the best search lule for finding a pasword out of 
a dictionary of D = 712 0 786 xords consists of 
(log , = 20 b imy queslions, so the overhead 
is only of I1 questions. 

Implementation of  the Attack 
Here we describe how the  DecryptBlock4 
was implemented in practice aeainst  an 

Analysis  
y e  consider a list of possible blocks c b ... c I. 

We let Pr[c a ... c bc the occurrcncc 
probability of a plaintell block. We also let Pr[c, 
... c ,lbethesumPr[ct, ... c 1  ~forallpossiblec 
, ... c ,, . Wc arrange the dictionary of all blocks 
into a search tree. The root is wnnccted to man)- 
sub trees. each corresponding to a c, character. 
Each sub tree corresponding to a c, c h f l e r  is 
connected to many sub-sub t m ,  each 
corresponding to a cz character ... We label each 
node of the m e  by n c i ... c 1 string We assume 
Ulat the list of sub trees of any node c i ... c I is 
sorted in dnmsing  order of values of PrIc i+l c 
i ... c 1 1. We let N(c ,I ... c I ) be the rank of 
thccWl ... c 1  sub treeofthenodeci ... C I  in 
the l isi.  

Numerica l  Example 
We hare used dictionary (51 from which we have 
seleted only words of size b = 8 charaflers fie. 
8 bltes), gi~ing a total word count of 712 ' 786 
words and ordered it as described thc proious 
section. For this dictionary, we have calculated 

The multi-session attack has been implemented 
using the Outlook Express 6.x client from 
Microsoft undcr Wmdows XP and an L \ W  Rev 
4 sewer 8 . Outlook sends the login and 
pass\rord to the MAP sewer using the follo~ving 
format: 

XXXX LOGIN "username" 
"pa~vword"<OrOd><O~O~> 

Here XXXX are four random digits which are 
incremented each time Outlook connects to the 
wver. An i n l e h n g  fcature of Outlook is that 
(by default) it chccks for messages automtically 
every 5 min and also that it requires an 
authentication for each folder created on the 
IMAP user account. i.e. we havc n bunch of free 
sessions ever)- 5 min For instance. with five 
folders (in, oul. trash, read and &all). we obtain 
60 sessions every hour. If Oullook is now 
configured to check emails every min. the fastest 
atiack of Table 1 with 166 sessions requires half 
an hour. Outlook notices that some prolocol 
emrs  occur but this does not seem to bother it at 
all. T%e TLS tunneling behveen the IhtAP server 
and Outlook Express was implemented using 
m e l  v3.22 9 .  



l h i s  is a man-in-the-middle t)pe attack where 
connection requests to the IMAP sencr from the 
Outlook client are redirected to the attacket's 
machine using DNS spoofing where the attacker 
intercepts the authentication messages and 
attempts to decrypt it using DecqptBlockJ. Note 
that the attack is performed on a Local Area 
Nehvork. 

Conditions for the attack 
Obviousl>-, the attack works if the fouowing 
mnditions are met . A critical piece of information is 

remtedly encqpted at a predictable 
place. . A block cipher in CBC mode is chosen. 
The attacker can sit in the middle and 
perform active anacks. 
The attacker can distinguish time 
differences between hvo ljpes of errors. 

Conclusion 
We have den\-ed a multi-session \anant of the 
attack [I]  in order to show that it is possible to 
anack S S U K S  in thc case when the message 
that is being encqpted remains the same during 
each session. This is the case, for e.uample, xhen 
an email client such as  Outlook Espras  connects 
to an I h W  server. We have detailed the attack 
and described the setup nc have used in order to 
perform it. One problem we have encountered is 
that the error messages sent in SSLfI'LS are 
encr?pled and it is not possible to easily 
differentiate which is being sent by the client or 
the sxvcr. A solution to this problem is to look 
at timings between errors messages. 
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I 
I 

Suppose we have some unknown number z at a 
re allowed to add any number we like modulo 2& 
and then xor it with anothm number of nur 
choosing w e  choose T and U and test whe(her 
(z+ T mod 265 xor U =Z 
We can learn the value of z with enough queries. 

i l '  % we can add to kl, and xor u into our plain text 
I block or voce versa. One form of attack uses T 

and U values with the same single bit o n  if it 
results in the same cipher text when resulted 
t=U=O, then we learn that bit in K1 was a one. 
There is another suggestion (151 using a DES-x 
variant which replaces the xor pre- and post 
whitening Qeps by addition modulo 2'? 
C=kl+DESk2 W+P). It shows that it is 
wlnerable to a related key attack very similar to 
the one that works against regular DES-X. 

Biham-DES 
Biham and B i~ukov  proposed that by modifying 
the F function slightly by using extra bits DES 
can be made much stronger [16]. One of these 
propositions us 5 key bits to select from 32 
possible reordering of the 8 DES S-boxes. 
Suppose one key uses ordering 15&12738 and 
another uses ordering 75642138.the only 
difference between the two F-functions is that S- 
boxes 1 and 7 have teen swapped. 
Observe that 

Pr,(Sl[s] xor S7[x xor 21=0) = 14/64. 
the input differential 2 appears only in rhe 
middle input bits of the S-box, and will not 
spread to neighbring S boxes. it shows that 
construction of a one round property with 
probability (14164)'. it leads to a 13 round 
iterative property with chance (I4/64)"= 2- 
'qthe differential techniques of Biham and 
Shamir 1171 will break Biham DES with 2n 
chosen plaintests when this special1 related-key 
pair is available. One useful pair of related key 
partners can be obtained bom any narting key 
after 32 related key queries. when using this 
uith a 32 recommended DES S-box reorderin 
we have a 1116 probability of success when 29' 
chosen plaintexts and one related key query are 
available; success is nearly guaranteed with Z3' 
chosen plain texts and 32 related -key queries. 

Tiny Encryption Algorithm 

TEA [I81 is a festal block cipher and uses a 128 
bit master key's 10 ... 3l.also it requires a simple 
key schedule. Odd rounds use k [,a11 and even 

rolmdr use kl2.3) a round sub key. TWO 
rounds of TEA applied to the block Ai, Bi 

, ->, 

here SLyz) denok  the result of shifting z to 
the left 4 bits and Sr is shift right .c is a value 
which perturbs the F function so that it is 
different in each round to avoid degenerated 
anacks. C is initial1 0 and is inaemented by & r = [(nndmt5-112 ']Due to simplicity in key 
schedule. it is vulnerable it related key attacks. 
A- One 
Using differential RK attack, consider the affect 
of simultaneously flipping bit 30 of K[2] and 
K[3].With probability 0.5, output of the F 
function in the wen rounds will remain the 
same. Our analysis indicates that a 4R 
diffkential RK attack a break a- round TEA 
with one RK query and about 2Y chosen plain 
texts. This is only one of several of this ope of 
P W W .  
AGC~~TWO 
OIbx form of RK attack is ver). similar to the 
f i rs t  we request the e n q t i o n  of (Y.2) under 
key K[0..3] and the encryption of (YJ sor 2") 
under key k*[0..3] xor (O.Zp3 I xor ~ ~ o , o ) . u  we 
observe thee terms of F (Z,K[O,IJ.c) when bit 31 
of Z is flipped along with bits 26 and 3 1 of K[ 1). 
we 6nd that 

SL4 (a +K [O] Z+c Sr5 (Z) +K[I] . . 
This gives a one cycle (2round) itemtive 
differential property with chance of success 0.5, 
when we can choose one key difference. 

Suggestions for Key-schedule 
Design 
There are some similarities between the 
requirements for a slrong key schedules and 
q p g n p h i c  hash functions. Some mles are . Key schedule should be hard to invert 

or recover any information about other 
bits in the key. Hash functions are also 
one way. 
Collision freedom is a requirement in 
key schedule and a property of a hash 
function . It should not be possible to produce 
wntmlled changes in round keys. 

Key schedules of blowfish 1191 and SEAL 1201 
used the same principle. Incorporating linear kg- 
schedules DES appears to be a subtle and 
dimcult goal to achiwe. In metal  ciphers linear 
key schedules have been proved to be weak. 
Protection against sub key rotation anacks 121 
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Abstract: This paper represents some Related key attacks on !he block ciphers like Bibam-DES, DES-X, 
New DES and 3 wav atiacks and also bv to deal individual bv adoMing eened  attackine scheme. The . ~~~ -- - 
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Introduction 

Related key atlack works on the assumption that 
third puly  leanu cipher text of certain plaintexf 
under the original key and also under the derived 
key k'. Such rhat k'= f Or). Other form of attack 
d l e d  chosen related key attack; the attacker 
spffifies how che key is to transform. Difference 
bemeen chosen relatcd key attack and knonn 
related k& is that in known RK attack the key 
diaerence is known but not at the will of 
atticker. He chooses behveen the keys rather 
than ihe a c i d  ones. These Lechniques have been 
devdoped in [I-3l.the attacker may change few 
bits in the key wiihout knowing the key and also 
the key updale protocols using known functions 
like k,k+Z,k+? ctc. Rotor machines were also hit 
b>- the same attack[4] Hash funaions built fmm 
block ciphers are also vulnerable through this 
amck.[54).There are practical protocols that 
allow rclatcd key attacks to be mounted[3] 
agah! block cipher[3] presented rcbted key 
attacks against GOST.[7J, IDEA 181. SAFER K- 
64[9].  G-DES 110-1 I] and triple DES. 

New Differentials Related Key 
Attacks 

SWAY 
It uws I1 rounds cipher scheme and requires 96- 
bit blocks [12].il has a round function f(x) which 
is equitant to y=N(x), F LO.), F(x) = z xor k xor 
c where N is a static nonlinear lqer  built out of 
32 parallel 3-bit pennulation S-boxes is a linear 
function which is fixed, k isa % bit key and c is 

also sratic. 
3-WAY is wdne~able to a d a t e d  key differential 
atlack. it is easy to figure out a &Iffeerentid 
charaaeristic Ax-& aith probability 0.25 so we 
can mnshuct a c6aracferistic Ax lo Ay baith 
probability 0.25 for nonlinear layer N by using 
only 1 active S-BOX Linearity shows that Ay to 
&= L (Ay) with pdribility 1 under the linear 
layer L. by picking &=Ax xor Ar we have AX to 

by F nitb probability 0.25 which is one round 
iterafiw difIerentia1 property. by adopting a 9 
round property ~ i ( h  probability 2-18 to cover 
these rounds and appbing 2R analysis to !he lm 
2 mmds 3-WAY can b e  broken by one related 
key query and appo.dmately 2n chosen plain 
texts. 

DES- X 
Rivesfll3j proposed a varian! of DES called 
DES-X which is stronger against exhaustive 
attacks. Using three keys (kl, K2, k3) it convens 
P to C by the folloning w-ay. 
C=kl xor DES K2 (k3 xor P) when: k3 is pre 
whitening key and kl is a post whitening kR- 
This scheme bas many complementation 
properties. every key el, k2, k3) has its 
corresponding cumplementary keys &1', kZ', 
k3').This characteristic leads to an attack which 
requires 2 trial encryptions when 2" chosen 
plain texts are atailable (141. We give a related 
key dlerential; attack on DES-X using k t i  
differences modulo 2@ and plain tea difference 
modulo 2. The attack requires 64 chosen key 
relations to recover the key, with one plain tea 
encqyted under ea& ncw key. 



on be achieved by generating sub keys 
differently. As a result each key bit affms 
nearly every round, but wt in the same my. 
Alsn key schedules should be specially designed 
to moid difierential RK attacks. U related 
queries are cheap, the master key should bc long 

i to avoid generic blackbox attacks.[21],[31. Make 
sure that each bit has equal power and effect on 
the round keys. independent mund arb keys 
should k avoided as it in- cipha's key 
length and danases its mistma: agaimt such 
atla&. At the end protocol designers should be 
aware of RK attacks and they should design 
tamper-resistant hardware to avoid changes in 
the sub key without such changes k i n g  detested 

Results 
Our attacks are build on the original study 
shmsing how to adopt the general attack to deal 
with the difticulties of che individual algori(hms 
namely Biham-DES, DES-X New DES and 3 
way . Our attacks prove U~at the security of t h e  
algorithms can be compromised by exploiting 
the weaknesses in these algorithms. This study 
also suggested some design principles to protcn 
against t h w  snacks. 
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