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1 Introduction

Modern software Engineering requires handling large-scale data, for example
in the form of graphs or complex networks. Complex network studies mainly
focus on the study of real-world networks such as computer networks or social
networks. Network analysis is an important method for collecting, accumu-
lating, storing, modeling and visualization of large-scale data obtained from
the different complex adaptive system. In complex adaptive systems, inter-
actions can be modeled as networks. The key difficulty in network modeling
is to understand which data needs to be captured to develop the network
model. Once the data has been converted to a network, network analysis
techniques, mathematical tools and software tools can be used for the anal-
ysis [53]. In the current era, online and offline big data sources are easily
available. However what is missing is the extensive application of computa-
tional methods to discover hidden patterns or emergent patterns in the data.
A better understanding of these patterns can be used for the betterment of
the society and humanity. Emergent behavior can be considered as a means
of explaining collective behavior or properties of groups of components or
agents or else it can also be used to describe a system in relation to the
environment [50].

In the past, frameworks such as cognitive agent-based computing and formal
agent-based simulation have been introduced to study the behavior of com-
plex systems however cognitive agent-based computing has previously never
been used to study the influence of social choices. Niazi and Hussain have
introduced this framework for the modeling and simulation of complex adap-
tive system (CAS), this framework is called cognitive agent based comput-
ing (CABC) and is used for developing a deeper understanding for complex
systems. The main goal of this CABC framework is to help in developing
computational models by using Agent-based (where agents are modeled in a
simulation) or complex network based methods (where nodes are connected
in the form of the graph or network) [50].

Hostel life is a part of a complex social system. It emerges as a result of non-
linear and complex interactions of various agents. Hostel residents are social
agents in this complex system. These social agents have complex interactions
with each other. Students also have much diversity in terms of their family
backgrounds, attitudes, behavior and personal choices. Understanding the
hidden dynamics of these systems can lead not only to an understanding







1.2 Overview of Thesis

The main contribution of the thesis is the hybrid model of behavior using
Z- specifications and complex network modeling. Then two case studies are
conducted.

First is based on statistical analysis. Behavioral patterns of actors partici-
pating in a complex social system are discovered.

The second case study is based on a “Complex network modeling level of
CABC framework”. After modeling of the complex network, centrality based
analysis is conducted and then we have also analyzed the behavioral patterns
of the first degree of friends of a focal node participating in offline complex
social networks.

Thesis Outline Chapter 2: This chapter presents background and related
work for the better understanding of the thesis.

Chapter 3: This chapter presents the formal specifications based on Z lan-
guage.

Chapter 4: This chapter presents the methodology of research in conjunction
with two different case studies. They were conducted on two different data
sets collected from the hostels of International Islamic University Islamabad.
Chapter 5: This chapter presents detailed results of conducted social network
analysis and also the results contribution of case studies.

Chapter 6: This chapter concludes the whole thesis.
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2 Background

This chapter provides the background knowledge for the thesis.

Section 2.2 gives the basic concepts of social networks, network types, differ-
ent network measures in which we specifically focused on centrality measures
in our research. Then we have provided previous methods and finding on
behavioral influences in large social networks.

Section 2.3 gives an overview of complex systems, the concept of emergence
and the idea of CAS. Then we further discussed the different types of CAS
modeling and finally modeling framework and-their implementations are dis-
cussed to link the complex system studies with the diffusion of behavior in
large social networks.

First of all, we have presented our selected reviews and their details.










X/

2 BACKGROUND : 7

of the explicit model is to improve implicit model which leads to the better
understanding of the CAS.

Here we are discussing two modeling approaches preferred by the CAS re-
searchers.

o Agent Based [6].

o Complex Network Based [49].

Agent-Based Modeling The one who acts can be called as agent [50].

This modeling approach is used to observe simple simulated agents interact-
ing with a large population of other agents to identify their global behaviors.
Netlogo is a commonly used tool for this modeling approach.

Complex Network Based Modeling Complex network-based approach
is originated from the graph theory; where complex interactions of different
actors (also termed as nodes) are modeled in a form of complex network.

Each node (actor) and edge (relation) are loaded with information in a soft-
ware tool to analyze the emergent behaviors.

Many tools are used for complex network modeling such as Pajek, UCINet,

Gephi etc.

Structure of the Complex Networks To analyze the structure of the
network by characterizing, describing and extraction of information has be-
come one of the main goals of sciénce. This study of a network has drawn
attention by many fields of research such as computer science, biology, social
science, economics and many more.

Two approaches have been used for the analysis of the complex network,
one based on “topological structure” and the other is based on “dynamic
properties” of a network.

The topological approach helps in understanding the functionality of the sys-
tem [4]. Strogatz [71] has noted in his study that “structure effects function”.
Giorani Scardoni and Carlo Laudanna [65] have explained the examples of
structural effects over functionality as the topology of the road network struc-
ture causes a critical traffic jam. The topological structure of social network
effects over information diffusion. To understand the topology of a network,
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many principles have been studied in different fields of science such as cluster
[49], network motifs [49], scale-free network [76], small world, centrality etc.

2.2.2 Modeling Frameworks

Niazi and Hussain have introduced different frameworks for the modeling and
simulation of the complex adaptive system (CAS).

Cognitive Agent Based Computing Framework (CABC) This frame-
work is developed to get a deeper understanding for the different complex
adaptive systems.

The first phase of “Cognitive Agent Based Computing” refers to “cognition”
of different phases of CAS under study. The next part of this framework is
“Agent based computing” refers that in each CAS actors (nodes) and their
relations (edges) are focused.

The objective of this framework is to develop computational models by using
agent or complex network based methods [50].

This framework has different levels.

First one is the Complex Network Modeling level.

Second is the Exploratory Agent-Based Modeling level.

e Third is Descriptive Agent-Based Model Approach (DREAM) [51].

The Fourth one is Virtual Overlay Multi-Agent System (VOMAS) [53]
approach.

Different researchers choose the level of the framework according to their
research goal.

Formal Agent Based Simulation Framework (FABS) An established
modeling framework is developed [70] to effectively model and analyze a
different type of CAS.

FABS modeling framework involves two phases of model construction,

e The First level is the formal model of CAS using a mathematical frame-
work of formal specifications written in Z.

i
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One Mode Network In one mode network, a single set of actors is ana-
lyzed.

Two Mode Network In two-mode network, two different sets of nodes
are analyzed. For example events and people etc.

Ego-Centered Network and Dyadic Network Ego-Centered network
consists of a focal node termed as “Ego” and a set of “alters” who have the
relation with the ego.

For example: In a mother and kids network; mother is a focal node and the
kids have ties to the mother. In a dyadic network, the relationship between
two actors is measured i.e, husband-wife, father-son etc.

2.3.3 History of Centrality Measures

The concept of centrality was introduced by Camille Jordan in 19th century
[31].

To identify the most central node than others is a key issue in network
analysis [15] [14].

In 1948, Bevalas has introduced the idea of centrality. He tested the hypoth-
esis of the relationship between centrality and influence in groups.

Cohn and Marriott (1958) used this concept of centrality for understanding
Indian political integration.

Pitts (1965) used this concept to understand the river transportation network
in Russia and the preeminence of Moscow city.

In 1974, Czepiel used centrality measures to identify the patterns of diffusion
[27].

In 1978; Freeman had formalized the degree; closeness and betweenness cen-
trality to find the positions of the node whether a focal node has how many
ties, how quickly it can reach all other nodes and how efficiently it can con-
trol the flow of information between other nodes respectively. However about
closeness it was said that, it does not work over the disconnected network, it
only works over the largest component of a network [57].

In 1995, Frank Harary and Prehage has introduced a new centrality model
known as eccentricity. He illustrated this centrality measure as a path center
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of a graph and applied it on an example of two islands network in Oceania.
He stated eccentricity as “e” of node v, a maximum distance “d” for all “u”
nodes in a connected graph “G”. Eccentricity and closeness were proved as
two closely related centrality measures as eccentricity refers to the maximum
distance a node has to any other node.

1
- Maz{(dist(v,t))}

Whereas as closeness refers as the total distances from a node to all other
nodes in a network.

Ecc(v)

(2.1)

1

ClOS@(’U) = m

(2.2)
In 1972, Bonacich [13] suggested eigenvector centrality; this centrality mea-
sure works on the weighted networks, unlike degree. This centrality not only
works as a function of its neighbors but also a function of the number of
neighbors of neighboring nodes [2]. So this centrality measures consider the
whole pattern of the network.

2.3.4 Centrality Measures

Degree Centrality A number of links a node has presents the degree cen-
trality of a node. Directed networks are analyzed by using the metrics of
indegree and outdegree. Indegree is referred as the number of links coming
towards nodes. Regarding our friendship network, indegree correlates with
the popularity of girl among her friends. Outdegree is referred as the num-
ber of links going out from the node. In the friendship network outdegree
correlates with the social nature of the girl in a network.

Degree Centrality was first formulated by Freeman [27]. It can be calculated
by using Freeman’s formula of Degree centrality:

Col) = o =3 (2.3

_n—lz jeGn — 1

Where Kv is the number of connections of a node and n is the total number
of nodes in the network.
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Betweenness Centrality According to the Freeman’s approach between-
ness centrality is defined as the proportion of times that the node acts as a
bridge between two different nodes for sending information. So this is the
most favored position of the actors in the network. So the actor offering most
shortest (geodesic) pathway between other pairs of actors tend to have high
betweenness centrality [35)].

Betweenness centrality can be calculated using the Freeman’s formula:

Cp(v) = Zs#v# 55;3(;') (2.4)

where 0st represents sum of the shortest path, where s and t can be considered
as two different nodes. dst(v) represents sum of paths that intersect node v.

Closeness Centrality Closeness Centrality referred as a how far a node
from all other nodes in the network [35]. If we consider the distance of node
as a farness of the node. The closeness would be “the inverse of the farness”.
Less total distance of a node, lesser will be the closeness centrality. A node
having low closeness centrality considered to be more central in the network.
Closeness centrality can be calculated using the Freeman’s formula:

Cc(v) = Zm (2‘5)

Here v and t are the nodes.

Eccentricity Centrality Eccentricity centrality is quite close to the close-
ness centrality measure. It can be calculated by finding the smallest path of
a node to all other nodes in the network, then the “longest” smallest path
is considered between the two most distant nodes. Once the later one is
identified, its reciprocal is calculated. The node having low eccentricity is
considered to be the most proximal node in the network and so as easily
reachable by others [65] and can be more influential than others.

On the contrary, the node having higher eccentricity shows the lower rate of
information diffusion due to high structural proximity [10].

It can be calculated as :

1
- Maz{(dist(v,t))}

CECC(U) (26)
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Here “v” and “t” are the nodes.

Eigenvector Centrality Bonacich’s Eigenvector Centrality is used to cal-
culate the centrality of a node as a function of the centrality of its neighbors.
Eigenvector centrality focuses on the fact that a node having the connection
to high centrality nodes are more important than the node having links with
low centrality nodes [16]. This is a measure for finding the influential node
in a network.

v = Av (2.7)

£ is constant, v is the eigenvector and A is the adjacency matrix.

2.3.5 Correlation of Centralities

Rothenberg et.al [63] analyzed relationship between centrality measures and
concluded that degree and betweenness are highly correlated measures.

Wasserman et.al [75] stated that degree, betweenness, eigenvector and close-
ness are all used to find the prominent actors in the network. There exist
some conceptual over lap between these measures and also they are concep-
tually distinct to each other though this distinction depends on the topology
of the network.

Friedkin [28] stated that closeness measure is related to the idea of indepen-
dence and efficiency as the actor having higher closeness centrality does not
need to rely on other actors for the information and can transmit information
efficiently due to closer position than others. About betweenness, he stated
that the actor having high betweenness have the ability to influence nearby
actors in the network and can perform a great role for the flow of information
through the network. The actor having high betweenness have the potential
to facilitate, hinder or even alter the communication between neighboring
actors [27, 49| .

Niazi and Batool [52] stated that closeness and eccentricity are conceptually
similar to each other, the quality which distinct them is that closeness uti-
lizes minimum distance whereas eccentricity calculates maximum geodesic
distance between the focal actor and all other actors and they also found
correlation between closeness and eccentricity measure. They also stated
that degree centrality also correlates with eigenvector centrality whereas for

>
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3 Methodology

The purpose of this study is to develop a hybrid model in order to understand
human complex interactions as an example of complex system studies. This
can be beneficial for the future social network sites as well as many other
software engineering practices.

The main objective of this chapter is to (1) describe the research methodology
of this study (2) introducing the Z based formal specifications adopted from
FABS framework (3) introduce the complex network modeling level 1 adopted
from CABC framework (4) describe both case studies conducted as a proof
of concept of Z based specifications.

Additionally we have also explained the procedures used for the develop-
ment of complex network model and also described the network analysis and
statistical procedures to analyze the data.

3.1 Overview

Our methodology starts with the formal modeling of complex system using a
mathematical framework originally based on a formal specification language
Z. Secondly we have conducted case study using statistical analysis to analyze
the behavior. Thirdly, complex network modeling level 1 of CABC framework
is applied to conduct another case study. This case study is developed as
a validation study based on formal specifications in order to study human
behaviors.
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3.2 Formal Specifications

Formal specifications are discussed in detail in the next chapter

3.3 Complex Network Modeling

The complex network modeling is adapted from the “Cognitive Agent Based
Computing Framework” [50]. This framework has four levels. First one is
the Complex Network Modeling level, second is the Exploratory Agent-Based
Modeling level, third is Descriptive Agent-Based Model Approach (DREAM)
[51] and the fourth one is Virtual Overlay Multi-Agent System (VOMAS) [53]
approach. Researchers adopt the level which suits their research goal.

We adopted the first level “Complex Network Modeling” from this framework
for our research. We have explained this framework level in our second case
study by applying on our interaction data.

3.4 Validation Case Studies

We have conducted validation case studies. First case study is based on
statistical analysis to analyze the behavior of the girls. Second case study
is the application of cognitive agent based computing framework in which
complex network modeling level of CABC framework is used to evaluate the
behaviors of people participating in a complex network study.

3.4.1 Case Study 1

This case study is based on the statistical analysis in order to analyze the
specific behaviors and choices of people.

Data Collection We obtained all the data from the girls hostel of Interna-
tional Islamic University Islamabad by developing the questionnaire related
to their choices of dresses. Most of them were related to their choices of
dresses. We got 50 responses (responserate = 100%) that were included in
statistical analysis (n = 50).
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5. Archival Records

When humans are our target population, questionnaires are the most com-
monly used method. For social networks, data collection is bit challenging
task. Researchers need to design a specific question to gather the ties among
respondents.Many different formats are used for collecting network ties. The
one we have used is “Free Recall” method.

Girls were asked to list their three best friends and rate them according
to the strength of the relationship. Girls freely recalled their friends and
listed their names. We targeted their friends and collected their data. For
this purpose, we delivered 600 questionnaires in the hostels of International
Islamic University Hostels and got almost 498 responses.

Develop Complex Network After the retrieval of data, the next step
is to develop complex network model. This is again a trivial task as it
demands effort and time t& develop an appropriate complex network. For
the development of the network, data was entered in the-“Gephi” a network
visualization tool. All the girls were entered as “Nodes” and their links as
“Edges”. The whole complex network was directed with the weighted links
according to the strength of the relationship.
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networks are the strongly clustered than the other random networks. Our
data set consists of 64 clusters. Average clustering coefficient indicates how
nodes are embedded in their neighborhood. The average clustering coefficient
of our data set is0.529 which shows that our network is highly clustered. In
our network, this shows that three selected friends by a focal friend are also
friends with each other. Cluster analysis highlights the people in the graph
with common habits and choices.

Network Density Graph density is a measure of connectivity of a whole
network. It is calculated by using equation

Graph Density = Total no. of edges/ Max. possible no. of edges

Graph Density of our data set is 0.005.

Degree The degree is the number of contacts of the node in a network.
Average degree indicates the average of the degree in a complete network.
Average degree of our network is 4.9196

If the network is directed; a node might have different in-degree and out-
degree measures.

In-Degree In Degree is the number of arcs/edges directed towards nodes.
In our data set, a girl who is more popular in the network have the highest
in-degree as the maximum number of people have chosen her as their friend.

Highest In Degree value of our Data set is 24.

Out-Degree Out Degree is the number of arcs coming out from the node.
In our Data set, girls were asked to choose only three friends, so every node’s
out degree is 3.

Component Components of a network show the level of connectivity of a
network.

Weak Component The weak component is the largest number of actors
who are connected with each other irrespective of the direction of ties in the
network.

Our data set contain 1 weak component.
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Strong Components Strong components are the components of the net-
work who are strongly connected with each other. For example, X is friend
with Y and Z (who are also friend with each other). Meanwhile, X is also
friend with A and B (who are also friend with each other). So Y and Z
make the weak component with A and B as they are not directly connected
to each other where as X,Y,Z and X,A,B make separate strong components.
Our data set contain 210 strong components.

Diameter The diameter of the network is the observation of shortest dis-
tance between two distant nodes. This shows the distance between two far-
thest nodes.

Network Diameter:

| Network Diameter | |

Diameter 12

Average Path length | 5.34
No. of shortest path | 28937

Modularity Modularity measures the strength of the division of the net-
work into modules (also known as groups, clusters or communities). Net-
work with greater modularity has the thick connection between nodes within
modules but less connections between nodes in different modules having low
modularity. Overall modularity of our data set is 0.925 whereas 57 number
of communities are observed.

Geodesic Distance: Geodesic distance also known as shortest path can
be defined as shortest degree of separation between two nodes.

Cores Cores are the denser regions of the networks. So they help to find
cohesive subgroups with K-cores partition, we can easily identify low cores of
the network. This is helpful in identifying the densest parts of the network.,
we have 6 cores in the network.

Centrality Based Analysis To measure the location of each actor, one
should understand the concept of centrality and other related concept.

Centrality measures are used to identify the actors in the network having
different special characteristics. These are the most important widely used
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metrics to analyze the structure of the nodes in the network. Centrality refers
to the position of individual nodes within network whereas, centralization is
the characteristic of the whole network.

Degree Centrality The average degree of our network is 4.91 whereas
degree centralization is 31.16. Input degree centralization is 0.043 and output
degree centralization is 0.091.

Betweenness Centrality According to the Freeman’s approach between-
ness centrality is defined as the proportion of times that the node acts as a
bridge between two different nodes for sending information.

Betweenness centralization of a network is 0.096.

Closeness Centrality Closeness Centrality referred as a how far a node
from all others nodes in the network” [35]. If we consider the distance of
node as a farness of the node. The closeness would be “the inverse of the
farness”.

Closeness centralization of a network is 0.187. Closeness metric ranges from
0 to 1.

Eccentricity Centrality The node having low eccentricity is considered
to be the most proximal node in the network and so as easily reachable by
others [65] and can be more influential than others. The detailed results are
shown in the results section.

Eigenvector Centrality FEigenvector centrality focuses on the fact that
a node having the connection to high centrality nodes are more important
than the node having links with low centrality nodes [16]. This is a measure
for finding the influential node in a network. Results are discussed in the
next chapter.

After finding a unique node of highest eigenvector centrality, we applied an
ego centered analysis on the ego (unique) node and her friends to analyze
their behavior.
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4 Formal Modeling Framework

4.1 Introduction

Formal specification is a type of formal methods used for mathematical mod-
eling of real world system [32].

For modeling a system, it is necessary to ensure that all components and their
interactions are modeled correctly and at the desired level of abstraction.
Formal methods are very demanding and effective strategy to use for the
correct implementation of the system under study.

Z is an ISO standard formal specification language developed by program-
ming research group in 1970’s at Oxford University [77]. Formal semantics
of Z specification includes mathematical notations. These notations are rep-
resented using the formal structure known as schema in Z specifications.

Z based formal specification model for modeling CAS has been used as part
of FABS, an established modeling framework which is previously used by
researchers [70] to effectively model and analyze the different types of CAS.
FABS modeling framework involves two phases of model construction, the
first level is formal model of CAS using a mathematical framework of formal
specifications written in Z, and the second level is Agent-Based Model which
is based on formal specifications and this is developed as a proof of concept.

We have adopted the first level of this framework to model the human be-
havior.
In this chapter we have presented the written specifications.

4.2 Formal Framework

We have modeled the behavior of girls participating in a network study.
Formal specifications are used to specify their behavior in a clear and unam-
biguous way.

[ SO TN
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Sets
Sets are used in the model to declare the user defined types in the model.
The set “GIRL” is the set of all girls in the hostel.
[GIRL]
The Scenario

Girls come in the hostel, make friends and spend time with each other. Consequently either get
influence of their behavior or not.

Axiomatic Definition

There is a limit of the girls who live in the hostel. We define “maximum” as maximum number
of girls who can be in the hostel.

Here we have set the size arbitrarily (for no special reason) to S00 even though its actual size is
not relevant.

maxHostelSize . 7

l maxHostelSize = 500

System State Scenarios
We are modeling the hostel social system in these state scenarios.

e “Joined” is the set of girls who have joined the hostel.

e “Friends” is a subset of “joined set” and represent the set of friends who have joined and
made friends.

e Those friends who have joined the hostel and take influence of the friends are represented
as “influenced”.

¢ Those who made friends but did not take influence are represented by “uninfluenced”.

e The size of the girls in the hostel is maximum.
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Friend

Every friend is a subset of girl but every friend is not influenced. Some girls who spent time with
other girls get influenced. Girl set remain unchanged.

_Friend
AGirl
friend? : GIRL

friend C girl

friend € influenced
influenced’ = influencedUgirl?
girl '=girl

Influenced

Every influenced is a subset of friend set but influenced is not equal to uninfluenced.
Uninfluenced remain uninfluenced whether they spent time with friends or not.

Friend set remain unchanged.

_Influenced
AGirl
influenced? : GIRL

influenced C friend

influenced & uninfluenced
uninfluenced' = uninfluencedJUfriend?
friend "= friend










Not Joined

E_:} If a girl did not join the hostel, she can’t be friend with others and can’t be influenced. So the girl
et who is not equal to the “joined” set. She is reported as “not joined”.
_NotJoined
E Hostel
girl? : GIRL

report! : REPORT

girl? & joined
Report! = not joined

Not Friends

If the girls, who have joined the hostel are not friends. Then they will be reported as “not
friends”

e

_NotFriends
EHostel
girl? : GIRL
report! . REPORT

(&)

girl? & friends
Report! = not friends

Not Influenced

If they are not influenced then they are reported as “not influenced”.

_NotlInfluenced
EHostel

girl? : GIRL
report! : REPORT

girl? & influenced
Report!= notinfluenced
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Pearson’s Product moment correlation

Data: Age and Interest in buying unstitched clothes.
t=-040, df =48, p — value = 0.34

Alternative hypothesis: True correlation is less than 0.

95% CI= -1.0,0.17 :

Sample Estimates: Cor —0.058 (Weak negative relationship)

Discussion Since the correlation shows the interdependence between two
independent variables, so the above-mentioned result shows (r = —0.058)
that there is weak negative relationship among the above-mentioned vari-
ables. 95% CI shows that we are 95% confident that population parameter
(rho) lies between (—1,0.17)

Objective To find the correlation between the Age and Interest in buying
western dresses.

Result

Pearson’s Product moment correlation

Data: Age and Interest in buying western dresses.

t = —0.6005, df = 48, p —value = 0.2755

Alternative hypothesis: True correlation.is less than 0.

95% CI = —1.00, 0.152

Sample Estimates : Cor —0.086 (weak negative relationship)

Discussion Since the correlation shows the interdependence between two
independent variables, so the above-mentioned result shows (r = —0.086)
that there is weak negative relationship among the above-mentioned vari-
ables. 95% CI shows that we are 95% confident that population parameter
(rho) lies between (—1,0.152)

Objective To find the correlation between Age and No. of contacts in your
mobile.

Result
Pearson’s product moment correlation
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Data: Age and No. of contacts in your mobile.

t = —0.8152, df = 48, p — value = 0.2095

Alternative Hypothesis: True correlation is less than 0.
95% CI: —1.00, 0.121

Sample Estimates: Cor —0.1168 (weak negative)

Discussion Since the correlation shows the interdependence between two
independent variables, so the above-mentioned result shows (r = —0.1168)
that there is weak negative relationship among the above-mentioned vari-
ables. 95% CI shows that we are 95% confident that population parameter
(tho) lies between(—1,0.121)

Objective To find the correlation between Age and No. of mobile sims.
Result

Age and No. of mobile sims.

t = 0.8219, df = 48, p — value = 0.79

Alternative Hypothesis = True correlation is less than 0.

95% CI = —1.00,0.343

Sample Estimates: Cor 0.1178 (Weak positive)

Discussion Since the correlation shows the interdependence between two
independent variables, so the above-mentioned result shows (r = 0.1178) that
there is weak negative relationship among the above-mentioned variables.
95% CI shows that we are 95% confident that population parameter (rho)
lies between (—1,0.343)

In examining the pattern of correlation between age and different categories
of dresses we find that;
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Residuals

Min = —2.22
IQ = —-1.06
Median = —0.14
3Q = 0.85

Max = 2.09
Coeflicients:

| | Estimate [ Std.error | T.value | Pr(>|t[) |

Intercept | 4.81183 | 1.21316 | 3.966 | 0.000248
Age -0.07955 | 0.05271 | -1.502 | 0.137922

Residual standard error: 1.225 m 47 degree of freedom (one observation is
deleted due to missingness)

Multiple R-squared : 0.04623,

Adjusted R-squared : 0.02593.

F-statistic : 2.278 on 1 and 47 DF.

P-value : 0.1379'

Discussion Linear regression model shows interest in buying cultural dresses
regress negatively with age with the value of slop (—0.07955) for a unit

change in age, the dependent variable (i.e, interest in buying cultural dresses

decreases with the rate-of 7.955). Residual in results showed the difference

between the expected value and the estimated value. The value of multi-

ple R-squared shows the variation in the dependent variable explained by

regression coefficients (values of slope).

Objective To find dependency of 1 variable over another.

Results
Im (Formula = Interest in buying unstitched clothes™age, Data= Name of
Data file)

Residuals:
Min = —2.5408
IQ = —1.1010

Median = 0.4473
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areas of Pakistan having less interest in clothes and fashions due to lessening
media and social exposure. But with every passing year their exposure to
urban areas make them more involved in such activities like clothing inter-
est and technology awareness. After ending their graduation studies in the
average age of25, students of age 26 or more are enrolled in MS and Ph.D
programs. So according to the analysis results, it is observed that people
enrolled in the higher educational programs are losing their interests in such
activities.

The figure 6b shows at the age of 21, again people are showing very little
interest in cultural dresses whereas students from the age of 23 to 25, they
are showing most interest in cultural dresses and again after 25, there is a
significant drop of the line up to the age of 32.

According to the figure 6c there is a weak negative relationship between age
and their interest in buying unstitched clothes is observed, even people of
age 23 and 24 are showing least interest and people 0f27 and 28 years of age
showing bit more interest comparatively.

On average people of all age groups are almost equally involved in unstitched
clothes as no significant variation in their choices is observed. In figure 6d
the curve shows people of age 21 are showing least interest in western clothes.
At the age of 23 they are again showing much interest in western clothes.
After the age of 23, there is again a significant drop of the curve till the age
of 27. Then again after 27, people’s interest in western dresses increased up
to the age of 32 but not more than the people of age 23.

Analysis of the collected data revealed that students of age 23 living in the
hostel are so involved in dresses. So the significant finding of our research is
that younger students in the hostels are not much interested in fashion activ-
ities but as they belong to the age group having a lot of energies, motivation,
and adaptability to attract and learn new things they get involved in such
activities inl a year or so but after 25 years of age, students involved in higher
education programs start losing their interest in these activities again.

Conclusion By our conducted case study results, we have concluded that
this decline in the dressing interest could also be a result of circumstances
students face due to their tough studies. Secondly this study also validates
the idea of previous research , as with an increase in age people’s interest in
different types-of dressing starts losing. We have also observed their choices
and interests variations in different age groups but as an emergent behavioral
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5.2 Case Study 2

5.2.1 Basic Statistical Summaries of the Data Collected

This table shows the choices of girls/ students who are living in the girls’
hostel. The collected data is about their every day habits, dressing interests
and food choices.

The presented table, gives us the complete picture of the habits of girls
participating in the network study. The age of the girls living in the hostel
ranges from 22 to 35, maximum people are 22 years old. Most people use
computer 2 hours in a day and sleep 8 hours in a day.

81% people don’t purchase online and very few people likes online shopping.
Most people prefer “comfort” while purchasing clothes. Almost 50% people
prefer dark color and 50% people like light color clothes. Mostly people like
to do shopping with family. Almost 50% people buy matching outfit item
with clothes and 50% don’t do the same. Maximum people get inspiration
from style in stores for buying new clothes and buy five times in a year. A
high percentage of people purchase clothes in summer.

e T e T e S N
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Attributes Maximum People Minimum People
Age 7 22 (20.32%) 35 (0.2%)
Meet. with best friend/day Thrice a day Twice a day
Meeting with friend/day Thrice a day Once a day
Meet. with acquaintance/day Thrice a day Twice a day
Daily computer usage hours 2hrs in a day (18.51%) 16hrs in a day (0.2%)
No. of sims 1 Sim 6 Sims
No (81.89%) Yes (18.11%)
Material (10.66%)

Online purchase
Priority for cloth purchase

Comfort (17.91%)

No (33.8%)

Yes (66.27%)

No (33%)

Preference for dark colors

Yes (67%)

Alone (5.84%)

Preference for light colors
Who do you mainly shop with Family (58.95%)
Buy matching outfit item No (50.5%) Yes (49.5%)
Int.in western dresses (1-10) 1 (42.05%) 9 (2.62%)
Int. in cultural dresses (1-10) 2 (14.29%) 1 (6.04%)
Int. in readymade dresses (1-10) 10 (15.09%) 1 (5.84%)
Int.in unstiched clothes (1-10) 8 (15.09%) 4 (5.43%)
Style in stores (28.96%). Magazines (11.27%)
15 times a year (12.27%)

Inspiration for new clothes

5 times a year (36.84%)

Autumn (10.26%)

Purchase of a new cloth/ year
Season of cloth purchase Summer (44.87%)
Health status Average (43.46%) Fat (11.47%)
How active are (1-10) ~ 8 (20.32%) 2 (1.81%)
Freq. of exercise in a week Don’t do (55.73%) 6 days/week (1.61%)
Like fast food (1-10) 5 (17.3%) 3 (8.85%)
Like home cooked(1-10) 10 (38.83% ) 9 (0.2%)
Sleep hours 8hrs/day (29.78%) 4 (0.8%)
Once a week (24.14%) Daily (2.21%)
Daily (3.62%)

Freq. of fast food in a week
Freq. of fuzzy drinks in a week

Once in a week (30.99%)
5 times/week (17.3%)

Otimes (4.43%)

Yes (1.21%)

Freq. of packed juices in a week
Do you smoke

No (98%)
Don’t smoke (97.99%)

everyday (0.2%)

Freq. of smoking

More than once daily (1.61%)

Freq. of eating vegetables

More than once a week (48.49%)

Never (2.4%)

More than once a week (33.6%)

More than once daily(4.63%)

Freq. of eating fresh fruits

Freq. of eating choclates .

More than once a week(28.37%)

Table 3: Statistical Summaries of Case Study 2
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5.2.2 Frequency Distribution of Brands Choices

] Favorite Brands NameJ Frequency of Peopie |

Adidas (German) 2
Al-Karam 5
Asim Jofa 5
B.G (UK) 1

Bareeze’ 11
Break Out 2
Charizma 3
Chen one 2
Cynosure 2

Ego 18
Generations 12
Gul Ahmed 41
HSY 3

J. 22

Kayseria 6

Khaadi 47

Lime lite ‘ 3
Loft (U.S) 1
Mango (Spanish) 7
Maria B 1
Mausemmary 1
Max Mare (Italian) 1
Nine West (U.S) 1

Nishat 33

Origin 3
Outfitter 9
Polka Dot 2
Rang Ja 4

Sana Safinaz 9
Shahposh , 6
Warda 13
Zahra Ahmad . 3

Table 4: Frequency Distribution of most liked Brands
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Each circle (node) in the network model represents one person. Their size is
based on their Eigenvector centrality measure. Lines (edges) between them
represent their relational ties and their thickness is the representation of the
strength of the relationship, thicker the edge is, stronger the relationship.
In figure 7a, the nodes in green color represent people with 22 years of age.
Maximum people in the network belong from this age group.

In figure 7b nodes in blue color represent the people who sleep 8 hours in a
day.

In figure 7c Nodes in red color represent the people who use computer 2 hours
in a day.

In figure 7d nodes in blue color represent the people who don’t smoke whereas
nodes in red color are those who smoke.

In figure 7e nodes in green color represent the people who don’t do physical
activity.

In figure 7f nodes in purple color are the representation of pcople who tell
their health status as average whereas red color is the representation of obese
people, green for fit and blue for weak people.
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In figure 8a Red colored nodes are the representation of people who don’t
wear brands whereas blue colored nodes are the people who like to wear
brands. In this figure 8b, purple color nodes are the people who take max-
imum inspiration for clothes purchase from “styles in store” . Maximum
percentage of 28.97 people have given this answer. Navy blue colored nodes
represent people who take inspiration from the family which are 20.12%.
Mustard colored nodes take inspiration from friends, blue colored nodes are
people who take inspiration from celebrities and maroon colored node takes
inspiration from magazines. In figure 8¢ blue colored node represent people
(which are 50.5%) who don’t buy matching outfit item with clothes whereas
red colored nodes are people (49.5%) who like to buy matching outfit items.
In figure 8d Red colored node represents people who purchase new clothes 5
times in a year, these are 36% people. Blue colored nodes represent people
who purchase 12 times, purple colored buy 20 times, green colored buy 15
times with the percentage of 27, 23 and 12 respectively.

In figure 8e red colored node represents people who don’t purchase online
and blue colored nodes represent people who like online shopping with the
percentage of 81.89 and 18.11 respectively. In figure 8f purple colored nodes
represent people who mostly spend on clothing in summer, blue colored in
spring, red colored in winter and green colored in autumn with the percentage
of people 44.87, 27.75, 17.3 and 10.26 respectively. In figure 8g blue colored
nodes represent people who prefer dark colored clothes and red colored are
those who do not with the percentage of 65.27 and 33.8 respectively. In figure
8h Blue colored nodes represent people who like light colored nodes whereas
red colored are those who don’t with the percentage of 67 and 33 respectively.
In figure 8i purple colored nodes are the representation of people who prefer
comfort while buying clothes, blue colored prefer quality, pink colored prefer
color, maroon prefer brand, green colored prefer style mustard colored prefer
price whereas parrot green prefer material with the percentage of 17.91, 16.7,
15.49, 14.89, 12.07, 12.07 and 10.66 respectively. In figure 8j green colored
nodes represent people who used to go for shopping with their family, red
colored with their friends and blue colored alone with the percentage of 58.95,
35.21 and 5.840 respectively.

———
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5.2.8 Centrality-Based Visual Analysis

For Centrality-based visual analysis, we used Gephi software with “Frutcher-
man reingold layout”. Focal node is in purple color in all networks represented
in figure 12, size correlates with centrality measures whereas colors represent
the degrees of the nodes in each network.

In Fig 10a, the one having purple color with the biggest size are the focal node
having the highest degree in a network. In Fig 10b shows the visual display
of the ranking (size) of the nodes with highest betweenness centrality and
partitioned (colored) on the basis of degree. In Fig 10c shows the ranking
(size) of nodes with the high closeness centrality. In Fig 10d shows the
ranking (size) of nodes with high eccentricity value. In Fig 10e shows the
ranking (size) of the nodes with high eigenvector centrality which is the
indication of the most influential node.




























i

(6. '

7,
s~

5 RESULTS AND DISCUSSION - 74

Detailed Description of Interest in Ready-Made Dresses 14a

| Node Color [ Interest Rate | Percentage |

Parrot Green 10 15.06%
Sea Green 8 14.46%
Blue 5 12.45%
Mustard 6 10.84%
Sky Blue 9 9.44%
Magenta 7 9.04%
Shocking Pink 3 8.03%
Brown 2 7.43%
Royal Blue 4 7.23%
Purple 1 5.82%

Detailed Description of Interest in Cultural Dresses 14b

[ Node Color [ Interest Rate | Percentag(ﬂ

Green 2 14.26%
Light Purple 5 13.86%
Blue 10 13.05%
Light Green 8 11.45%
Magenta 9 9.24%
Shocking Pink 6 5.04%
Baby Pink 3 8.43%
Brown 7 7.43%
Dark Purple 4 7.03%
Royal Blue 1 6.020%

A




4

3

s

iy

5 RESULTS AND DISCUSSION

Detailed Results of Interest in buying Unstitched Clothes 14c

[ Node Color | Interest Rate | Percentage |

Red 8 15.06%

- Magenta 10 13.25%
Blue 5 13.05%
Parrot Green 9 12.45%
Aqua Green 7 12.05%
Pink 2 8.43%
Mustard 6 7.83%
Brown 1 6.22%
Blue 3 6.02%
Sky Blue 4 5.420%

Detailed Description of Interest in Western Dresses 14d

f Node Color I Interest Rate l Percentage ]

Pink 1 41.97%
Blue 2 13.45%
Yellow 5 11.45%
Parrot Green 3 8.43%
Red 4 5.42%
Green 7 5.02%
Maroon 6 4.82%
Navy Blue 8 3.82%
Sky Blue 10 2.81%
Purple 9 2.61%

79

By getting these results, we concluded that complex network modeling gives

us more detailed and interesting findings.

5.4 Comprehensive Discussion

The people who interact with each other in a non-linear way can be consid-
ered as an example of complex system.
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In this research, we have modeled the behavior of people to infer behaviors
in a social network system.We have used formal specification model in Z lan-
guage. These specifications has been used to present clear and unambiguous
underlying complex social system.

Two validation case studies are conducted as a proof of concept. Complex
network modeling is performed to discover behavioral patterns. Additionally
we have conducted a case studyl which have explored the age-related pattern
in a complex social system.

In the first case study, we have explored the emergent behaviors of dressing
interests of female students, who showed their loss of interest in different
types of dressing as their age increases. Our study results have correlated
with the previous studies of age and dressing interests. We have conducted
this study by doing statistical analysis. These results have helped us in just
understanding the general behavior of people.

Our second case study is based on complex network modeling. For this study
we took a greater sample of the human data than the first case study, made
a complex network and conducted social network analysis.

This methodological case study has offered the model of real world complex
social system.

In this study, structural characteristics of the complex network are studied
and the centrality measures are calculated. Statistical analysis is done to
analyze the behavioral influence of girls under study over their friends located
at the first degree of separation. No behavioral influences are discovered
regarding their food choices, sleeping habits and physical activities (exercise)
etc.

From this case study results (regarding SNA, statistical analysis, centrality
based analysis) We can consider two main factors contributing towards these
findings. (i) the one is people participating in this study belong from dif-
ferent backgrounds/ cultures and have strong family and cultural influence.
Secondly they might don’t spend years with each other to get influence. (ii)
This is also deduced that centrality results are not necessarily correlate with
the real world especially when the subject is human. Due to this dissimilar
pattern of network centrality metrics and the real world behavior we have
concluded that, we need to consider temporal data of the same cohort and
apply the same techniques to again analyze their behavioral influences.

In the end, we have made comparison of both case study results and con-
cluded that complex network modeling have provided us with the greater
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understanding of the social system and the detailed analysis of the behavior
of people participating in a social network as compared to the old traditional
techniques of statistical analysis. We have proved that complex network
modeling is an effective way to analyze the choices/behaviors of people par-
ticipating in a social system.

This study is also an extension of the previous research|[10] on centrality
measures. Centrality measures are analyzed in a real world human subject
data which were demanded in the previous study. However, the resulting
pattern of the centrality measures remained same in this network study.
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6 Conclusion

The final chapter of the thesis concludes the research by discussing (i) the
research question and the motivation behind the research (ii) the main con-
tributions and findings (iii) and some additional findings as an extension of
previous work.

In the past, frameworks such as cognitive agent based computing and formal
agent based simulation have been introduce to study the behavior of complex
systems. However cognitive agent based computing never have been used to
study the influence of social choices.

In this thesis, we have presented a novel application of cognitive agent based
computing framework for modeling human behavior. The main goal was
to develop a hybrid model made of formal specification model coupled with
complex network modeling which allowed us to analyze human behavior.
Formal specifications have been written to model the behavior in a clear and
unambiguous way. Then conducted two validation case studies. The first
one is the case study survey and is based on statistical analysis, second case
study is the application of complex network modeling level of cognitive agent
based computing framework. In complex network modeling, social network
analysis techniques are applied to evaluate the behavior of participants.

First of all we have analyzed the topological structure of the whole network.
To analyze the key individuals of the network regarding their central posi-
tions, power, gregariousness, influential personality centrality based analysis
is used. Then eventually we have analyzed the behavioral influences of the
people over each other. This methodology presents an idea of modeling of
human behavior with the developed hybrid model and also an application of
complex network modeling of human behavior with the help of social network
analysis.

Additionally in the end, we have also made comparison of two case studies
to show the efficacy of complex network modeling technique for analyzing
human behavior.

This research contributes as an extension of the previous research[10] on
centrality measures. Centrality measures are analyzed in a real world human
subject data ‘which were demanded in the previous study. However, the
resulting pattern of the centrality measures remained same in this network
study.
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6.1 Recommendations for Future Research

For future research, we recommend taking the temporal data of the same co-
hort to analyze the behavioral patterns and influences of people participating
in the social network.

This will help in eliminating the doubts on our findings which gave us different
results of the structural analysis of a network and behavioral analysis of the
people which were expected to be the same.
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Appendicés

Questionnaire (Case Study 1)

Analysis of Girls Hostel

. Name

Age

e TR s TP W

Give name of 3 Friends inside the hostel

Number of hours of daily computer use
1-3

. 4-6

6+
Number of mobile sims that u use

Number of contacts in your mobile

S

Health status
Fit

Fat

Weak

. Average

Interest in buying western dresses: (1-5) (1: low , 5: max)

Interest in buying cultural dresses: (1-5)
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10. Interest in buying ready made dresses: (1-5)

11. Interest in buying unstitched clothes (1-5)

12. Rate 3 cloth brands according to your choice
a.———-

b—m-

c——

13. Where do you usually take maximum inspiration for new cloth pur-
chase(name them according to your preferences)

a. Friends

b. Family

c. Celebrities

d. Magazines

e. Style in stores

f. Other

14. In every year how often do you purchase a new item of clothing:

15. What would be the period of year you spend most on clothing
a. Spring

b. Summer

c. Autumn

d. Winter

16. What is the percentage of clothing and accessories that you purchase are
bought online

a. 0%

b. Less than 50 %

c. More than 50 % .

17. Name the following in terms of your priority when purchasing clothes
a. Qualities '

b. Price

c. Comfort
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d. Style

e. Color

f. Material

g. Brand

18. Who do you mainly shop with
a. Alone

b. Friends

c. Family

19. When purchasing a new cloth item, do you buy a matching outfit item
(shoes, bag, coat)

a. No

b. Not very often
c. Sometimes

d. All the time-
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Dressing Interests

10. On a ;scale of I'to 10, interest in buying western dresses: (Min: 1, Max:
10) :

11. On a scale of 1 to 10, interest in buying cultural dresses
12. On a scale of 1 to 10, interest in buying Readymade dresses

13. On a scale of 1 to 10, interest in buying unstitched clothes

14. On a scale of 1 to 10, where do you usually take maximum inspiration
for new cloth purchase? (Please rate all the options)

a. Priends -

b. Family

¢. Celebrities

d. Magazines
e. Style in stores
f. Other
15. In every year how often do you purchase a new item of clothing?

a. 5 times

b. 12 times

c. 15 times

d. More than 15 times.

16. What would be the period of year you spend most on clothing? (On a
scale of 1 to 4; rate the following) (4: Max, 1: Min)

a. Spring

b. Summer

¢. Autumn —
d. Winter
17. Do you purchase cloth and accessories, online?

a. Yes
b. No
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18. On a scale of 1 to 10, rate the following in terms of your priority when
purchasing clothes

a. Qualities
b. Price
c. Comfort
d. Style

e. Color

f. Material
g

. Brand
19. Do you prefer dark colored clothes?
a. Yes
b. No
20. Do you prefer light colored clothes?
a. Yes
b. No
21. Who do you mainly shop with?
a. Alone
b. Friends
c. Family

22. When: purchasing a new cloth item, do you buy a matching outfit item
(shoes, bag, and coat?) '

a. Yes

b. No

23. Rate 3 cloth brands according to your choice (1: Max, 3: Min)
l—

2—-

3

4. Don’t wear brands

Health: Data

24. How do you perceive your health?
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a.
b.
C.
d.
25

26
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a.
b.
c.
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Fit

Fat
Weak
Average

. On a scale of 1 to 10, how active are you?

. What is the frequency of your activity in a week: (Sports or Exercise
c?)

Don't exercise

1 day/week

2 days

3 days

4 days
5 days

6 days

7 days
. On a scale of 1 to 10, how much do you like fast food?

31.

32.

33.

a.
b.
34

. On average, how many hours do ycu sleep?

. On a scale of 1.to 10, how often do you take fast food in a week?

On a scale of 1 to 10, how often do you take carbonated drinks in a week?

On a scale of 1 to 10, how often do you take packed juices in a week?

Do you smoke?
Yes
No
. How often do you smoke?
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a. Everyday
b. Once a week

i a

c. Less than once a week

d. Don’t smoke

35. How often do you take vegetables?
a. Never

b. Less than once a week

e e

c. Once a week

d. More than once a week

e. Once daily

f. More than once daily

36. How often do you take fruits/fresh juices?
a. Never

b. Less than once a week

c. Once a week

d. More than once a week

A7

e. Once daily

f. More than once daily

37. How often do you take chocolates/ice creams?
. Never
. Less than once a week
. Once a week

a
b
c
d. More than once a week
e. Once daily

f.

More than once daily
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