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Abstract

In dual-function radar and communication (DFRC) systems, radar and com-
munication functionalities utilize the same hardware and frequency band. Typ-
ically, radar operations take place in the main lobe, while communication tasks
are performed in the side lobes. However, situations may arise where both the
radar target and the communication receiver are located within the main lobe
or side lobes. Such scenarios lead to interference and a consequent reduction
in data rates.

Two approaches are proposed to enhance communication data rates. The
first combines Frequency Shift Keying (FSK) with Quadrature Amplitude Shift
Keying (QASK) or Quadrature Amplitude Modulation (QAM), termed FQAM,
which improves performance by embedding information in both frequency and
constellation number. The second approach, FSK-FDM, combines FSK and
Frequency Division Multiplexing (FDM) to modulate multiple FSK symbols
for higher data rates, improving bit rate and reducing bit error rate (BER) via
waveform and frequency selection, independent of receiver position.

A deep learning-based approach is employed to enhance data rates and mit-
igate interference. The method selects the optimal waveform from a pool of
orthogonal waveforms, using adaptive constellation and QASK/QAM wave-
forms when both the radar and receiver are in the main lobe, and PSK-based

waveforms when the receiver is in the side lobe. The receiver transmits signal-

vil



to-noise ratio (SNR) and data to the DFRC fusion center, which adjusts the
waveform, data rate, and constellation for the next Pulse Repetition Interval
(PRI). This cognitive technique optimizes spectrum usage, radar tracking, and
security.

The proposed methods were simulated across various scenarios, demonstrat-
ing superior performance in data rate and interference mitigation compared to
existing techniques. Simulation results validate the effectiveness of these ap-

proaches.
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Chapter 1

INTRODUCTION

To ensure a high data rate and improved quality of service, increasing band-
width is mandatory for wireless communication. Consequently, the growth of
wireless communication applications with these properties has led to a tremen-
dous rise in the auction price of the available frequency spectrum. Given the
increasing demand for data rates, network providers are constrained to consider
the reuse of available spectrum currently allocated to other technologies. Radar
spectrum emerges as a prime candidate for integration into different commu-
nication systems, as substantial portions of the spectrum are readily accessible
at radar frequencies. Conventional radar applications worldwide encompass air
traffic control (ATC), geophysical monitoring, climate observation, and secu-
rity exploration, among others. However, radar systems designated for moni-
toring purposes are now being adopted for communication by sharing the spec-
trum. Currently, the allocated frequency bands can be broadly categorized into
two groups: radar systems and communication systems. Although a significant
portion of the frequency bands from 1 to 10 GHz is primarily allocated to radar
operations, new collaboration opportunities with communication systems such
as 5G NR, LTE, and Wi-Fi are paving the way for novel possibilities. On one

hand, sharing high-frequency bands, such as the millimeter-wave band, benefits

1



both communication and radar platforms by enabling high data rates and im-
proved target tracking. On the other hand, there are concerns about interference
from both military and civilian applications, particularly for critical radar oper-
ations. In the past decade, radars have evolved with increased precision and a
broader range of capabilities, including surveillance, clutter management, back
scanning, and handling false alarms simultaneously. Therefore, they require
higher frequency bands compared to traditional radars. Moreover, the growth
of civil activities and the emergence of new technologies in social media have
dramatically increased, putting strong pressure on the bandwidth allocation
board. Since higher bandwidth for radar, as well as standalone communica-
tion designs, is the need of the day, it also warrants the hybridization of both
designs (i.e., radar and communication) to attain joint benefits at higher band-
widths. However, all the aforementioned challenges need to be addressed prop-
erly. This includes identifying frequency bands that could be made available for
wireless broadband, which is necessary for the improved overall performance
of joint radar and communication designs. The International Telecommunica-
tion Union (ITU) and the World Radio Communication Conference (WRC) re-
view the allocation of the frequency spectrum annually, and in the United States
of America, the National Telecommunications and Information Administration
(NTIA) has dedicated its efforts to identifying frequency bands that could be
made available for wireless broadband service provision alongside radar op-
erations. It has been reported in the literature that in the L band, the GSM
system (GPRS, EDGE) can overlap with UHF radars operating between 1 to 2
GHz, whereas in the S-band, Long Term Evolution (LTE) and WiMax overlap
with Airport Surveillance or Air Traffic Control (ATC) radar within a frequency

range between 2 to 4 GHz. Other examples of WiMax and radar overlap are



mentioned by several researchers. Finally, millimeter waves, which are used for
Orthogonal Frequency Division Multiplexing (OFDM), single carrier, WLAN,
ranging from 11 ft to 33 ft, are used for indoor communication and overlap
with high-resolution imaging radar. Similarly, the same OFDM-based Wireless
LAN (WLAN) used for outdoor activities, ranging from 100 m to 5 km using
OFDM, overlaps with weather radar operating between 2 to 4 GHz in the C
band. Thus, to fulfill the need for extra bandwidth for wireless communication,
further exploration of spectrum sharing is needed. Notably, the enhanced data
rates and interference mitigation capabilities warrant a thorough investigation
to meet the need of modern day technologies i.e., 5G and beyond. Therefore,

innovative solutions for effective and reasonable spectrum sharing is needed.

1.1 Background

Previously, various authors utilized their expertise to explore the perfor-
mance of radar and communication systems as independent entities for an ex-
tensive period. Radar experts and specialists have been engaged in endeavors
aimed at identifying and enhancing various parameters, including but not lim-
ited to range estimation, velocity, target speed, angle of arrival, scanning and
tracking surveillance, radar cross-section, and other metrics. Additionally, ef-
forts have been focused on angle-to-range fixation calculations, as observed in
phased array radar systems. Moreover, cognitive methodologies, as proposed
by Simon Haykin, have been adopted to equip radar systems with the ability
to perceive their environment through feedback mechanisms derived from their
surroundings. In comparison to the swift advancements observed in radar tech-

nology, the field of communication technologies is experiencing rapid progress



across various formats and applications. Scholars and professionals are dedi-
cated to exploring methods for augmenting data transmission rates, minimizing
interference, and refining signal-to-noise ratio parameters. This focus extends
to contemporary developments within communication technologies, including
the evolution of 4th and 5Sth-generation systems, where researchers are partic-
ularly concerned with optimizing both the speed and integrity of data trans-
mission in these systems. In both radar and communication systems, similar
mathematical principles and the electromagnetic spectrum are employed, along
with the utilization of single and multiple antenna arrays. Moreover, advance-
ments in digital signal processing serve to bridge the divide between these two
technological domains. These developments have given rise to a novel breed of
radar with adaptive capabilities and the capacity for coexistence, allowing it to
function alongside other systems and derive mutual benefits. This innovative
hybrid radar paradigm has been characterized by various names and configu-
rations, empowering researchers and experts to address the fundamental objec-

tives of both systems.

1.2 Significance of Research

The proposed research is highly significant in the DFRC field due to its
open-ended nature, and very little work has been done to date, to the best of
my knowledge. Concerns about spectrum overcrowding and limitations in fre-
quency bands have encouraged researchers to focus more on spectrum man-
agement. This has led us to use the concept of Cognitive Dual Function Radar
and Communication (Cognitive DFRC). On the other hand, developing new

schemes for coexistence among the diverse facilities has increased competi-



tion. Thus, the need to design a new transceiver, along with their temporal or
spatial degrees of freedom, including techniques for improved data rates and
interference mitigation abilities are employed to achieve the goals for DFRC

systems.

1.3 Problem Statement

Recent literature shows that multiple sidelobe levels have been used to trans-
mit binary bits using either ASK or PSK without disrupting main radar oper-
ations. However, the data rate achieved is very low, as it is constrained by
the Pulse Repetition Frequency (PRF), ranging from KHz to a few MHz. This
low data rate results from embedding only one or two bits (symbols) per radar
pulse. Additionally, the combined radar and communication design, which uses
the same transmit array, reduces overall efficiency in DFRC systems. This re-
duction affects Signal-to-Noise Ratio (SNR) levels, target estimation/detection,
and Bit Error Rate (BER) on both the radar and communication sides. Another
significant concern is interference detection and mitigation, which limits the
performance of both radar and communication receivers. Interference can be
intentional (e.g., clutter, self-introduced jamming) or unintentional (e.g., mi-
crowaves, X-rays/MRI, high-voltage lightning), leading to spectrum conges-
tion. New methods for data rate enhancement and interference mitigation are
needed to be thoroughly investigated to explore potential degrees of freedom in

DFRC systems.



1.4 Objectives of Research

In light of the above discussion, the primary objective of this research is
to develop an advanced cognitive architecture for DFRC systems to enhance
communication data rate and interference mitigation to significantly enhance

overall system performance. The key objectives have been listed below:

* Data Rate Enhancement for DFRC: The first objective is to implement
different strategies to optimize data transmission rates within DFRC sys-
tems, overcoming traditional limitations imposed by Pulse Repetition Fre-

quency (PRF) and ensuring the efficient utilization of available bandwidth.

* Interference Mitigation Between Target and Communication User:
The second objective is to deploy sophisticated interference mitigation
techniques to minimize the impact of both intentional and unintentional
interference sources in DFRC systems, thereby improving target detection

accuracy and ensuring robust communication reliability, simultaneously.

* Increased Efficiency with Joint Platform Utilization at Transmitter
through Perception-Action Cycle: The third objective is to optimize the
integration of a joint platform at the transmitter level to maximize sys-
tem efficiency based on perception-action cycle i.e. Cognitive DRFC sys-
tem. This approach aims to achieve superior SNR levels for enhanced
data rates, reduced Bit Error Rate (BER) and precise target estimation for

communication and radar operations, respectively.

1.5 Contribution of the Research

The main contributions can be summarized as follows:



1 Frequency Quadrature Amplitude Modulation based technique: The
first contribution of this research is the proposed Frequency Quadrature
Amplitude Modulation (FQAM) technique, which utilizes both Frequency
Shift Keying (FSK) and Quadrature Amplitude Shift Keying/Quadrature
Amplitude Modulation (QASK/QAM) to enhance the data rate of a DFRC
system. This novel technique embeds information in both the frequency
and amplitude of constellation symbols, thereby increasing the data rate.
The method improves interference mitigation by safeguarding against in-
tercepts from directions other than the pre-assigned communication di-
rections, allowing for the transmission of information to single or multi-
ple communication directions regardless of their location (e.g., whether
the communication receiver is in the main or side lobe of the generated
beam pattern). Additionally, the decoding of each FQAM symbol by each
communication receiver is independent of neighboring symbols in the se-

quence.

2 A Hybrid Frequency Shift keying and Frequency Division Multiplex-
ing based Approach: The second contribution of this research is the intro-
duction of a new approach that combines Frequency Shift Keying (FSK)
with Frequency Division Multiplexing (FDM) for embedding information
into radar-based waveforms. In this approach, multiple orthogonal com-
munication symbols are modulated within a single pulse using FDM. This
design improves the bit rate (BR) and reduces the bit error rate (BER) for
communication receivers, regardless of their location within the radar’s
main lobe or side lobe regions. Additionally, it minimizes inter-symbol
interference by ensuring that the decoding of each composite symbol at

any communication receiver is independent of neighboring symbols.
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3 Deep Learning-Enabled Cognitive Design for DFRC: The third con-
tribution of this research is the proposed cognitive DFRC architecture,
which employs a pool of orthogonal waveforms at the transmitter. Uti-
lizing a perception-action cycle, this technique adapts to QAM, QASK,
and PSK-based waveforms and constellation numbers based on feedback
from the DFRC receiver. Importantly, the cognitive DFRC structure incor-
porates a Convolutional Neural Network (CNN) architecture designed to
autonomously learn and extract features from received signals with vary-

ing SNRs, enabling the transmitter to adapt to changing scenarios.

1.6 Thesis Organization

This doctoral thesis explores the integration of radar and communication
functionalities within a single system, with the goal of enhancing data rate
and interference mitigation capabilities. The research is organized into four
main chapters, each addressing key aspects of the DFRC system and contribu-
tions. Chapter One provides an introduction to the motivation, objectives, and
scope of the study. It highlights the increasing demand for multifunctional
systems and outlines the challenges and opportunities in the field of radar-
communication integration.

Chapter Two presents a comprehensive literature review, synthesizing exist-
ing research on dual-function radar and communication systems. The review
covers various aspects, including waveform design, interference mitigation, and
modulation techniques, providing a solid foundation for the proposed method-
ologies.

Chapter Three, a novel FQAM modulation-based technique is introduced



for information embedding and interference mitigation in dual-function sys-
tems. This technique aims to optimize spectral efficiency while ensuring robust
communication and radar performance. The proposed method is thoroughly
analyzed through theoretical modeling and simulation results.

Chapter Four focuses on deep learning-based techniques for communica-
tion receivers in dual-function systems. Specifically, an approach for received
signal identification and automatic modulation classification is proposed. The
effectiveness of the proposed method is validated through extensive simulation
experiments, demonstrating its potential for real-world applications.

The thesis concludes with a summary of key findings and discussion of fu-
ture research direction. The potential for further advancements in dual-function
radar and communication systems is highlighted, emphasizing the importance

of continued research in this rapidly evolving field.



Chapter 2

Literature Review: Spectrum Sharing and

Information Embedding Techniques

This section aims to thoroughly evaluate recent advancements in CRSS (Com-
munication and Radar Spectrum Sharing) and DFRC (Dual-Functional Radar-
Communication). This thesis investigates the latest trends in DFRC design, fo-
cusing on data embedding techniques. The discussion begins with an overview
of various spectrum-sharing techniques, followed by an explanation of the DFRC
data model. Then different methods of embedding information in radar wave-
forms, such as amplitude and phase shift keying, phase rotation invariance
method, and time modulation arrays, are explored. Subsequently, various tech-
niques for modifying communication waveforms to support radar functions and
beam pattern-based modulation techniques like sub-beam sharing are explored.
Furthermore, the performance of different DFRC information embedding meth-
ods are compared in terms of interference mitigation, secure communication,
improved bit error rate (BER), and data rate enhancement. Lastly, different re-
search challenges in the field are highlighted and directions for future studies

are suggested.
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2.1 Spectrum Sharing Approaches for DFRC

The crowding of the spectrum cannot be addressed by traditional commu-
nication techniques and beamforming approaches [1-4]. Therefore, the co-
existence of both radar and communication designs is highly necessary for
radar emission and communication on the available spectrum [5—-8]. In a broader
sense, this co-existence can occur either through time-based sharing or by em-
bedding information into radar emissions for the same spectrum. The following
subsections provide details about integrating radar-communication designs and

diverse spectrum-sharing methods.

2.1.1 Time Sharing Approach

One of the simple methods to integrate radar with communication is to use
time-based sharing of resources [9-11]. A strobe switch 1s used for switching
between radar and communication users [12] as shown in Figure 2.1.

Note that, when a communication process is required, the strobe switch will
turn OFF the radar operation and allow the communication modem to transmit
and receive and vice versa for the radar operation. For this purpose, some pro-
tocols need to be devised so that enabling and disabling communication links
does not affect the radar performance. This type of system is also known as
the radar system joined with the communication [12]. The design of such a
system is simple but it degrades the radar efficiency. The radar operation uti-

lizes the frequency-modulated continuous wave (FMCW), while the commu-

Comm |
Phascd Array
R ——

Tx & Rx.
radar _I

Antenna

Figure 2.1: Time sharing strobe switch
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nication symbol is encoded by using either ASK, FSK, or PSK, while higher
order schemes can also be used e.g., QAM. The limitation of this technique is
the reduced efficiency and less time slot allocation for radar and communica-
tion users, respectively. Thus, this technique is only feasible when small bursts
of data are used.

The authors in [13] used different waveforms for radar and communication
to mitigate the interference issues. The M7 x 1 transmitted signal can be written

as

s(t) =s,(t) +sc(1) (2.1)

Where, s,(t) is radar based waveform while s.(f) communication based
waveform respectively. The system resources are distributed between radar and
communication in the time domain, which results in performance degradation
[14]. To allocate the resources in different time domains by using nonoverlap-
ping frequency is studied in [15], while random antenna switching in [16] and
media access control in [17]. Similarly, the sub-carrier approach of OFDM in
time sharing is also implemented in [18] and in [19] optimized the subcarrier

by using a-priory knowledge target and statistical model is studied.

2.1.2 Spectrum Sharing Approach

Contrary to the previous approach, both radar and communication opera-
tions work simultaneously in spectrum sharing all the time [20].

This sharing leads us to the new paradigm of research, which is called com-
munication and radar spectrum sharing (CRSS) or integrated sensing and com-
munication (ISAC). This CRSS is further divided into two broad categories,

one is temporal coexistence or joint radar and communication (JRC), while the
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other is dual function radar and communication (DFRC).

2.1.2.1 Joint Radar and Communication Coexistence

This is the first type of CRSS which is also called radar-communication co-
existence (RCC), where the same frequency band is used to perform radar op-
erations as well as communication operations. Furthermore, it does not require
common transmitting hardware as shown in Figure 2.2. This type of system
1s also called an opportunistic system or joint radar and communication (JRC).
In this technique, the spectrum sensing (i.e., radar operation) acts as a primary
user, while the communication operations are performed on a secondary ba-
sis. In this arrangement, the radar transmitter scans the entire environment and
tracks its target. During the scanning process, the signals received by both the
communication transmitter and receiver are considered interference. Moreover,
during communication activity, the signal received by the radar receiver from
the communication transmitter is considered interference and will be mitigated.
Authors of [21] divided the concept of JRC into three broad categories, i.e. co-

existence, cooperation, and co-design.
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Figure 2.2: Radar and Communication Coexistence
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Coexistence & Cooperation

In co-existence, interference is mitigated without exchanging information
[21], while in co-operation, information is explicitly shared with beneficiaries
1.e. radar and communication system [20]. In later cases, both systems improve
the system performance by using shared knowledge. Interference is mitigated
jointly and this level of collaboration is the first step towards joint architecture
and attempting RF convergence. This branch leads towards cognitive behav-
1ior between radar and communication systems, which is explained in the next

section.

Codesign

Eventually, in co-design both systems need to be designed jointly. There are
two possibilities, either by using the same hardware at the transmitter side or
by using the same waveform [22]. To avoid interference, the communication
devices need to keep their power levels under certain threshold levels. Authors
in [23-25] studied that communication is only allowed if it will not compro-
mise the radar operation. The performance merit for communication is set un-
der the following three constraints, which are: 1) average data rate for a small
distance between radar and communication receiver, i1) half duplex communi-
cation only, and ii1) percentage of time that communication user can transmit.
Similarly, in [26], another scenario is studied where the radar senses the entire
spectrum periodically, while the cellular base station (BS) is only allowed to
communicate if it lies in sidelobes of the main radar beam. In this case, the
performance will be evaluated by keeping the minimum tolerable distance in
terms of interference-to-noise ratio (INR). The main drawback of this technique

is that the communication receiver cannot fully utilize the spectrum and it must
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keep its power below certain levels. Mis—detection due to spectrum sharing be-
tween an American integrated naval weapons system and with a cellular system
including 100 base stations operating at 3.5GHz in S-Band, which raised the
interference management and power allocation respectively is investigated in
[27]. Thus, to improve the above-mentioned drawbacks, authors in [28] stud-
ied the regulatory policies for 10 GHz band where sharing occurs between radar
and communication users in terms of sensing and relocation techniques. In the
same line of action, [29] discussed sharing the spectrum with rotating radar in
detail and authors in [30; 31] studied the spectrum sharing when the distance
between radar and communication is fairly large given that performance is not
affected. Another study is carried out by [32] to investigate the performance
of shared spectrum in the L band for rotating radar and fixed communication
users. In their study, the communication user is supposed to limit its transmit
power when it senses the radar main beam.

Precoder-based design is another solution to this problem, which uses in-
terference channel state information (ICSI). In this case, the radar transmitter
first estimates the information of the pilot signal being transmitted by the com-
munication receiver and maintains a given ratio of INR [33]. This technique
mitigates the interference efficiently. However, it can only be applied in sce-
narios where radar has primary privileges. Another drawback to this scheme is
its computational complexity cost at the radar transmitter. Likewise, the com-
munication receiver first identifies the mode of the radar (i.e., either probing
or scanning) and then starts its communication. The other solution is to build
an efficient receiver for improved interference mitigation. The primary task of
such a receiver is to evaluate the target parameters in the existence of the BS in-

terference. This receiver can either be at the radar side or the BS side. In [34], a
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null-space precoder-based approach is used on radar waveform by using singu-
lar value decomposition (SVD), this results in zero-forced interference to com-
munication user. The system is further improved by using optimization-based
techniques in precoder design in [35] and [36] in the presence of clutter. The
overall drawback of the aforementioned precoder-based techniques is they rely
on the knowledge of the interfering channel between the radar and the commu-
nication user. One way to have such information is by sending training signals
by DFRC transmitter to all communication receivers or by getting through the
coordination office connected to both radar and communication system [35],
this burdens the system in terms of spectrum and computational complexities.
It is concluded by [37] that those communication users who are trying to ob-
tain the spectrum initially allocated to radar must guarantee the target detection

rather than obtaining ICSI.

2.1.2.2 Cognitive Radar and Communication

Making devices capable of dual functionality can lower prices and improve
spectrum management. To address interference and high data rate needs for
both systems, communication receivers should be adaptable to sense the radar
environment, and radars should be modified to detect communication signals.
Cognitive behavior must be implemented on both the transmitter side and the
radar and communication receivers [38; 39]. Thus, by upgrading the radars
and communication users to do cognition, i.e., the ability to make their own
decisions according to needs has been warranted. However, without any central
administration, all the networks will face chaos and congestion. Note that a
modified version of JRC, incorporating cognition between radars and multiple

communication users, is discussed in [40]. Centralized control is utilized to
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assign thresholds to power levels for communication users. In [39], similar

concepts are applied to the DFRC network, as depicted in Figure 2.3.
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Figure 2.3: Cognitive behaviour for Radar & Communication

This approach employs a single hardware to transmit a dual-nature wave-
form, benefiting both radar operations and communication users. Likewise, the
efficient utilization of bandwidth through dynamic frequency allocation is ex-
plored in [41; 42]. In [43; 44] Lagrangian optimization techniques have been
applied to obtain solutions for power allocation to communication users. Fur-
thermore, [45] studied dynamic power allocation to communication users while
maintaining a satisfactory threshold level for transmission. In [46], the au-
thors investigated how communication users can adaptively adjust their trans-
mit power to maximize the data rate. Optimal power control and adaptive data
rate were proposed in [47; 48] to maximize the capacity of communication
users capacity while maintaining average interference power and peak trans-
mission power constraints. Additionally, [49] studied fast power allocation to
communication users with a constraint on low computational complexity to

achieve an optimal solution.
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2.1.2.3 Dual Function Radar Communication (DFRC)

The other major branch of CRSS is DFRC [50; 51]. In this category, the
radar and communication systems work on a single hardware at the transmitter

side for both functions as shown in Figure 2.4.

& = =% Communication Signal

Figure 2.4: Dual Function Radar and Communication

This technique is also called intentional modulation on a pulse [52] or a Co—
Radar [53]. This joint approach provides efficient utilization of power [54],
less weight, and reduced system size on one hand and provides compatibility
to avoid spectrum congestion’s on the other hand as studied by [15; 55; 56].
The DFRC system performs radar operations and communication tasks simul-
taneously by using a dual-nature waveform. The overreaching objective of the
DFRC is to utilize the radar spectrum to capitalize on the resources by using ex-
isting infrastructure. These resources may include multi-sensor beamforming,
high power and high-gain antennas, and large bandwidth.

Keeping in mind the smart nature of the DFRC to sense the nearby environ-
ment, these are employed in synthetic aperture radar systems (SAR) designs,
vehicle-to-vehicle (V2V) communication, vehicle to network, (V2N), vehicle
to pedestrian (V2P) and vehicle to cloud (V2C) communication designs as men-
tioned by [57]. These features enable the DFRC to be the most suitable candi-
date for vehicular network applications. The main aim of successful communi-

cation is to maximize the data rate by embedding information in the transmitted
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waveform [58], while radar waveforms focus on maximizing detection perfor-
mance [59-61]. Thus, a dual-function system that performs radar and commu-
nication operations simultaneously involves a performance trade-off between

these functions.

DFRC information Embedding Schemes

|
| | |
Via Radar Waveform Via Comm. Waveform Via Spatial Beamforming

Figure 2.5: Information Embedding Tree diagram

Three different methods are devised to embed information bits in the wave-
form of a DFRC transmitter side. 1* is embedding communication bits into
radar waveform [62—64] while 2" is using communication waveform for radar
operations as well [65; 66] and 3’? is by using beamforming-based approaches
[67; 68] as shown in hierarchical structure Figure 2.5.

To flourish the DFRC systems, researchers needed to devise signaling strate-
gies vigorously and materialize the modulation schemes of the radar, which
would lead to integrating and improving the use of the existing radio spectrum.

The following section presents an overview of DFRC systems from the
information-embedding perspective in terms of data model, data rate, compu-
tational complexities, and radar capabilities. Note that, it discusses the various
techniques and implementation strategies that define the state-of-the-art DFRC

designs.

2.2 Radar waveform for information embedding

Information bits are embedded into radar waveforms. Radar operation is

performed in the main lobe, while the communication receiver operation is
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performed only in the side lobe regions [69]. To embed information into radar

waveform-based DFRC, the following techniques are reviewed.

2.2.1 ASK Based Method

The most popular among all methods for information embedding in radar
waveform is ASK-based waveform design [55] in which the communications
bits are mapped to the side lobe levels of the received signal at the communi-
cation receiver. Two sets of weight vectors are used for this purpose. If the
received signal has higher power than the predefined threshold €, it will be con-
sidered as binary one and if the received power is below a certain threshold, it

1s considered as a binary zero as shown in Figure 2.6.

Ag = |WHa(9j)\ > €
sidelobelevel = (2.2)

A = ‘WHa<9j)| <&
The overall form of a radar waveform with information embedded to it at

the transmitter of the DFRC is

Lp
(0.0 =70 LN (- B@wiw) @D
g:

Similarly, the signals in Equation 2.4 are considered for the communication
receiver.

By performing a simple ratio test,

. 0,iflyj(t,7)| >T
Bi(1) = ! 2.5)

Lifly;(t,7)|<T
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Figure 2.6: Amplitude Shift Keying based Information Embedding

yi(t f)—{ Y aje;(9)) Lg% [BL(t)wLfa(6)) + (1 — BL(t)wa'a(6)))] v, (1) +mj(,7), BL(7) = 1
it,7) =

VA e (0;) £ [BL (2w P a(6)) + (1 — Bo(2)wi"'a(6)))] Vi (1) + my(e, ), B () = 0
2.4)

Where, T is the threshold.
ASK is used to modulate the data in sidelobes [70]. Using the same analogy in
[71] for multi-waveform, multi-user communication is used by creating multi-
ple sidelobes levels (SLL). This uses an optimization technique to embed binary
information. On one hand, this technique is simple to implement but on the
other hand, it has a limited data rate. For a DFRC system to be more effective,
the information embedding is secure against non-legitimate users located in di-
rections. Another prominent scheme is devised by using side lobe AM-based
communication, having the main lobe dedicated to radar operations, while the
side lobe is dedicated to communication purposes. This sidelobe AM-based
information embedding is achieved by two methods, The first is by use of time
modulated array (which is explained in a subsequent section later), while the
second approach is based on convex optimization. That is, K distinct SLLs are
achieved by solving a convex beamforming problem to obtain weight vectors.

During each radar pulse, one of the k' weight vectors is utilized to transmit the
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signal, where each weight vector represents a unique binary symbol.
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Figure 2.7: 4 Side Lobe Levels with 2 beams

Moreover, a generalized side lobe canceller method is implemented in [72],
by using both the active and the listening modes of the radar. In active mode,
the main lobe is used for radar operations while side lobes are dedicated for
communication. In listening mode, there is no radar operation and the entire
duration is dedicated for the communication. Eight SLLs are achieved by the
author as shown in Figure 2.7. Two beampatterns with the same power in the
main lobe are used for radar operations while variable sidelobes are used to ac-
commodate four communication receivers. The Communication receivers were
located at 6,1 = —60°, 6,, = —40°, 6,3 = 40°and 6.4 = 60°. The red beampat-
tern represents binary zero, while the blue beampattern represents binary one
respectively. The first beampattern having red color has four sidelobe levels
starting from SLL; = —6 dB, SLL, = -7 dB, SLL; = —10dB, and SLL4 = —5
dB respectively. Similarly, for 2" beampattern blue color line having the fol-
lowing SLLs which are SLL; = —11 dB, SLL, = —9dB, SLL; = —8 dB and
SLL4 = —12 dB . Thus to increase the number of communication receivers, the

SLL must be increased.
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2.2.2 PSK Based Method

Another technique is devised in [73], which uses a PSK modulation scheme
to embed information. The phase shift will let us know whether the embed-
ded bit is 1 or 0. Similarly, authors in [69] proposed phase modulation (PM)
for embedding information into radar waveforms. Binary data is mapped with
the phase of the signal, which is decoded by using a phase detector at the re-
ceiver side. PM-based information embedding provides more accurate results
as compared to AM and multi-waveform ASK-based methods. Another advan-
tage of the said scheme is that it can be used for both directional and broadcast
modes and for coherent and non-cohere detection. In [74] authors claim that
the PSK-based method is more secure as compared to the ASK based method
because interference can disintegrate the SLL as compared to the phases of the
waveform. If the communication is coherent, only one waveform is used with
1 beamforming weight vector, and if the communication is incoherent, a pair of
waveforms and beamforming weight vectors are required, as shown in Figure
2.8. Communication symbols that are embedded into the phase of the signal
equals the total number of waveforms minus one.

To ensure the radar operation, a unity power weight vector has to be used.
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Figure 2.8: Phase Shift Keying based Information Embedding
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The model of the DFRC radar waveform-based signal is as follows

P * *
s(t,7) = %[wg W+ Wg Yy (2.6)

Similarly, the model of the signal received at the communication receiver is

given as
3o(2) = /2Ll 9y a(6,)]+ my (1) )
and
Ya(1) = |/ o lot(w"a(8)] + ny (2) 28)

Where Pr is the power of the signal, y,,(¢) and y,(¢) are two orthogonal radar
waveforms with unity power, and wyg is the weight vector. ¢ is the channel
coefficient, a(0;) is the steering vector towards the direction of 7" communi-
cation receiver and n,(7) is AWGN. During each radar pulse, only one bit of
information is embedded in the form of a phase symbol. The embedded phase

symbol can be extracted using

yP(T)|

¢ (1) = angle| Yo(D) (2.9)

It is important to note that both waveforms v, (), y,(t) will be transmitted
simultaneously. Hence at the receiver side, the difference between both wave-
form phases will determine the phase symbol. The common terms between both
phases will be cancelled out and this extracted phase value will be compared
with the original dictionary. Therefore, phase synchronization is not required.
Moreover, it is also worth mentioning that if the entire process is non-coherent,
and channel coefficient ¢; is correctly estimated, then two symbols can also

be transmitted, and this leads to double the data rate. This technique can hold
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the benefits of MIMO radar but lacks the dual functionality of MIMO radar
and MIMO communication. As with the increase in the in-constellation size,
the exact correlation on the phase symbol becomes difficult at the receiver end,

affecting the communication process.

2.2.3 Phase Rotation Invariance Method

In [55], a phase rotation invariance-based scheme is used. This technique
uses two waveforms to embed one bit of information. This technique is easy to
implement and gives a better data rate, but it needs a minimum of two matched
filters at the communication end. The phase rotation is direction 6; depen-
dent, hence only the intended communication receiver will receive embedded
information that is located at 6;. In this case, the communication process is
directional. In those situations, where the communication receiver location 1is
not known in advance or the communication receiver is moving rapidly, either
iteratively calculating the communication receiver location or broadcast mode
will be used. During each PRI, information is embeded in the form of binary 0
or binary 1 by employing a pair of beamform weight vectors. wy, wy... Wi, Wk.
Let ¢y, ..., ¢ be the K dimensional phase rotation alphabet associated with the

K pairs:

H
p=[7 (&((9)) (2.10)

wHa(6,)
where, k = 1,..., K phase rotational coded. It is important to note that only
one of the k" code is embeded in each PRI to deliver Q bits of information.

The shape of the transmitted signal is:

s(t,7) = wiy(t) + Wk (z). (2.11)
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Unlike the traditional PSK method, this proposed scheme embeds informa-
tion in the phase difference between two waveforms. This technique simplifies
phase detection and requires less computation. The signal received at the com-

munication receiver will have the following form:
xe(1,T) = Ge(7) (wga(ecw(z) + Wka(Oc)lI/(t)) Fne(t,7) (2.12)

The signal components associated with y(7) and (z) at the output of the

matched filter in the communication receiver can be expressed as:

(1) = de(T)wila(6:) +n(1) (2.13)
$(t) = d(t)Wa(6,) +i(r) (2.14)
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Figure 2.9: BER vs SNR of Phase Rotation Invariance based scheme.

Therefore, the phase rotation embedded in the received signal can be esti-
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mated as:

H
op=7 (M) (2.15)

wHa(6,)

The embedded binary sequence can be determined by comparing ¢ obtained
in Equation 2.15 with the phase dictionary. Furthermore, it is important to note
that the selected waveforms remain constant throughout the PRI but change on
a pulse-by-pulse basis.

Figure 2.9 shows the comparison of different schemes studied so far in terms
of SNR and BER. For 6, = 50° and 6, = 09, the performance of sidelobes AM-
based approach shows the worst results as compared to beampattern AM and
multi waveform ASK. Similarly, the beampattern PSK outperforms beampat-

tern ASK, phase modulation, and aforementioned techniques.

2.2.4 Index Modulation Based Method

Previous techniques discussed so far were either using amplitudes of wave-
form or using the phase of transmitter waveform to embed information. Now,
consider another domain of information embedding which is called index mod-
ulation (IM). Index modulation methods use the index or number of antenna
elements to convey additional information bits [75]. Multi-carrier Agile Phased
Array Radar (MAPAR) is used to embed information bits for the remote user
by using the same technique in [76]. Thus, integrating index modulation into
a DFRC transmitter side by using radar waveform leads to a high spectral and
energy efficient system, without degrading radar performance [77]. The sparse
array is used by [78] to embed information into an orthogonal waveform and
permutation of the antenna element. However, this reduces transmit power and
antenna gain, thus degrading the target detection and overall performance. In

[79] propose Carrier Agile Phased Array Radar (CAESAR), which can achieve
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wideband performance by using narrow band signals. The above-mentioned
performance is achieved by applying the concept of Frequency Agile Radar
(FAR) in which carrier frequency changes from pulse to pulse, thus a combi-
nation of the unique frequency with different antenna elements provides more
degrees of freedom as shown in Figure 2.10.
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Figure 2.10: Index Modulation based Information Embedding

Index modulation can be achieved by pairing antenna elements with unique
waveforms. This pairing is known to both the transmitter and receiver. In the
case of MIMO radar, there is no fixed binding between waveforms and antenna
elements. The system model swaps the antenna elements and waveforms ran-
domly. This swapping does not affect the performance of the system. Let us
consider MIMO with M7 antenna elements and G orthogonal waveforms, this

pairing provides a constellation effect in terms of factorial i.e., G! and the total
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bit rate becomes

bitrate(R) = [log2(G")](frrF) (2.16)

signal at the transmitter of DFRC having form in MIMO

s(t,7) = \/ME;WIII(t) (2.17)
(1) =Po(1) (2.18)

y(t) =Po(r) (2.19)

where, P is the permutation matrix of M7 X M7, W is the beamforming weight
matrix,y(¢) shuffled waveform matrix and ¢(¢) is wave form matrix.
The received signal at the communication receiver with index-modulated

waveform is

y;(t) = a;P"W"a(6;) + n(r) (2.20)

where o is channel coefficient, a(6;) is steering vector in the direction of

j"" communication receiver(6;)

Comparison is provided for symbol decoding in [75] by using maximum
likelihood (ML) based decoder, noniterative sub-optimal decoder, and iterative
low complexity decoder as shown in Figure 2.11, among all, the computation-
ally complex optimal ML decoder achieves the lowest BER values. As the
number of messages is increased, N;, grows, however, the overall BER perfor-

mance degrades as shown in Figure 2.12.
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Figure 2.11: Index Modulation-based Bit Error Rate
2.2.5 Code shift keying-Based Method

Changing radar waveform on a pulse-to-pulse basis introduced a new hori-
zon for researchers [80]. This technique enables us to assign numbers to the
waveform and at the receiver decoding the waveform will give extra informa-
tion. This is itself an information embedding technique because each waveform
represents a unique symbol. In this technique, binary data is mapped to Gold
codes or Kasami codes, initially, and then embedded to the waveform from the
dictionary as shown in Figure 2.13.

By using this technique, the interference between radar and communication

user and due to other targets is minimized to a remarkable level because they
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Figure 2.12: BER vs SNR of ML decoder

provide a low probability of intercept (LPI) [81]. Monte Carlo simulations were
used to check the performance of the communication receiver by using various
code lengths for both gold and Kasami codes. PSK modulation can be used
to increase the bit rate. At DFRC, CSK-based waveform is transmitted via an
omnidirectional antenna, at the radar receiver, a narrow beam width is required
to achieve scanning by a phased array radar (PAR) antenna. Suppose, there is
a dictionary of G waveforms, with G assumed to be the power of 2, then by
assuming each waveform as a communication symbol, the bit rate Rp;; of the

transmitted waveform can be written as

Rbit = [long] (2.21)

If the code length is N, chips, and the duration of each chip is tc the max-

imum bit rate to be achieved can be obtained by R = Ry;; fprr. Similarly, for
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binary PSK modulated waveform, the bit rate can be achieved by

Rpir = [logoG + 1] fprF (2.22)

Furthermore, now the symbol error rate is determined by using Gold codes
and Kasami codes in [81],1x107 trials of Monte Carlo simulations were con-
ducted by using code length of M = 32 bits, M = 64, M = 128, and M = 512
bits by using QPSK modulation respectively.

For M = 32 and M = 64, small Gold codes and Kasami codes were used
while for M = 128, and M = 512, large codes are used. It is concluded that
Gold codes for M = 64 perform well as compared to Kasami codes for M = 64

bits shown in Figure 2.14.

2.2.6 Frequency Hopping Based Method

Authors of [82-84] used frequency hoping waveform for radar purposes
only. Keeping the success rate for radar only, they now utilize the same concept

in DFRC.

In this approach, the author of [85] used the PSK symbol in radar waveform
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Figure 2.14: Symbol Error rates for Code shift keying for M = 64

to embed information. Sub-pulse-based architecture is used to cipher the infor-
mation. The waveform is divided into multiple segments called hops as shown
in Figure 2.15. To decode the PSK symbol, the communication receiver needs
accurate information about the channel and frequency hopping sequence (FHS).
This technique improves the data rate because pulse repetition frequency (PRF)
is improved, but on the other hand, the requirements of multiple hops, accurate
channel estimation, and multiplicative clutter effect due to timing offsets in-
crease the computational complexity. The MIMO-based DFRC by using FH
waveforms is proposed in [86]. This architecture uses radar as the primary
function, while communication is on a secondary basis. During each FH in-

terval, only one bit of information is embedded by using PM. However, due to
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Figure 2.15: Frequency Hopping based Information Embedding

the time-variant nature of the channel, waveform optimization needs to be done
successively to obtain target information and other features as well.

These features and target information are later on used to increase the MI
between the target response and the target returns. Author of [87] used PSK
and DPSK-based symbols for FH waveforms. In this proposed technique, M7
antenna elements and K frequencies to generate Frequency Hopped waveform
were used. The greater the number of frequencies, the greater the number of
hops (Q) and hence, the higher the number of symbols (L) per pulse. The num-

ber of symbols can be achieved by using

My!
symbol(L) =MrCy = = (MTT_ I ) (2.23)
bitrate = [logo L] (Q) (frrF) (2.24)

34



BER Vs SNR

=v—Proposed FH (Encoded)

* . —4—Proposed FH (Un encoded)

=% 'Side Lobe Level (Encoded)

=4 ‘Side Lobe Level (Un encoded) |

1072
&
=
==]
103
104
10-5 / | | | | ! ‘
0 5 10 15 20 25 30
SNR (dB)

Figure 2.16: Frequency Hopping based BER Vs SNR

This is the simplest method to implement and it gives a higher bit rate (R) as
compared to previous approaches.

Numerical results are based on Monte Carlo simulations to validate the ef-
fectiveness of this method i.e., frequency hopping-based waveform design in
[39]. A high PRF is used in the X band, which in return gives a data rate of
megabits, respectively.

Figure 2.16 shows the performance in terms of BER vs SNR for frequency
hopping in phase-modulated waveform (uncoded) and convolutional encoder of
rate 2/3 in waveform (encoded) compared with method1 i.e., controlling side

lobe levels (SLL) for communication users in [88], respectively.
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2.2.7 Chirp Slope Keying (CSK) Based Method

In this technique, information is embedded into radar emission by using
chirp sub-carriers [89]. These chirps are generated by using Fractional Fourier
Transform (FrFFT) [90]. Linear Frequency Modulated (LFM) pulse is used to
preserve the radar performance. This type of information embedding is used
to mitigate the inter-channel interference (ICI) caused by Qausi chirp subcar-
riers [91]. Authors of [70; 92] used the slope of chirps to represent the digital
modulating data i.e., 1 and 0. A rising slope or up-chirp means bit equals
1, while a falling slope or down-chirp means bit is zero. Higher constella-
tion can be achieved by using a large number of up/down chirp levels [93].
Additionally, Direct Sequence Code Division Multiple Access (DS-CDMA)
proposed by [94] avoids mutual interference between communication user and
radar. In [95] achieved orthogonality between radar and communication signals
by implementing up-chirps and down-chirps. [96] implemented Stepped Fre-
quency Continuous Waveforms (SFCW) and [97] used BPSK signal modulated

by LFM. Similarly, [98] used saw chirp for communication purposes.

2.2.8 Time Modulated Array Based Method

Time Modulated array or 4-dimension antenna array uses a pre-defined time
sequence programmed at the transmitter to radiate beampattern [99]. Initially,
TMA was limited to the field of radio astronomy only [100] due to slow FR
switches, nonavailability of ad-hoc design methodologies for on-off sequence
of antenna elements, and inefficient implementation of time modulation [101].
From the beginning of the new century, the demand for TMA increased, when
low-priced array structure, irregularly shaped geometry, and low SLL became

the demand of industry with unconventional radiation characteristics [102]. Re-
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cent developments of TMA in DFRC with each beampattern represent unique
binary information. One of the main advantages of using TMA is the use wide-
band instead of narrow-band signals. Authors in [103] used ULA at DFRC
transmitter side, similarly, another study is carried out by [104—107] to im-
plement TMA for harmonic beamforming, multiprogramming in [108], angle
diversity in [109] and [110] conducts a quantitative study on the energy effi-
ciency of the radar and communications integration. The overall efforts were
made to reduce the power losses in terms of sideband radiation.

The basic idea of TMA is to use the radar Integration Time (IT) by dividing
it into time slots according to modulation. A specific number of antenna ele-
ments were turned off several times instant to achieve a higher data rate. This
switching of antenna element represents 1 bit ON or OFF as shown in Figure
2.17. To keep radar operations uninterrupted, a Genetic Algorithm (GA) based
optimization technique is used [9] and 4 different beampatterns were designed

to transmit binary information.

signal

Figure 2.17: Time Modulated Array for Information Embedding

In the above methods, the data rate is highly dependent on the PRF of the
radar and can be achieved only when a line-of-sight (LOS) channel is used.
Similarly, time modulated linear array (TMLA) is utilized for information em-

bedding by [111], these obtain low SLL by using single and multiple frequen-
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cies in different designs. It is concluded that only by controlling time-based
sequence, diverse power levels, and different beampatterns can be achieved.
[112] used TMA for information embedding by proposing two different ar-
chitectures which are, Sparse TMA (STMA) in which phase angle is set to
zero while power is set to unity, and second is Phase Only Synthesis TMA
(POSTMA), in which phase is optimized by using GA.

So far, an overview of different strategies for radar-embedded communica-
tion signals has been presented. Such strategies are key to establishing dual-
function systems that permit the simultaneous execution of both radar and
communication functions from a shared platform. A balanced and complete
account of existing methods has been provided and their respective advantages
and disadvantages are discussed. In the following section, the methods that use

communication signals for radar operations are overviewed.

2.3 Communication waveform for radar operations

A DFRC system shares its resources like spectrum, power, and antenna ele-
ments to transmit such a signal which suits both the radar and communication
receivers [113—120]. Now methods are analyzed, that utilize the communication-
based waveforms that scan the target without any degradation in system effi-
ciency by simply doing small alterations in the actual waveform. This approach
utilizes digital multiplexing techniques to encode digital data into multiple or-
thogonal frequency carriers called sub-carriers. By using OFDM-based wave-
form for DFRC, better characteristics of low side lobes, high Doppler tolerance
and information transmission capacity are achieved, as reported in [17; 121—

126]. Decoding at the receiver side is done by using the Fast Fourier Trans-
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form (FFT). Because of the diverse nature and wide range of applications, the
OFDM-based waveform became a feasible option to attract researchers as an

alternate solution to fulfill the requirements of the industry [127].

2.3.1 Mutual Information Based Design

Mutual information between radar and communication plays a vital role in
terms of channel capacity and radar performance [128—131]. In this technique,
Mutual Information (MI) between the communication user and radar target is
used as an optimization objective for radar at the transmitter side [132]. Radar
MI is used to evaluate the radar performance, while channel capacity calcula-
tion is used as performance measure of the communication system. The impact
of SNR and the number of antenna elements on MI and channel capacity is

calculated in [133].
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Figure 2.18: OFDM based subcarrier approach for different communication users

An adaptive OFDM (AOFDM) design-based approach is proposed in [130]
in which the conditional MI between the radar and the received signal is used
to calculate the data information rate (DIR) in a frequency selective channel.

Similarly, Inner bounds on the performance of DFRC in terms of DIR and
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estimation information rate at receiver is also investigated in [134]. Afterward,
the MI maximization is further explored in [135] to minimize the minimum
mean square error (MMSE) in terms of the target impulse response. Moreover,
for communications-based waveform design, a litmus test is to maximize the
data rate by adaptively assigning the transmit power according to the CSI [136].

To summarize the discussion, by using OFDM-based waveforms, MI max-
imization can be solved as a convex optimization problem. Therefore, it be-
comes an attractive measure as compared to other optimization criteria, like
the probability of detection and Cramer-Rao bound, which are generally non-
convex problems [19]. In OFDM-based systems, the entire bandwidth 1s di-
vided into K subcarriers and it is important to note that each subcarrier uses a
unique frequency. Similarly, each communication receiver utilizes one sub-
channel only, while radar utilizes all subcarriers for estimation purposes as
shown in Figure 2.18. DFRC transmitter and communication receiver need
to be synchronized in terms of frequency [137]. The signal at the output of the

transmitter of dual function antenna array is:

x = Fs (2.25)

where, x contains L symbols and K subcarriers and K < L.
F is an Inverse Discrete Fourier Transformed matrix and each row represents
the OFDM sub-carrier.
s = [s1,52,...,5k]] having lengthKx1 vector, represents the amplitudes and
phases of each sub—carrier.

The signal at the radar receiver is given as

YRadar = HS+1 (2.26)
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where H contains all the diagonal values of channel impulse responses, n is
AWGN vector. Similarly, the signal received at the communication receiver is

given as

Ycomm,j = GjS +my (2.27)

Where, G; = diag(g;) and g; = [8(j,1),8(J,2);- -, &(J, K)]T denotes chan-
nel coefficients for the K subcarrier, which are associated with J'* communica-
tion receiver.

Information is embedded into this OFDM waveform by using the QPSK
phase as explained in [137]. Each communication receiver is allotted a unique
subcarrier, which uses using unique frequency. Hence, at the communication
end, the interference is minimal. The main task in OFDM-based waveform
design is to manage the transmit power of each sub-carrier such that radar target
identification 1s improved. The power of each phase can be calculated by p; =
|sk|?. Hence, the overall transmit power of the transmitted signal is

K

Prorar = x1x = sHFHFs = sfls = Z P, =tr(P) (2.28)
k=1

where, 1r(.) represents the trace of matrix. The maximum power allocated

to k' sub—carrier is represented as P(k,max)> hence the

T
Pmax = [p(l,max)ap(z,max)a' . 7p(K,max)]

The following optimization gives us acceptable radar objectives

2
pij

) (2.29)

J K
Z Z w; rlog(1+
j=1k=1

Gm]k
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such that
K 2

PikOy: i
8/,
Y wlog(1+ GT) < —Y0opt
k=1 m;
where ngj . 1s normalized channel gain for communication receiver and G,fk

1s normalized channel gain for radar target, ank 1s noise components in the K
sub-carriers at radar receiver and G,%M 1s noise components in the K sub-carriers
at J'" communication receiver. 0 pr represents the MI level of the radar and
communication users and Y is the flexibility of radar towards communication
users. The value of y ranges between 0 and 1. For better radar operations, the

value of 7y is more inclined towards 1.

1"p < Protat max (2.30)

0 < p < Pnax (2.31)

Radar function allows the dual-purpose transmitter to vary the power allo-
cation such that the radar mutual information does not fall below Yo, ;.

Figure 2.19 shows power allocation for communication user by assigning 29
subchannels to user 1 shown by red color while 3 subchannels to user 2 shown
by blue color, respectively. Only one radar target is present utilizing all 32
subchannels. The maximum power normalization for each subcarrier is set to
10 units. Maximizing the overall communication mutual information is done by
using eq (14) in [137]. It is observed that three subchannels that are assigned to
user 2 are low-powered, which results in better MI1. Similarly, for the worst case
scenario, 8 subcarriers are assigned to user 1, while 16 subcarriers are assigned
to user 2. The mutual information is degraded with poor channel conditions

than the communication receiver 1 in radar-favored sub-carriers.
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Figure 2.19: Power allocation for Mutual Information based OFDM subcarriers for Radar cen-
tric design

2.3.2 Index Modulation Based Design

Authors in [138] used index modulation for increasing data rate by using
OFDM waveform. Information is encoded into waveform by using quadrature
amplitude modulation (QAM) as well as by using the indices of antenna ele-
ments in the DFRC transmitter.

These two parameters help us to improve the efficiency as compared to the
traditional OFDM [139-142], and the advantages observed are mentioned in
[143]. This presented technique gives good results for radar scanning in terms
of energy efficiency, reduced PAPR, robustness to ICI, and improved BER re-
spectively. Similarly, [75] used different antenna elements and frequencies of
subcarrier, which act as constellation space. In this technique, authors split
the information bits by using a bit splitter module, where each bit is mapped
to the index selector and Golay code sequence inserter module. Afterward,

sub-blocks or sub-carriers are created in the OFDM block creator. All the sub-
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carriers undergo the IFFT and cyclic prefix (CP), then data is further converted
from parallel to serial and transmitted through the DFRC transmitter as shown
in Figure 2.20.

The m!" OFDM symbol, which is generated by applying IFFT is given be-
low:

Xm = IFFT((Xm) = [Xun.1,Xm 2 Xmn]" (2.32)

where, matrix X contains frequency domain transmitted symbols and X, ,

represents m'" symbol transmitted over n'" sub—carrier.

TFFT
OFDM &
...01101000... Bit E: Index_ 2 Block i Cyclic
4 Splitter v | Madulation - Creator Prefix

Figure 2.20: OFDM based Index Modulation at DFRC Tx

The cyclic prefix of C samples is added to the beginning of the OFDM sym-
bol after applying IFFT as below,

X = (X0 (N—C4 1) X (V1) - XmN] (2.33)

This baseband discrete signal is processed with a digital-to-analog converter
and up-converted to the desired carrier frequency. The signal to be transmitted

through the DFRC transmitter becomes

(1) = real[x(t)e/ 21 +0)] (2.34)

Here, f, is the carrier frequency and 8 is the initial phase of the transmitted
signal. The channel through which this transmitted signal propagates intro-

duces Doppler shift and delay to each subcarrier in each path. The channel is
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modeled as

P
c(t,7) =Y ope /™IS (1~ 1) (2.35)
p=1

where o, represents attenuation factor, 7, is radar time delay and v, is
doppler frequency shift for p™* target. The signal received at the radar in the

frequency domain is given as
S anp)
yn] =) Otpx(F —1,)e! 5+ win) (2.36)
p=1 s

where, F; = NAf is the sampling frequency upon which the received signal is
sampled, and w[n] represents the AWGN vector.

At the communication receiver, the null subcarrier is used to identify the
location of the communication receiver and then well known maximum like-
lihood (MLL) approximation is used to decode the QAM modulation. The
performance of radar is calculated in terms of the MSE, while the performance

of the communication receiver is calculated in terms of BER.

2.4 Beampattern Modulation

Since existing literature mostly focuses on the scheme of using a single beam
for communication and sensing [144—-147], beamforming-based approaches for
radar and communication are reviewed in this section. The aim is to study the
performance parameters of separate beams for radar operations as well as com-
munication systems generated by a single aperture by using signal processing
algorithms [148]. It is important to note that both radar and communication sys-
tems have different requirements for beamforming [149; 150]. Working on high
frequencies, radio system encounters propagation loss, therefore, the commu-

nication system on the one hand requires stable and LOS beams for large gain,
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while radar on the other hand requires time-varying and directional scanning

beams.

2.4.1 Sub-beam sharing Design

The concept of 3-dimensional multibeam is presented by [151] for radar in
terms of a narrow beamwidth in azimuth, circular or rectangular shape in ele-
vation, and low SLL from a single aperture. Similarly, authors in [152] used
the same concept for 5G communication systems, and [153] for a two-channel
selectable down converter for interference mitigation in radar operations, re-
spectively. Recent developments for unified hardware-based radar and commu-

nication multibeam is studied in [154-160].
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Figure 2.21: Multiple Beams Concept

The entire spectrum is divided into portions called subbeam, one portion is
utilized by the communication receiver all the time while the remaining portion
is used for different radar operations as shown in Figure 2.21. Phased array
radars can scan in 2 dimensions to fully utilize the available spectrum. This
system 1s capable of transmitting and receiving simultaneously and multiple

beams are generated using the same transmitter. The general drawback of mul-

46



tiple beams is that total power is divided into multiple beams and the scan range
is reduced. [148] proposed the idea of splitting the transmitter antenna array
into two parts for joint radar and communication for interference mitigation.
The proposed framework implements time division duplex (TDD) for radar op-
erations while OFDM for communication systems respectively. The parameter

estimation is done by an on-grid compressed sensing-based algorithm.

2.5 Feature Based Estimation

The feature-based estimation technique extracts multiple features from the
received signal to estimate the characteristics of the transmitted signal, such
as its range, velocity, amplitude, phase frequency, and modulation type [161].
By using FB estimation techniques, cognitive radio systems can determine if
a signal is legitimate or not and thus help prevent false alarm detection [162].
Ultimately, FB estimation is essential for reliable spectrum sharing and effi-
cient cognitive radio networks. Additionally, with improved communications
performance and efficient spectrum exploitation, FB estimation can provide a
valuable tool for interference avoidance in wireless networks [163]. The FB
classification can be implemented by Combining with Kalman Filtering [164]
or Hidden Markov Models (HMM) to improve the efficacy of results and pre-
vent false detections [165].

The suboptimal Feature-based method is developed to classify signals by
identifying useful features before the classification process [166]. These fea-
tures can include instantaneously calculated values, transformed representa-
tions, statistical measures, or characteristics derived from constellation shapes.

Extensive research has been conducted on both methods, revealing that the LB
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method offers the most effective solution but demands significant computa-
tional resources and prior knowledge of the signal. On the other hand, although
less optimal in terms of accuracy, the FB method provides a faster response
time due to its lack of dependence on prior information. In ML-based tech-
niques, feature extraction becomes a task requiring expertise when employing
these methods. To overcome this challenge in FB methods and enhance their
efficacy in recognizing complex patterns effectively compared to shallow mod-
els do deep learning approaches have drawn considerable attention for reducing
reliance on traditional feature engineering methodologies. Due to the rapid ad-
vancements in DL technologies, numerous methods have been developed to
self-learn the features, and DL is preferred because it requires large datasets,
which are easily obtained from communication systems. The complexity of DL
1S a major concern since it involves training and testing phases, many applica-
tions have utilized depthwise convolutional networks. As a result of depth-wise
convolutions, the model size is reduced significantly, but accuracy remains the
same. Compared to conventional convolution, this model has fewer parame-
ters, making it suitable for small devices in cognitive environments. In [167],
authors applied Markov-based decision process and Deep Q network to esti-
mate the target parameters for cognitive radar. The main achievement is to
minimize the interference between radar and the communication user. In [168]
separable convolutional neural network (CNN) is applied to estimate features
of the received signal at the communication receiver. The authors have applied
CNN architecture to the signal received from a high noise-impaired channel.
Similarly, in [169] long short-term memory (LSTM) with a gated recurrent unit
(GRU) layer 1s applied to obtain higher accuracy for B5SG wireless networks

and Internet of Things (IoT) networks. The efficacy of results is measured in
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terms of accuracy, training loss, and confusion matrix. The value of SNRs is
used between -20dB to 20 dB. A few more models based on CNN architectures
are studied in [170-172]mainly focusing on extraction of features, calculating
the computational complexity and accuracy of proposed models. In [173; 174],
researchers skipped the features extraction step to further reduce the compu-
tational complexities. Similarly, to increase the performance while keeping
low computational complexities, the combination of CNN with recurrent neu-
ral network (RNN) is presented in [175; 176]. More details about the use of
CNN, RNN, and other variants of DL algorithms have been widely discussed
in literature by [177; 178].

2.6 Summary

In summary, dual-function radar and communication systems use two main
approaches: likelihood-based and feature-based estimation. They share the
same hardware, with radar operations mainly in the main lobes and commu-
nication in the side lobes.

Furthermore, the selection of waveforms plays a critical role in dual-function
systems, with radar-based waveforms commonly employing ASK or PSK mod-
ulation, while communication-based waveforms utilize OFDM, frequency hop-
ping, and index modulation techniques. Additionally, the utilization of multiple
beams allows for dedicated operations in various scenarios.

In feature-based approaches, neural network-based architectures are applied
to either the communication receiver, radar receiver, or both, to estimate the re-
ceived signal accurately. This integration of advanced techniques enhances the

performance and versatility of dual-function radar and communication systems,
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enabling them to adapt to diverse operational requirements efficiently. As these
technologies continue to evolve, they hold immense potential for addressing the

complex challenges of modern communication and surveillance applications.
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Chapter 3

Modulation-Based Information

Embedding and Interference Mitigation

for the Design of DFRC

In today’s world, where versatile systems are crucial, combining radar and
communication on one platform is a big focus of research. Therefore, Fre-
quency Shift Keying (FSK)-based methods are employed to encode information
for both radar and communication. This chapter of the dissertation closely ex-
amines how these methods can be optimized, with a particular emphasis on two
novel approaches: Frequency Quadrature Amplitude Modulation (Freq QAM)
and a hybrid approach combining Frequency Shift Keying with Frequency Di-
vision Multiplexing (FSK-FDM). The integration of FSK-based strategies presents
promising opportunities for the implementation of dual-function radar and com-
munication systems. Moreover, the strengths and weaknesses of the proposed
schemes are discussed in the subsequent section by presenting a variety of ex-

amples and Monte Carlo simulations.
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3.1 Frequency Quadrature Amplitude Modulation based tech-

nique

A new approach is introduced in this section for information embedding by
using the FQAM method for DFRC. Information is embedded in the radar-
based waveform in the form of symbols. Each symbol is composed of orthog-
onal frequency using M-ary FSK and binary information encoded by M-ary
QAM. All the mapping is done in the Lookup table, which is shared with the
communication receiver in advance. Once the symbols are composed by keep-
ing orthogonality constraints, they are transmitted in each radar pulse. Each
pulse contains only one symbol, which changes on a pulse-to-pulse basis. The
receiver transcribes each accompanying bit with a unique frequency as O or 1
based on whether that constellation and frequency are radiated. The proposed

technique has the following attributes:

* The communication message shall be transmitted to single or multiple
communication directions regardless of their location, whether they are

located in the main lobe or sidelobes.

» This process is secure against intercepts from directions other than the

pre-assigned communication directions.

* The decoding of each FQAM symbol at each communication receiver is

independent of another neighboring symbol in the sequence.

The remainder of the proposed scheme is structured as follows: Section
3.1.1 introduces the proposed DFRC Data Model, while Section 3.1.2 presents
the Frequency QAM-based information embedding scheme. Additionally, the

key advantages are discussed in Section 3.1.3, and the receiver designs for both
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the radar and the communications are discussed in Section 3.1.4. Furthermore,
simulation results are compared in Section 3.1.5, and finally, Section 3.3 con-

cludes the FQAM scheme.

3.1.1 Proposed DFRC Data Model for FQAM Methodology

Consider a uniform linear array (ULA) used at the transmitter side of the
dual-function array. The inter-element distance between the antenna element is
set to half of the wavelength. The array’s length at the transmitter is represented
by M7, while Mg and N denote the length of radar and communication receiver
arrays, respectively. The length of the DFRC transmitter and radar receiver are
set equal. The radar receiver is placed with a DFRC transmitter array such that
both observe the same spatial angle. In contrast, the communication array is
placed in a far field at some arbitrary location. One of the key objectives of the
DFRC transmitter is to generate signals with high target tracking capabilities
and embed the binary information into the waveform without degrading the
system performance. The signals at the input of the DFRC transmitter are given

as:

G
s(1,7) = ) A(7)wg'x, (3.1)
g=1

where, t represents the time within each radar pulse or fast time index, while
T represents pulse number or slow time index. A(7) is Uniform power as-
signed to each beamforming weights, (.)* denotes the complex conjugate and
Wg () is Uniform Transmit array beamforming weight vector having dimen-
sions Mr x 1. x4(t),g = 1,2,3,..,G are G orthogonal waveforms that contain

the embedded sequence of binary data. It is assumed that waveforms must
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fulfill the conditions of orthogonality with no time delay and can be written

mathematically as:

/xg(t)xé(t)dt =0 (3.2)
T

and

g#¢g, (3.3)

where T is the pulse width.

For error-free communication, all the waveforms must be orthogonal to each
other, but in reality, perfectly orthogonal waveforms are difficult to construct
due to time delay and phase shifts. Therefore, waveforms with low cross-
correlations and less spectral overlap are used. The problem of waveform de-

sign lies beyond the scope of this study.

3.1.2 The Frequency QAM-based information embedding scheme

During each radar pulse, one frequency will be selected from the pool of
M — FSK which is mapped to one constellation symbol of M — QAM. The

M — F QAM symbol contains information

N =log, M, (3.4)

Where M is the combination of My and M,,. Let us denote M; QAM symbols
as {x1,x2,...,Xm, }, where x; = Are/% The mathematical form of the proposed

information embedding scheme is as follows:

Xmk) = V2AA (2t i) (3.5)
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Where, m = 0,1,...,My — 1 represents frequency and k = 1,2,...,M, repre-
sents data symbol, A is the uniform transmit power and Ay, is the amplitude of

each symbol. Figure 3.1 illustrates the proposed mapping rule.

Xg,1 Xo,4

Xo,1

/ 4-ary QAM symbol

Xp,2 Xo,3 4-ary FSK Frequency

X1,1 X1,4

Jo fi E

by

X231

X2,2 X23

X3, E

XA32 A3z.3

Jo fi f S

Figure 3.1: FQAM Proposed Methodology

Four frequencies were implemented to construct a 4—ary Frequency Shift
Keying (FSK) system, each represented by two bits, alongside four Quadrature
Amplitude Modulation (QAM) symbols, each also represented by two bits, as

1llustrated in the Table. 3.1.
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Table 3.1: 16 — ARY FQAM bits mapping, 4 — ARY FSK frequency and 4 — ARY QAM data
symbol

Binary Data Frequency FQAM
Input data | Sequence | Sequence Symbol
0000 00 0]0 X1 | F1 | x(1,0)
0001 00 0|1 X2 | F2 | x(1,1)
0010 00 110 X3 | F3 | x(1,2)
0011 00 1|1 X4 | F4 | x(1,3)
0100 01 00 X1 | F1 | x(2,0)
0101 01 01 X2 | F2 | x(2,1)
0110 011 110 X3 | F3 | x(2,2)
0111 01 1|1 X4 | F4 | x(2,3)
1000 110 0]0 X1 | F1 | x(3,0)
1001 110 0|1 X2 | F2 | x(3,1)
1010 110 110 X3 | F3 | x(3,2)
1011 110 1|1 X4 | F4 | x(3,3)
1100 11 00 X1 | F1 | x(4,0)
1101 11 01 X2 | F2 | x(4,1)
1110 1)1 110 X3 | F3 | x(4,2)
1111 1)1 1|1 X4 | F4 | x(4,3)

3.1.3 Key Advantage of the Proposed Scheme

The key advantage of the proposed scheme is that it is the merger of two
technologies, as explained earlier. On the one hand, it utilizes the benefits of
frequency diversity and digital modulation schemes, and on the other hand, it
gives a higher data rate. The 4 QAM allows us to transmit 2 bit of information
while the proposed scheme 4 FQAM allows us to transmit 3 bits. Similarly,
using traditional 8 QAM, 3 bits can be transmitted, but with the proposed 8
FQAM, 4 bits can be sent using the same computational complexities. For the
case of 16 QAM, 4 bits can be transmitted while 16 FQAM sends 5 bits of
information.

This study considers the DFRC transmitter beampattern with four commu-
nication receivers to assess efficacy in broadcast mode, whereas it is tested with

a single communication receiver for the dedicated link. The radar target is sit-
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uated at an angle of 6, = 0°. The first communication receiver is positioned at
6.1 = 30°, while the second is at 6, = 50°. Additionally, the third receiver is
located at 6,3 = —30°, and the fourth at 6,4 = —50°, as illustrated in Figure

3.2.

DFRC Transmit Beamforming

Output Power (dB)
o =

[ S
=]

25 -

-30

-80 -60 -40 -20 0 20 40 60 80
Angle (#) in degree

Figure 3.2: DFRC transmit array beampattern with one Radar target at 6, = 0° while four
Communication receivers at an angle of 6,1 = 30°,0,, = 50°, 0,3 = —30°,and 6.4 = —50°

3.1.4 Receiver Design

In this study, two types of receivers are studied: the radar receiver and the
communication receiver. The radar receiver determines the direction of arrival,
1.e., the angle DOA 6 of the target, while at the communication receiver, the

frequency and the modulation scheme of the transmitted symbol is analyzed.

3.1.4.1 Performance of the Communication Receiver

This section presents the decoding methodology of the proposed FQAM at
the communication receiver under the AWGN channel. The location of the

communication receiver is assumed to be stationary during the entire commu-
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nication interval. A matched filtering-based soft decoding methodology is ap-
plied at the receiver side. Let us consider L communication receivers, located
somewhere in the far field. It is assumed that the dictionary of orthogonal
waveform at dual function transmitter is known to each of the communication
receivers. Assume that the j communication receiver with Uniform linear
shape array antennas having dimension Ng receive the following baseband sig-

nal

y;(t,7) = ajcj(9))(a’ (6;)s(z,7))b(6,) +n(t, 7) (3.6)

where, a; = channel coefficient constant from transmitter array towards J' th
communication receiver
cj(¢;) = steering vector from receive array in direction of ¢; communication
receiver
n;(t,7) = Additive white Gaussian noise with variance 2 I
(¢;) = direction of j'" communication receiver. The information is decoded in

two simple steps, as explained below:

Frequency Content Decoding

At the beginning, the beamforming operation is executed to remove the
steering vector from the received signal. Additionally, the matched filtering
technique is employed to extract the frequency component embedded in the
received signal. This includes convolving the received signal with a matched
filter kernel designed to maximize the signal-to-noise ratio (SNR) of the desired

frequency component.

X¢(t) = Yeom(t,7) xh(t) (3.7)
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where X /(¢) is the filtered frequency content and h(z) represents the matched
filter kernel for frequency extraction. Both the signals are in the time domain

representation.

QAM Symbol Decoding

Subsequently, after extracting the frequency contents, the received signal
will be matched and filtered with the QAM symbol dictionary. This involves
aligning the received signal with a template waveform representing each possi-
ble QAM symbol and maximizing the correlation between the received signal

and the template waveform.

ﬁq(t) :ycom(taf)*g(t) (3.8)

Whereas, g(7) is the template waveform for QAM symbol extraction.
Therefore, the use of matched filtering for both frequency component ex-

traction and QAM symbol extraction enables the communication receiver to

accurately demodulate and decode the transmitted information.

3.1.4.2 Performance of the Radar Receiver

In this section, the performance of the radar receiver is evaluated in the far
field at 6, = 0°. The number of antenna elements at the radar receiver is set
to Mg. The beamforming-based algorithm is used for the direction of arrival
(DOA) estimation. Consider, there are M far-field targets within the radar main
beam; the vector form of the baseband signal received by the radar receiver is

expressed as:

M
Xradar(t,T) = Y Bm(7)(a’ (6)s(t,7))b(6) +e(t,7)+n(t,7) (3.9

m=1
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where, B,,,(7) is the reflection coefficient of the m'" target that obeys the Swer-
ling II target model, b(6,,) is the steering vectors of the receiver array in the
direction of 6,,. Similarly, a(6,,) is the steering vector of the transmitter array
in the direction of 6,, and e(t, 7) is the Mg X 1 vector comprises the signals that
impinge on the receive array from the sidelobe region also called as interference
vector and n(t,7) is the AWGN with variance o2 1.

The results are shown in terms of power and theta as shown in Figure 3.3.

Radar - DL Beampattern

Output Power (dB)

Sample Number

Figure 3.3: Radar receiver at 6, = 0°

3.1.5 Results and Discussion

Consider a uniform linear array with M7 = 24 antenna elements at the DFRC
transmitter and Mg = 24 antenna elements at the radar receiver. During each
radar pulse, the binary information encoded in the FQAM symbol is transmitted
from the DFRC transmitter and delivered to the communication receiver and

radar receiver, respectively. It is important to note that only one waveform
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will be transmitted during each radar pulse, and it changes from pulse on pulse

basis.

3.1.5.1 Example 1: Single Communication Receiver

In the 1% case, one radar receiver and one communication receiver is con-
sidered. The communication receiver is located at 6, = 20° while the radar
receiver is located at 6, = 0° as shown in Figure 3.4. The objective is to mini-
mize the out-of-sector radiation while maintaining the distortion-less response
towards 6,. Additionally, a sidelobe level (SLL) is enforced towards the com-
munication receiver. Here it is important to tell that a constraint is imposed
upon the communication receiver that the number of communication receivers
(J) must be less than the antenna elements (M7) at the DFRC transmitter. Thus

the overall optimization problem can be written as:

minmax |w7a(6)1, 6 € ©
w0
such that ~ w'a(6,) =1 (3.10)
and wha(6,.)= AN; j=1,...,J

j
The constraint defended in Equation 3.10, 0) represents the sidelobes other
than those of the communication receiver, while A ; represents the predefined
power level allocated to sidelobes containing the communication receiver. The
same weight vector is assigned to the communication receiver during the entire
pulse duration. A lookup table is shared with each communication receiver
in advance containing the power of SLL and Mainlobe. The following power
allocation formula is used to convert from linear scale to dB scale.
(%)?

Aj = 10log 10(~2-) (3.11)
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Figure 3.4: Example 1: Beam pattern of transmitter array with 6, = 0° and single communica-
tion receiver at 6, = 20°

where o represents the variance of noise and y; represents linear power of
the sidelobes. In this case, the main lobe power is set to maximum, while the
sidelobe containing communication receiver is set to A; = 7dB. The linear
power allocated to sidelobe is 1 = 0.1995. The signal received by the commu-

nication receiver located at 6, = 20° is shown in Figure 3.5.

3.1.5.2 Example 2: Multiple Communication Receivers

In the 2"“ case, a single radar target is considered along with four communi-
cation receivers. In this scenario, two distinct sidelobe levels were selected. As
the placement of communication receivers lies +30° and +50°, Therefore, the

following arrangements were made. The 1% and 3"“communication receivers
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Figure 3.5: Example 1: Single communication Receiver at 6, = 20
were located at an angle of 6,1 = 30° and 6.3 = —30° with allocated power of
A1 = —8dB. Similarly, the 2"¢ and 4" communication receivers were located

at position 6, = 50° and 6.4 = —50° with allocated power of A, = —7dB as
shown in Figure 3.6. In this example, main lobe is set with maximum power,
while 1% SLL is selected as 7; = 0.1585 and 2" SLL is selected as 75 = 0.1995.

It is important to note that all the constraints used in Equation 3.10 were ob-
served. Moreover, the conversion from linear scale to dB scale is done by using
Equation 3.11. In this case, broadcast mode is used, and all communication
receivers receive the same data. The beamforming-based approach is applied
to decode the baseband signal, and then the decoding of bits is done as per the
scheme discussed above. From Figure 3.7, it can be observed that at the com-

munication receiver, whether it is a single case or a broadcast case, the received
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Figure 3.6: Different sidelobe Levels for each Communication receiver.

signal main lobe is approximately 25 dB higher than the sidelobes.
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Figure 3.7: Received signal power at communication receiver under optimized weights

3.1.5.3 Example 3: Performance Analysis of the proposed scheme

In the 3@ case, the radar receiver is placed at the same point, i.e. 6, = 0°,

while a single communication receiver is used and placed near the radar’s main

lobe, i.e. 6, = 5°. In this example, as the target and the communication receiver

lie very close to each other, a wider main lobe accommodates both entities.

64



Comparison: Traditional 8-QAM vs 8-FSK-QAM
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Figure 3.8: Example 3: Performance comparison of the proposed FQAM technique with exist-
ing techniques

The width of the main lobe can be controlled by ® = [0, Onax]. One of the
objectives is to provide higher power to the wider main lobe and suppress the
sidelobes. The following optimization problem is developed for this scenario.

ngnmeax wla(0)1 6 € ©
such that  wHa(6,) =¢ 3.12)
and WHa(ch) =A; j=1,...,J

The power level of the main lobe can be controlled by &, while communica-
tion receivers that lie outside the wider main lobe can be calculated by y. Perfor-
mance degradation is not observed at the radar receiver or the communication
receiver. This experiment concluded that the proposed techniques perform well
in the main and side lobes. Also, it is important to note that there is no impact
of a wider main lobe on radar performance. The performance comparison of

the proposed scheme with traditional QAM is calculated in terms of BER and
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SNR. The proposed 4 — FQAM scheme outperforms 4 — QAM (Trad), while
8 — FQAM gives better SNR compared to tp 8 — QAM(Trad) as shown in Fig-
ure 3.8. As the size of the constellation increases from 4 — QAM to 16 — QAM,
the probability of error increases, and the efficiency of the system decreases.
One of the key parameters is the selection of the orthogonal frequencies and

the sampling frequency.

3.2 A Hybrid Frequency Shift Keying and Frequency Divi-
sion Multiplexing-based Approach

This section of the chapter presents a new approach to embedding infor-
mation in radar waveforms by a hybrid FSK-FDM technique, which enjoys the
benefits of both modulations and multiplexing techniques. Note that AM-based
techniques are used when the communication receiver resides in the side-lobe
region of the radar. In contrast, PM techniques perform better on communica-
tion receivers in the main lobe region. However, the proposed design facilitates
the delivery of information bits to the communication receivers with an im-
proved bit rate (BR) and bit error rate (BER) regardless of their locations in
the radar’s main lobe or side lobe regions. Initially, a lookup table is main-
tained that contains the symbols mapped against the possible combination of
two information bits. Since each symbol contains information on the orthog-
onal waveforms and frequencies, a composite signal is generated by adding
multiple symbols using a linear adder. Eventually, the overall data rate signif-
icantly increased when adding the symbol through a linear adder in each PRI
Next, this composite signal is modulated at an intermediate frequency upon

which the radar operates. Finally, the received signal at the communication
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receiver is passed through the bandpass filtering procedure to extract the indi-
vidual symbol. Each combination of waveform and frequency is decoded using

matched filtering. The main attributes of this study are summarized as follows:

» The proposed design facilitates the delivery of information bits to the com-
munication receivers with an improved bit rate (BR) and bit error rate
(BER) regardless of their locations in the radar’s main lobe or side lobe

regions.

* The proposed method offers reduced inter-symbol interference as the de-
coding of each composite symbol at any communication receiver is inde-

pendent of other neighboring symbols.

The rest of the chapter is organized as follows. The section 3.2.1 explains
the signal data model, while Section 3.2.2 presents the proposed information
embedding approach at the transmitter side. Furthermore, communication re-
ceiver design is discussed in Section 3.2.3.2, while Section 3.2.4 presents the

simulation results, followed by the conclusion in Section 3.3.

3.2.1 Proposed Data Model

A signal data model is developed in the following sections for the DFRC
design, using FSK and FDM techniques. The DFRC transmitter, the radar re-
ceiver, and the communication receiver are all equipped with uniform linear
arrays (ULAs) using M7, Mg, and Ng antenna elements, respectively.

In general, all arrays maintain a half-wavelength spacing between the el-
ements. In this study, it is considered that the DFRC transmitter and radar
receiver are placed so close to each other that they receive the same angle of

radiation from each other. The transmitter array mainly generates pulses for
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Figure 3.9: Data model for the DFRC.

detecting and tracking radar targets. The secondary objective of the transmitter
array is to embed communication bits in the pulses without affecting the radar
operation. The DFRC transmitting array steers the transmitted power within the
main beam, where radar operation occurs. The proposed data model is shown
in Figure 3.9. The M7 x 1 vector form of the baseband signal for the 7/ radar

pulse at the input of the transmit antenna [71] is:

s(t,7) = A(T)W" (t)X pam(t) (3.13)

where time within each radar pulse is represented by ¢, and the pulse num-
ber is represented by 7. For each transmitted waveform, A (¢) determines how
much power is assigned to each waveform such that the total transmitted power
is fixed. This vector is primarily designed to focus the transmitted power in-

side the main beam of the radar while minimizing the power radiated outside
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the main beam. Similarly, w(z) represents the uniform transmit array beam-
forming weight vector with dimensions M7 % 1 for all waveform combinations,
(.)* denotes the complex conjugate and X r4,,,(¢) is the composite vector devel-
oped by adding multiple FSK-modulated symbols. Each FSK symbol repre-
sents two bits of information based on multiple orthogonal waveform combina-
tions. More details about the construction of X ¢4,,,(¢) are discussed in Section
3.2.2. It is assumed that the proposed waveform vectors must be orthogonal to

be effective, but this is not necessarily true of the baseband signals s(z, 7).

3.2.2 Proposed Transmit Signalling Strategy for Information Embedding

Every transmitted orthogonal JWF combination is used during each radar
pulse to deliver two information bits to the communication receivers. Binary
information is embedded in radar signals in the form of waveform numbers and
frequencies. These signals are sent from a DFRC transmitter and received by

both a radar and communication receiver.
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Figure 3.10: The proposed information embedding methodology at the DFRC transmitter.

The data is then extracted from the signal, allowing the radar receiver to de-

termine the objects’ direction and velocity. Two bits of information are mapped
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during each radar transmit pulse, whereas two frequencies are used in this tech-
nique to represent either binary O or binary 1, as shown in Figure 3.10. The
two frequencies are selected from a pool of available frequencies, depending
on the information the transmitter wants to communicate. The communication
receiver then decodes the frequencies and extracts the binary information from
the signal. Similarly, the two waveforms represent binary O or binary 1. This
information mapping is performed through FSK. This method is based on the
fact that different frequencies can be easily distinguished and used to repre-
sent different binary values. In FSK, two different frequencies are assigned to
represent the binary digit O and digit 1. The transmitter then sends these fre-
quencies, one after the other. The receiver decodes the frequencies to extract
the binary data from the signal. Thus, employing FSK modulation, two bits can
be represented by distinct frequencies and waveforms, as shown in Table 3.2.

Table 3.2: The lookup table.

my(t) = Eoo(t) = wo 5, (1) mo(t) = Eo1(t) = wo 5, (1)
m3(t) = E1o(t) = w1 5, (1) my(t) = E11(t) = w1 5, (1)

Each communication symbol encodes two bits of information using a wave-
form and frequency combination. Consider the random bits pattern shown in
Table 3.3. By mapping each bit pattern to a specific waveform and frequency
combination, it is possible to construct two distinct symbols that can be sent
over a communication channel. These symbols can then be decoded back to
the corresponding bit pattern on the receiver side. The pattern selector selects a
suitable combination of waveform and frequency to be transmitted.

For example, for B;(t) = 00, the joint waveform and frequency (JWF) com-
bination of &y(¢) has been selected from the lookup table. Moreover, multiple

JWF combinations are added to make a composite signal using FDM. This sig-
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Table 3.3: Random information bit mapping to a JWF combination.

0 | 1 1| 1 1 | o 0 | o
So1 () u(r) E1o0(1) Eoo (1)

nal is then transmitted from the DFRC transmitter as shown in Figure 3.11.
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Figure 3.11: The proposed composite information embedding methodology using frequency
division multiplexing at the DFRC transmitter.

Next, the modulated symbols are added together to achieve a double data
rate using the FDM technique. The composite signal is received by the com-
munication receiver, where the JWF symbols are separated via a frequency
demodulator. The pattern selector then decodes these JWF combinations into
the corresponding bit patterns. These bit patterns can then be converted back to
the symbols originally sent by the transmitter. The symbols are then converted
to binary data, which can be used for further processing. The mathematical

description of a composite signal is given as:
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J
Xpam(t) = Y, mj(t,7) (3.14)
j=1

where, m;, j =1,...,J is the JWF symbol added together to double the data

rate in the proposed scheme. The overall form of the JWF sample with allocated

m; ;(t) = \/Az:;(f)éi,fj(f) (3.15)

Note that all waveforms must be mutually orthogonal for improved commu-

power can be written as:

nication with less inter-waveform interference.

3.2.3 Receiver Design

This study examines two types of receivers: the radar receiver and the com-
munication receiver. At the radar receiver, the direction of arrival (DOA) of
the target, represented by angle 6, is determined, along with the probability
of target detection and receiver operation characteristics. Furthermore, at the
communication receiver, the demodulation of information and the security of

communication transmission are analyzed.

3.2.3.1 Radar Receiver

Assume that the radar main beam contains M far-field targets. The vector

form of the baseband signal received by the radar receiver is expressed as

x,(1,7) = Az—;fﬁm(aT(em)s@,r))b(em)+e,(r,c)+nr(z,c) (3.16)
m=1
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where , / Af—; is the received signal power, f3,, is the reflection coefficient of

the mth target, a(6,,) is the steering vector in the direction 6,, from the dual-
function transmitter, s(z, 7) is the base band signal, b(6,,) is the steering vector
in the direction 6, at the receiver, e,(z, T) is the interference vector at the radar
receiver, and n,(¢,7) is the AWGN vector zero mean with variance 61 at the
radar receiver. The reflection constant, f3,,, remains constant during each pulse
but varies on a pulse-to-pulse basis, obeying the Swerling II model. Similarly,
e (t,7) is the interference vector that impinges on the receiver array from the
side lobes. It is important to note that processing is performed directly on the
receiver array My X 1 vector x,(¢,7) without going into waveform diversity at

this stage.

3.2.3.2 Communication Receiver

There are K communication receivers in the far field, each having an ar-
ray of Nr elements. For ease and convenience and a priory communication,
the lookup table containing the dictionary of the orthogonal JWF made using
FSK modulation and FDM symbols at the dual-function transmitter is known
to each communication receiver. Assume that the kth communication receiver,
equipped with Ng antenna elements arranged uniformly in a linear shape, re-

ceives the following FSK-FDM composite signal.

Vi (1) = 1 /AZ—;OCk(aT((Pi)S(t,T))ck(¢,-)xfdm(t,‘c) Fig,, () (GA7)
My

where I is the received power at the communication receiver, o is the

channel coefficient constant from the transmitter array towards the kth commu-
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nication receiver which summarize the propagation environment, a(¢;) is the
steering vector in the direction 6,, from the dual-function transmitter, s(¢, 7)
is the baseband signal, ¢, (@) is the steering vector from the receive array in
the direction ¢ from the communication receiver, X ¢4, is the composite FSK—
FDM signal, n(¢, 7) is the AWGN vector zero mean with variance ¢°I at the
communication receiver, and (@) is the direction of the kth communication
receiver.

As a first step, the beam-forming operation is applied to the received sig-
nal. The steering vector is separated from it by multiplying the beam-forming
weights at the communication receiver. This allows for the extraction of the
desired signal from the received signal, allowing the receiver to focus on the
direction of the signal and ignore signals from other directions. This reduces
interference from other sources and improves the signal-to-noise ratio (SNR)
at the receiver. The beam-forming operation is mathematically expressed by

Equation (3.18).

&k ran (1:T) = €1 (9))¥ 1 0 (1, T) (3.18)

The next step in this process is to apply bandpass filtering techniques to the
received FDM composite signal.

The bandpass filter is implemented as a digital finite impulse response (FIR)
filter and configured to have a passband with the desired bandwidth. The fil-
tered signal is then demodulated to recover the original transmitted information.
A mathematical description is given in Equation (3.19) and a graphic represen-

tation is shown in Figure 3.12

r(1,7) = V()i (1,7) (3.19)
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Figure 3.12: The proposed composite information decoding methodology at the communica-
tion receiver.

where v(1}) is the bandpass filtering coefficients at the kth communication re-
ceiver.

Matched filtering is then applied to the signal, Equation (3.19), to identify
the actual binary information transmitted. This involves multiplying the signal
by a reference signal delayed by the same amount of time as the original signal.
The multiplication results are then accumulated over a period of time. The
accumulated signal can be used to identify the binary information transmitted.

Matched filtering is mathematically described by Equation (3.20).

%l‘l(t,f)—f—nl(t,f), lf B; =00

%l’z(t,f)ﬁ‘l‘h(t,f), if B;=0l

ke (1,7) +m3(t,7), if By=10

_Agr4(t,’t)—|—n4(t7f)’ if By=11

Vi (t,T) = 4 (3.20)

The overall process of match filtering and information decoding at the com-
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munication receiver is shown in Figure 3.13. Furthermore, by performing the
simple ratio test on the output of the filter in Equation (3.18), the following is

obtained

N 0 if |wl=>T
Bi(7) = (3.21)

L if | ST

where T is the threshold constant of frequency separation for orthogonality.
It is important to note that multiple waveforms are selected at a time, and
they change on a pulse-to-pulse basis. The data rate is given as a product of the

number of bits per pulse and the PREF, i.e.,

Data Rate = PRF X bits per composite symbol. (3.22)

The probability that 00 is transmitted and O1 is received can be written as
P(01]00). Similarly, when 10 is received, it can be written as P(10|00) and the

overall equation with error function can be modeled as:

P(00]00) = 1 — {P(01]00) + P(10]00) + P(11]00)}. (3.23)

Matched Filter
—_—
‘ Matched Filter |

Figure 3.13: Detailed demodulator design in terms of matched filtering after the bandpass filter
at the communication receiver.
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3.2.4 Results and Discussion

Consider a uniform linear transmit array consisting of M7y = 24 antenna
elements spaced one-half wavelength apart. The purpose of this array is to
maximize the directivity of the transmitted signal and minimize interference
at the same time. In addition to the radar operation within the main beam, it is
assumed that a communication message of two FSK symbols is added coopera-
tively during each radar pulse. This is performed to develop a composite signal
containing four bits of information transmitted through the channel. The base-
band signals with FSK modulation are generated using the frequencies f; = 100
Hz and f, = 200 Hz in these simulations. The main beam is fixed in a specified
direction. All simulations are performed using Matlab, on a system with an

Intel microprocessor 117"

generation, 8 GB RAM, and 2 GB graphics memory.
In the following sections, the simulation results are presented with different

illustrative examples for clarity and manageable acquaintance.

3.2.4.1 Example 1: Single Communication Receiver

In the 1% case, the radar target is fixed at 6, = 0° and the communication re-
ceiver is placed at 6. = —50° as shown in Figure 3.14, while the signal received

at the communication receiver is shown in Figure 3.15.

3.2.4.2 Example 2: Multiple Communication Receiver

At the communication receiver, an Ng = 24 antenna elements with the same
arrangements as used for the radar receiver. In the 2"? case one radar target is
considered which lies in the main beam fixed at 6, = 0°, while four communica-
tion receivers are located in the side lobes at 6,1 = 20°, 6., = 40°, 6,3 = —20°

and 6.4 = —40°, as shown in Figure 3.16.
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Figure 3.14: Example 1: The transmitted signal with radar 8, = 0° and the single communica-
tion receiver at 6, = —50°.

The data is transmitted to the communication receivers using the broadcast

mode. The signal received at each communication receiver is shown in Figure

3.17.

3.2.4.3 Example 3: Bit Error Rate Comparison of the Proposed Scheme

In this study, it is assumed that the average transmit power of each transmit
antenna is normalized to 1, i.e., the total transmit power is fixed to Py, = 1.
For each method considered, the total transmitted power is distributed evenly
among the number of waveforms. To calculate the BER, 10° pulses are con-

sidered in the embedding process. As a result, the performance of the various
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Figure 3.15: Example 1: The proposed composite FDM signal received at the communication
receiver.

methods can be compared objectively and fairly. This ensures that the meth-
ods are evaluated based on the same SNR and that the average power of each
transmit antenna remains the same.

The performance of both cases explained in examples 1 and 2 of the pro-
posed scheme remains the same, and no degradation is observed. For the case
of four communication receivers as shown in example 2, there is a slight degra-
dation in the BER compared to the single communication receiver due to in-
terference. The performance of the proposed scheme, for a single communi-

cation receiver with side lobe control, is compared with waveform diversity
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DFRC Transmit Beamforming

Figure 3.16: Example 2: The transmitted signal with the single radar receiver at 6, = 0° and
the four communication receivers at 6,1 = 20°, 6., = 40° , 6,3 = —20° and 6.4 = —40°.

cited in [71] and achieved improved BER performance. Moreover, the pro-
posed scheme outperforms the ASK-based information embedding technique
as cited in [74]. It can also be observed from the results shown in Figure 3.18,
that the proposed scheme converges more quickly with the safe margin of 3dB
when compared with the beam pattern PSK-based approach [179] in terms of
BER and SNR.

3.2.4.4 Example 4: Decoding the Information Bits

While decoding the information bits at communication receivers, they all use
the same weight vectors and have access to a shared lookup table in advance.
This helps ensure consistency in how signals are processed. The shape of the
composite signal at the transmitted and received sides is depicted in Figure
3.19, showcasing the overall structure of the signal throughout the transmission
process.

Furthermore, the FFT analysis reveals that both the transmitted and received

signals have the same frequency content. Additionally, in Figure 3.20, each
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Figure 3.17: The communication receiver at ,; = 20°, 6., =40°, 6,3 = —20° and 6.4 = —40°.

bit is decoded accurately after going through a filtering process. This suggests
that the system is effective at understanding and extracting information from

the signals it receives.

3.2.4.5 Example 5: Security of the Communication Process against Intercepts

In this section, the concerns related to security in communication are dis-
cussed. The SNR for all angles used for transmission is calculated. It is clear
from Figure 3.21 that interference at the desired angle, i.e., 6, = —50° is min-
imum while the rest of the angles suffer very high levels of interference. The
total number of bits transmitted was 10%. The SNR was fixed at 5 dB. The
results are compared with beam pattern ASK and beam pattern PSK-based ap-
proaches. It is concluded that the performance of the proposed scheme is better

than these methods at the same SNR.
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Figure 3.18: Example 3: The performance comparison of the proposed scheme with existing
schemes.

3.2.4.6 Example 6: DoA Estimation Performance

The objective in this section is to assess the accuracy of DoA estimation for
radar operation. A target is assumed to be located in the far field region at a
distance of 6, = 0°. It is assumed that the target reflection coefficients remain
constant from pulse to pulse during the radar pulse period but will change pulse-
to-pulse as they are drawn from a normal distribution. The number of radar
receiver array elements is set to Mg = 24. The number of pulses used was
N =100, and 100 snapshots per pulse were used at the radar receiver to build
the data covariance matrix. Bartlett beam-forming is used to estimate the DoA
for all methods tested. Throughout the different scenarios, i.e., communication
in the main and side lobes, no performance degradation was observed in terms

of radar operation and DoA estimation. The results are presented in the form
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Figure 3.19: Example 4: The performance comparison of the transmitted and received FDM
signals and their frequency response.

of power vs. SNR, as shown in Figure 3.22.

3.2.4.7 Example 7: Probability of Target Detection

In this subsection, the probability of target detection at different SNR levels
is discussed. A single target is considered in this case, located at 6, = 0° with
Mg = 24 antenna elements. The receiver operating characteristic (ROC) curves
are calculated between the probability of detection P; and the probability of a
false alarm Pg4 at different SNR levels.

Mathematically, ROC can be calculated as (3.24)

Py = 3lerfe(erfe™ (2Pra) — V] (3.24)

where ¥ is the SNR.
Figure 3.23 shows the detection probability at an SNR of —5 dB and 5 dB,
providing insight into the system’s performance under different signal-to-noise

ratios. Finally, it is observed that embedding information into the radar emis-

83



Information decoding at comm Rx -- m1
' ' ==k Actual ml(t) Tx signalj

1t
% 0.5 — Dec?dgd ml(t) Rx signal
El *
_% il
< -0.5 ]
-1 B
0 5 10 15 20 25
Information lélg&;l }%egcg{lccl(s)}nm Rx -- m2
[ ] T
1 I-.- Actual mz(t) Tx signal ||
% 0.5 !l— Decoded mz(t) Rx signal |
=z l
N
< -0.5} 7
-1 | B
0 5 10 15 20 25

time (milliseconds)

Figure 3.20: Decoding information bits at the communication receiver

sion does not affect radar operation, indicating that the communication and
radar functions can coexist without interference.

A comparison of the proposed technique with other existing techniques in
terms of BER vs. SNR is provided in Table 3.4.

Table 3.4: The effectiveness of the proposed technique over existing techniques in terms of
BER vs. SNR.

BER for information Embedding schemes
(No. of Defected Bits)

SNR | Waveform [Beam pattern;Beam pattern FSK-FDM
Diversity ASK PSK (Proposed)

0 912 913 862 804

2 872 903 809 754

4 830 886 756 694

6 760 864 706 639

8 665 835 651 587

10 616 791 590 533

The comparison in Table 3.5 clearly demonstrates the superiority of the pro-

posed technique over existing methods. The enhanced performance of the pro-
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Figure 3.21: Example 5: The performance comparison against the intercepts at the communi-
cation receiver at 6, = —50°.

posed technique is particularly evident when evaluated in terms of bit error rate
(BER) versus security against interception at the communication receiver, an-
alyzed to the beam width (measured in degrees) for 6, = 50°. It is evident
from the data presented in the table that the proposed scheme achieves a nar-
rower beam width compared to traditional methods, further contributing to its
enhanced security and efficiency in reducing interception risks.

When implementing an FSK-FDM-based DFRC transmitter, careful con-
sideration of the SNR is essential as it directly influences the data rate. Simula-
tion results reveal that the proposed scheme excels particularly at higher SNR
values, showcasing its robust performance in varying conditions.

The proposed system achieves a better trade-off between jamming robust-
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Figure 3.22: Example 6: The proposed composite FDM signal received at the radar receiver.

ness and data rate. It also has lower computational complexity, making it a
cost-effective solution. Finally, it offers greater flexibility in terms of modula-
tion format and data rate. Furthermore, the proposed system offers enhanced
flexibility in terms of modulation format and data rate, providing adaptabil-
ity to diverse communication environments and requirements. This versatility
enhances its applicability across a range of scenarios, making it a compelling

choice for practical implementation.

3.3 Summary

In this chapter, two new approaches were introduced for the dual-function

radar-communication system by employing a frequency shift keying-based ar-
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Figure 3.23: Example 7: The receiver operating characteristic curves of the proposed scheme.

Table 3.5: The effectiveness of the proposed technique over existing techniques in terms of bit

error rate vs. security against intercept at the communication receiver (beam width in degrees)
for 6, = 50°.

security against intercept (beam width in degrees)
Waveform |Beam pattern;Beam pattern FSK-FDM
BER | Diversity ASK PSK (Proposed)
107! 34 32 6 4
1072 24 22 4 3
1073 17 15 3 1.5
10~# 10 8 1.5 1

chitecture. The first was based on using QAM symbols at different frequency
levels and named Frequency QAM (FQAM). This proposed scheme works re-
gardless of the main lobe and sidelobes and utilizes M-ary orthogonal frequency
and QAM symbols to transmit binary information to each communication user.
This technique doubles the PRF-based data rate, and radar operation remains
uninterrupted. It is concluded that the proposed hybrid scheme performs well
compared to standalone FSK and QAM. Similarly, the second proposed tech-

nique increased the data rate for the communication receiver. Moreover, it
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delivers information to the communication receivers with an improved BER
regardless of their location in the main or sidelobes of the radar beam. Next,
orthogonal frequency and waveform-based combinations were used to transmit
binary information to each communication user, facilitating double the PRF-
based data rate with improved secrecy. Finally, diverse scenarios were consid-
ered, and extensive simulations were conducted to validate the effectiveness of

the proposed technique.
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Chapter 4

Deep Learning-Enabled Cognitive Design
for DFRC

The dual-function radar and communication (DFRC) paradigm has recently
emerged as a solution to spectrum congestion challenges. However, most re-
search in this area depends on computationally complex likelihood-based meth-
ods for communication signals, using only a single waveform. It is important
to note that using a single waveform for different scenarios, such as when a
communication receiver is in the radar’s main lobe or side lobe, can result in
performance degradation in a DFRC system.

To address this issue, this thesis introduces a cognitive DFRC architecture
that employs a variety of orthogonal waveforms at the transmitter. Specifically,
based on a perception-action cycle, a PSK-based waveform is used for commu-
nication when both the radar target and communication receiver are within the
main lobe, while a QAM-based waveform is used when the radar target is in
the main lobe and the communication receiver is in the side lobes.

Furthermore, to improve feature-based estimation, the communication re-
ceiver uses a Convolutional Neural Network (CNN) that is designed to au-

tomatically learn and extract features from received signals at different SNR
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levels. Additionally, the system’s adaptive nature allows it to effectively iden-
tify the type of received signal and determine its corresponding SNR value.
Moreover, in realistic scenarios with various channel impairments, deep learn-
ing techniques are applied to extract features from received signals, departing
significantly from likelihood-based methods and reducing computational com-
plexity. The proposed methodology’s effectiveness is validated through Monte
Carlo simulations, underscoring its potential to address challenges associated
with DFRC under real-world conditions.

Reflecting on the aforementioned points, a communication receiver must
be able to receive signals from multiple directions. In consequence, there is
an inherent risk of multi-path fading, which leads to difficulties in detecting
signals accurately. As a result, software-defined radio (SDR) and cognitive
radio (CR) are becoming increasingly popular, as these devices can adapt their
transmission parameters to suit the conditions, etc. Therefore, it is essential that
the receiver can classify the signal without prior knowledge of the transmitter’s
parameters.

There has been considerable interest in the subject of spectrum congestion
among researchers. Nevertheless, two broad categories of algorithms can be
applied to received signals: likelihood-based (LB) and feature-based (FB).
The first category applies spectral densities (PSD), calculating the probabili-
ties ratio between the signals and applying matched filtering-related techniques,
whereas, in the second category, features are extracted from the received signal
and used to make a decision. The results of the LB-based approach are reliable
and provide us with optimal solutions but the computation complexity is high.
In contrast, the FB approach is easy to implement and gives us the freedom to

ignore transmission schemes and the nature of devices. Furthermore, they are
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robust enough to take account of channel mismatches.

4.0.1 Feature Based Estimation:

The feature-based estimation technique extracts multiple features from the
received signal to estimate the characteristics of the transmitted signal, such
as its range, velocity, amplitude, phase frequency, and modulation type [161].
By using FB estimation techniques, cognitive radio systems can determine if
a signal is legitimate or not and thus help prevent false alarm detection [162].
Ultimately, FB estimation is essential for reliable spectrum sharing and effi-
cient cognitive radio networks. Additionally, with improved communications
performance and efficient spectrum exploitation, FB estimation can provide a
valuable tool for interference avoidance in wireless networks [163]. The FB
classification can be implemented by Combining with Kalman Filtering [164]
or Hidden Markov Models (HMM) to improve the efficacy of results and pre-
vent false detections [165].

The suboptimal Feature-based method is developed to classify signals by
identifying useful features before the classification process [166]. These fea-
tures can include instantaneously calculated values, transformed representa-
tions, statistical measures, or characteristics derived from constellation shapes.
Extensive research has been conducted on both methods, revealing that the LB
method offers the most effective solution but demands significant computa-
tional resources and prior knowledge of the signal. On the other hand, although
less optimal in terms of accuracy, the FB method provides a faster response
time due to its lack of dependence on prior information. In ML-based tech-
niques, feature extraction becomes a task requiring expertise when employing

these methods. To overcome this challenge in FB methods and enhance their
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efficacy in recognizing complex patterns effectively compared to shallow mod-
els do deep learning approaches have drawn considerable attention for reducing
reliance on traditional feature engineering methodologies. Due to the rapid ad-
vancements in DL technologies, numerous methods have been developed to
self-learn the features, and DL is preferred because it requires large datasets,
which are easily obtained from communication systems. The complexity of DL
1S a major concern since it involves training and testing phases, many applica-
tions have utilized depthwise convolutional networks. As a result of depth-wise
convolutions, the model size is reduced significantly, but accuracy remains the
same. Compared to conventional convolution, this model has fewer parame-
ters, making it suitable for small devices in cognitive environments. In [167],
authors applied a Markov-based decision process and Deep Q network to es-
timate the target parameters for cognitive radar. The main achievement is to
minimize the interference between radar and the communication user. In [168]
separable convolutional neural network (CNN) is applied to estimate features
of the received signal at the communication receiver. The authors have applied
CNN architecture to the signal received from a highly noise-impaired channel.
Similarly, in [169] long short-term memory (LSTM) with a gated recurrent unit
(GRU) layer 1s applied to obtain higher accuracy for B5SG wireless networks
and Internet of Things (IoT) networks. The efficacy of results is measured in
terms of accuracy, training loss, and confusion matrix. The value of SNR is
used between -20 dB to 20 dB. A few more models based on CNN architec-
tures are studied in [170-172]mainly focusing on the extraction of features and
calculating the computational complexity and accuracy of proposed models. In
[173; 174], researchers skipped the features extraction step to further reduce

the computational complexities. Similarly, to increase the performance while
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keeping low computational complexities, the combination of CNN with recur-
rent neural network (RNN) is presented in [175; 176]. More details about the
use of CNN, RNN, and other variants of DL algorithms have been widely dis-
cussed in literature by [177; 178].

In this investigation, a methodology is introduced that employs multiple or-
thogonal waveforms for information embedding, encompassing the following

key aspects:

* Diverse Waveform Usage: A PSK-based waveform is chosen for commu-
nication when both the radar target and the communication receiver are
positioned within the main lobe. Alternatively, a QAM-based waveform
is employed when the radar target is within the main lobe and the commu-

nication receiver is situated in the side lobes.

* CNN-Based Feature Extraction: The CNN-based architecture presented
in this study is meticulously designed to autonomously learn and extract

features from received signals characterized by a specified SNR.

* Cognitive System Capabilities: This proposed cognitive system (based
on the perception-action cycle) proficiently identifies both the type of re-
ceived signal and its corresponding SNR value. Additionally, these ac-
quired statistics are subsequently communicated to the DFRC fusion cen-

ter through the communication receiver’s uplink.

An impactful contribution of this research involves the successful implemen-
tation of a MATLAB model for signal classification using CNN. Demonstrat-
ing robust performance, the model achieves an accuracy rate surpassing 80%,
showcasing its effectiveness in signal classification tasks. Moreover, the pro-

posed CNN architecture approximates the received signal with minimal degra-

93



dation in performance, simultaneously achieving a significant enhancement in
processing speed. By utilizing extended symbol-rate signals at low SNR, the
proposed methodology establishes an end-to-end trainable system grounded in
deep CNN architecture. Distinguishing itself from feature-based approaches,
the proposed CNN architecture autonomously acquires features from raw sig-
nals, streamlining the overall system design. Additionally, the introduced ap-
proximation to the received signal enables concurrent processing and parallel
execution, expediting the inference speed.

The subsequent sections of this chapter follow a structured arrangement.
Section II provides insights into the conventional data model. Section III de-
tails the proposed architecture for Dual-Function Radar and Communication
(DFRC). This section covers the discussion on the suggested information em-
bedding methodology at the transmitter side, and the design aspects of both the
radar receiver and the communication receiver. Additionally, a thorough exami-
nation of the deep learning-based architecture is presented, elucidating detailed
information on the path leading to information decoding. Section IV is dedi-
cated to the presentation and discussion of results, while Section V discusses
the conclusion, presenting a synthesis of key findings and conclusive remarks

drawn from the research.

4.1 Conventional Data Model

Consider the DFRC transmitter, which has a uniform linear array spaced
half a wavelength apart. There is one communication receiver in the far field
equipped with a uniform linear array (ULA). The radar receiver is placed next to

the DFRC transmitter. This placement ensures that both the DFRC transmitter
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and the radar receiver observe the same spatial angle. The receiver array at
the communication receiver captures the signal from the DFRC transmitter, as

shown in Figure (4.1) and discussed in [80].

Target

DFRC Tx
_ Communication R
DFRC Waveform s =
Radar Info e

Figure 4.1: Data model of existing DFRC.

4.2 The proposed Architecture

The main goal of this data model is to develop cognition between the DFRC
transmitter and the communication receiver. An uplink antenna array is added
to the communication receiver to provide feedback to the cognitive feedback
processor. This processor receives information from both the radar receiver
and the communication receiver.

The first type of feedback provides geographical information about the tar-
get, such as the angle of arrival and signal-to-noise ratio (SNR). The second
type of feedback comes from the communication receiver and includes details

about the waveform and channel SNR, as shown in Figure (4.2).
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Figure 4.2: Flowchart of proposed System

The DFRC transmitter generates an omnidirectional waveform that strikes
both the target and the communication receiver. The signal strikes back from
both the radar receiver and the communication receiver which may or may not
be partially overlapped. Alongside this, the communication receiver scans the
entire environment and obtains the locations of the target and DFRC transmit-
ter. The communication receiver sends the channel information to the DFRC
receiver via the uplink path. Once the channel information is updated, the fu-
sion center designs the DFRC transmit beamformer. When the target lies in the
main lobe and the communication receiver lies in the side lobes, a QAM-based
waveform will be used. Similarly, when both the target and communication
receiver exist in the main lobe, a PSK-based waveform will be used.

More details about the radar and communication feedback processor are
discussed in the communication receiver section. The entire activity is sum-

marised in the following algorithm.
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Table 4.1: Radar Target Search and Communication Channel Estimation

Algorithm: Radar Target Search and Communication Channel

Estimation.

Step 1 : DFRC transmitter generates omnidirectional signal to
search the target and communication receiver.

Step 2 : Radar receiver receives the echo from target and estimates
its angle and reflection coefficients.

Step 3 : Communication receiver estimates the location of DFRC
transmitter and target by using the MUSIC algorithm.

Step 4 : Communication receiver decodes the information

received in step 2 and sends feedback to DFRC
transmitter via Uplink.

Step 5: DFRC receives the feedback from communication receiver
and updates the waveform according to channel behavior.

4.2.1 DFRC Transmitter Design

In Figure ( 4.2), the initial module under discussion is the DFRC transmit-
ter. The signal transmitted undergoes channel impairments and interacts with
the target in the far-field, as well as the communication receiver. Subsequent
sections develop a signal data model for the DFRC design, employing various
modulation schemes. DFRC transmitters, radar receivers, and communication
receivers are all equipped with uniform linear arrays (ULAs) utilizing M7, Mg,
Nr, and Ng antenna elements, respectively, for the transmission and reception
of various signals. The spacing between each element in an array is generally
half a wavelength, consistent across all arrays. It is assumed that the DFRC
transmitter and radar receiver are positioned so closely that they receive the
same angle of radiation. Detection and tracking of radar targets are primarily
achieved with the transmitter array. Additionally, the transmitter array encapsu-
lates communication bits without affecting radar operation. DFRC transmitting
arrays steer power within the main beam, where radars operate, using this beam
of radiation for object detection and location. The radar receiver then interprets

the received signal, enabling the user to determine the object’s location. At the
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input of the transmit antenna, the M7 x 1 vector form of the baseband signal for

the 7/ pulse is

$(1,7) = Sradar(t, T) + Scom(t, T) 4.1)

In this formula, the signal transmitted from DFRC contains the information

of both the radar signal and communication signal.

4.2.2 Proposed Information Embedding Methodology

Transmitted signals encapsulate binary data conveyed through waveform
characteristics, encompassing amplitude, phase, and frequency. Both radar
and communication receivers intercept these signals emanating from the DFRC
transmitter. The radar receiver employs the MUSIC algorithm to obtain the ob-
ject’s direction of arrival (DOA) information, whereas the communication re-
ceiver deciphers the waveform information and channel SNR using CNN. On
the transmitter side, a single symbol is transmitted within each pulse repetition
interval. The choice of this symbol may vary from pulse to pulse, depending
upon the characteristics of the channel. The lookup table comprises numerous
waveforms and diverse modulation schemes, including BPSK, QPSK, 8 PSK,
16 QAM, and 64 QAM. Subsequently, the transmitter selects a singular symbol
from the variety of available options for modulation, as illustrated in Figure
(4.3). The communication receiver identifies the modulation scheme and cor-
responding waveform, facilitating the extraction of binary information.

The list of symbols, along with their dimensions and descriptions used in

this chapter, for upcoming Equations, is provided in the table (4.2).
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Table 4.2: List of symbols

Symbol Dimensions Description

v (1) My x 1 PSK based waveform

Y (1) My x 1 QAM based waveform

g(1) Ix1 Pulse shaping filter

Af Ix1 QAM amplitude information In phase
Ap I x1 QAM amplitude information Quadrature
t 1 x1 Time period of each radar pulse

T 1 x1 Pulse number

A I1x1 Power assigned to each waveform

w M7 x 1 Beamforming weights

()" My x 1 Complex conjugate operator

y(1) My x 1 orthogonal waveform

0 Ix1 kroneker delta

h(r) Nr x 1 Channel impulse response

(%) 1x1 Convolutional operator

n(r) Mg x 1 The AWGN vector

Ay Ix1 Received signal power

By Ix1 Reflection coefficient

a(0,) Mr x 1 Transmitter steering vector

0, 1 x1 Direction of radar target

s(t,1) My x 1 Transmitted baseband signal

b(6,) Mg x 1 Receiver array steering vector

e (1,7) Mg x 1 interference encountered at the radar receiver
n,(t,7) Mg x 1 Additive white Gaussian noise

d Ix1 Inter element spacing

A Ix1 Wavelength
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Figure 4.3: The proposed information embedding methodology at the DFRC transmitter.

It is important to note that orthogonal waveforms with large time-bandwidth
product be used. Such waveform gives maximum detectable range and bet-
ter resolution. The generalized waveform of M — aryPSK and M — aryQAM

modulated signal is represented by [180]:

4.2)

Y2, (1) =A1g(t)cos(2mfet +6;)—
Apg(t)sin(2mfet + 6;) 4.3)

21
—((—=1),j=1,....J.

0= b

As depicted in Figure (4.3), the value of J for PSK-based waveforms is 2,4, 8
and for QAM-based waveforms, it is 16 and 64. Thus, at the input of the DFRC

transmitter, the combined form of the signals is given by [71]

s(1,7) = A(T)W y(t) 4.4)
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The orthogonality of waveform can be written as :

/t | w(r) |2dt =1 (4.5)
and

/

Jwvi e = 5= 6

where 9 is Kronecker delta.
Training data is transmitted over a multi-tap rician wireless channel after

modulation. The signal passed through the wireless channel looks like

r(t) =s(¢) «h(z) +n(z), 4.7)

In matrix vector form

r(t) =Hs+n(t), (4.8)

where H = diag(h) with h = [hy,hy,...,hp, )7 is Mg x 1 vector containing
channel information and s = [s1,s7, ...,sMR]T contains the information in the
form of amplitudes and phases. Furthermore, due to the multipath channel
effect, the complexities of the received signal in Equation (4.7) increases as

expressed mathematically,

N
r(t) =(s(t — Ar) Y pid (1 —1;)e/(0HA0))
=1 (4.9)
/M 4 n(t)

where, s(t — At) accounts for timing offset, e/ (9:+A9) represents the phase
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offset added to each multipath component and e/>*2/? accounts for the fre-
quency offset. Moreover, % pi-6(t—t)-e (¢i+A0) represents the multipath
channel response with N nilltipath components. Each component includes a
delay (¢;), complex attenuation (p;), and phase shift (¢;). These offsets are all
introduced simultaneously, and their specific values will depend on the impair-
ments introduced by the channel or other factors in the communication system.
Consequently, as a result, the constellation image looks messy due to these
channel-introduced impairments, which result in overlapping points. In such

constellation images, it is extremely difficult to determine whether the modula-

tion scheme selected is right or wrong.

4.2.3 Radar Receiver Design

Suppose there are P distant targets within the radar’s main beam. The base-
band signal received by the radar receiver can be represented in vector form as

follows:

P
Xradar(ta T) :AP Z ﬁp(aT(Gp)S(ta T))b(ep)+
o (4.10)
e (t,7)+n.(t,7)

The steering vector for the radar receiver array can be written as

b(ep) — [1’ej2/1—ndsin(9p)7”.’ejz/l—”d(MR—l)sin<9p)]T (411)

For enhanced clarity, Table 4.2 provides a thorough list of symbols, includ-
ing their corresponding dimensions and descriptive explanations for Equation

(4.10 ) and Equation (4.11).
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4.2.4 Communication Receiver design

Considering J communication receivers, each is equipped with N7 antenna
elements for uplink purposes and Ng antenna elements for downlink purposes,
all located in the far field. To facilitate prior communication, each receiver has
access to a lookup table that contains the dictionary of orthogonal symbols used
by the dual-function transmitter. The proposed system extracts SNR informa-
tion from the received signal. It then transmits this information back to the
DFRC transmitter via an uplink antenna array. This technique is recognized in
the literature as uplink channel estimation [181]. Assuming that the j* com-
munication receiver, which is equipped with Nr antenna elements arranged in

a uniform linear configuration, receives the following signal:

Xeom(1,T) = Ajotj(a’ (9;)s(,7))¢;(9;) +n; (1, 7) (4.12)

The received power at the communication receiver is denoted by A;. The
parameter o represents the constant channel coefficient originating from the
transmitter array towards the j/ communication receiver, summarizing the
propagation characteristics. On the other hand, a(¢;) corresponds to the steer-
ing vector in the direction of 6; for the communication receiver from the dual-
function transmitter. Moreover, s(z, T) represents the baseband signal carrying
actual information. The c;(¢;) characterizes the steering vector from the re-
ceive array, which is related to the communication receiver’s location. The
noise component n;(z, T) is an additive white Gaussian noise vector with a zero
mean and variance 621. Furthermore, (¢ ;) designates the direction associated
with the kth communication receiver.

The steering vector of communication receiver ULA can be written as
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C(G) _ [l,ejzl—”dsin(ej),-..7ej2/1—”d(NR—l)sin(9j)]T (4.13)

In the initial stage, beamforming is applied to the received signal. This
operation isolates the steering vector by employing beamforming weights at
the communication receiver. Consequently, the desired signal can be extracted
from the received signal, allowing the receiver to focus on the desired signal’s
direction while mitigating interference from other directions. This reduction in
interference enhances the signal-to-noise ratio (SNR) at the receiver. The beam-
forming operation is mathematically expressed by Equation (4.12). The re-
ceived signal is comprehensive and contains information on received power,
channel impairments, noise, and modulation scheme. These parameters have
both deterministic and stochastic nature. More details about the signal parame-

ters are shown below:

Xeom (1) = Ae! PFATH0) pkia(t _ pTy) (4.14)

The amplitude, phase offset, and residual of carrier frequency are repre-
sented by A, ¢ i» and Af, whereas symbol interval is written as Ty and g(t) is

k,i

the pulse shaping. 1%’ is the modulated symbol with k" waveform and "

constellation.

4.24.1 Spectrogram Image Diagrams

A spectrogram is a visual representation of the frequencies present in a sig-
nal over time. To generate a spectrogram image, a time-domain signal received
in Equation (4.14) is used. The process involves converting the time-domain

signals into frequency-time representations by short-term Fourier transform
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(STFT), which can then be fed into a neural network for classification. To
analyze the signal over short time intervals, the signal is multiplied by a win-
dow function. Common window functions include the Hamming window or

Gaussian window. The windowed signal is denoted as x,,(7)
Xy, (1) = Xcom - W(t) (4.15)
Furthermore, the windowed signal is sampled down and FFT is applied to it as
Xy =FFT{x,[n]} (4.16)

X, represents the complex spectrum matrix of the signal at a given frequency.

The spectrogram can be mathematically described as a 2D matrix:

S(taf):‘xd(fatﬂz 4.17)

where, S(¢, f) represents the magnitude of the spectral content at time t and
frequency f.

It’s worth noting that the implementation of neural networks varies depend-
ing on the complexity of the modulation schemes and the size of the dataset.
The main objective of using CNN-based architecture is to recognize the unique
spectral patterns and temporal characteristics associated with different modula-

tion schemes, enabling it to classify unknown modulation signals accurately.

4.2.4.2 Proposed Convolutional Neural Network Design

In the proposed method, data is effectively classified with the assistance of
CNNs. Unlike other classification algorithms, CNNs do not necessitate exten-

sive preprocessing. Convolutional architectures are available in both 2D and
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3D, depending on the user’s requirements. The structure comprises four layers.
The first layer is the convolution layer, responsible for receiving input data and
extracting features. This layer performs the convolution operation between the
filter and the input map. The second layer is a pooling layer, which reduces
the dimensionality of the feature map. Compressing the output of the convolu-
tion layer is sometimes necessary, and pooling achieves this by down-sampling
the feature map. This enhances feature robustness when there are positional
changes. Common methods for pooling include average pooling and maximum
pooling. The third layer is fully connected, and tasked with classifying the
data. Every neuron in each layer is connected with specific weights and acti-
vations to the neurons in the layer above. The fourth layer is the output layer,
which delivers the final result. An activation function is utilized to calculate
the probability response at the output layer. The overall flow chart of the study
is illustrated in Figure (4.4). The CNN architecture is improved by incorporat-
ing a fully connected layer and a Softmax classifier layer to enhance its effec-
tiveness. This model finds application in various domains, providing detailed
feature mapping, robust predictions, automated modeling, and semi-supervised
learning. The following hyperparameters for the CNN are optimized: learning

rate, dropout rate, filter size, number of filters, and network width.

/Dala Preparation Signal Preprocessing Spectrogram Generatinn\

d N C rt the d
Gather a data set of labeled Preprocess the time-domain signals by .Um 5 H s
D A z signals into spectrogram
modulation signals. applying any necessary filtering, 4
o - 4

Evaluate the trained model

Design a Neural Network architecture
on a separate test dataset

3 & suitable for classification tasks and train
to assess its performance

it on the generated spectrogram images.
L& o

Qaluatinn and Testing Neural Network Training /

Figure 4.4: Flowchart of CNN
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Figure 4.5: The proposed CNN architecture.

The proposed network, illustrated in Figure (4.5), takes spectrogram images
as input with dimensions of 1 x 1024 x 3. A variety of spatial filters, each with
several learnable parameters, are employed in the convolutional layers of the
proposed design. This facilitates the efficient and rapid learning of spatial prop-
erties and other pertinent high-level features. In each convolutional layer, the
input undergoes convolution with the filters and is subsequently passed through
activation functions. The mathematical description of a the convolutional layer

1s as follows:

Gconv — C(S K+ bconv>7 (4-18)

where, ( is the activation function, K is Convolutional layer kernel matrix,
S is the raw output images obtained by spectrogram and by, is the bias of
for symbol decoding. Furthermore, the samples extracted from convolutional
layers are fed to pooling layer for dimensions reduction and feature extraction.

The output of the pooling layer can be written as:

Dpooling = _[(Gconv + bpooling) (4.19)
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in Equation (4.19), T represents the pooling layer activation function. There
are three different types of pooling operations available, i.e. max pooling, av-
erage pooling, and L2 — Norm pooling. Furthermore, a fully connected layer is
responsible for the detection of data and it gives us the final answer. Max pool-
ing takes the maximum value within each pooling window, helping to retain the
most significant features. Furthermore, when dealing with multi-class classifi-
cation problems, the softmax activation function is applied element-wise to the
output vector D obtained after the pooling layer. Given an input vector z, the

softmax function is defined as:
Zoutpur = Softmax(D) (4.20)

The output of the softmax function is a probability distribution over the
classes, and it’s commonly used in the final layer of a neural network for clas-

sification tasks.

4.2.5 Proposed Cognitive Design and Adaptive Modulation

The design and implementation of a cognitive communication system with
adaptive modulation and SNR thresholding present a sophisticated approach to
addressing the dynamic nature of communication channels. The system incor-
porates a cognitive feedback loop that continuously monitors key parameters,
such as SNR, channel quality, and interference levels, through a dedicated sens-
ing module. This real-time feedback informs an intelligent decision-making
algorithm, enabling the system to dynamically adjust its configuration based
on changing channel conditions. The integration of SNR thresholding estab-
lishes predefined thresholds for different modulation schemes (M — PSK&M —

QAM), allowing the system to select the most suitable modulation scheme at
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any given moment. This ensures optimal utilization of available bandwidth
while balancing the trade-off between data rate and reliability. The adaptive
modulation module seamlessly switches between modulation schemes based on
the determined SNR thresholds, while rate adaptation mechanisms adjust data
rates accordingly. Thorough testing and optimization are essential to fine-tune
the system’s parameters, ensuring robust performance across diverse commu-
nication scenarios. This cognitive communication system represents a sophis-
ticated and dynamic solution for addressing the challenges posed by variable
channel conditions. The SNR thresholding for the communication receiver to

be in the main lobe and the side lobes are given in Table 4.3.

Table 4.3: SNR threshold for main lobe and side lobes

Main Lobe Side Lobes
—15dB to —5dB | BPSK ‘
— 5B 1o 5dB QPSK —15dB to 5dB ' 16QAM
5dB to 15dB 8PSK
15dB and above | 16 PSK

5dB to 15dB ‘ 64QAM ‘

Similarly, Figure (4.6) embodies the selection of waveform and data rates

based on the channel statistics and value of SNR.

4.2.6 UP Link Communication Channel

Similarly, the signal generated by the communication receiver and trans-
mitted by using ULA having dimension N7 x 1 towards DFRC transmitter or

fusion center can be written as:

suL(t,7) =AuL(T)WyLWuL(r) (4.21)

where, Ay is the signal power, wy, 1s the UL steering vector from the com-

munication receiver towards the DFRC transmitter and yyz(¢) is the desired
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Figure 4.6: The internal mechanism of proposed radar and communication feedback processor

waveform contains snr level information.

4.3 Simulation Results

For any learning task, it is recommended to start by plotting the input data.
This helps to identify prominent features. If a clear pattern emerges from the
visualization, using a neural network may be unnecessary or even suboptimal.
To generate the constellation diagram, the receiver must precisely recover the
received signal’s timing, carrier frequency, phase, and waveform. Communi-
cations systems cannot eliminate channel effects due to their inherent nonde-
terministic nature. In real-time communication scenarios, factors such as in-
creased thermal noise, oscillator drift and temperature variations at the DFRC
transmitter, and symbol timing offset may arise. Additionally, sample rate
degradation and carrier frequency offsets contribute to performance deterio-
ration. Owing to these impairments, accurately identifying the true modulation
and transmitted symbol becomes exceedingly challenging.

Furthermore, Multipath fading further degrades signal quality, leading to
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data loss. This data loss then worsens the performance of the transmission
system. More details about the channel parameters are provided in the table

4.4.

Table 4.4: Wireless Channel parameters

Parameter Name Parameter Value

Modulation Schemes 5

Samples of each modulation | 1000

Signal Dimension 1x1024 %3
Duration of each input frame | Sms

Center Frequency 902 MHz
SNR Range —30dB to +30 dB
Sampling Rate 200 kHz
Symbols of each waveform 1024
Samples per symbol 8

Doppler spread SHz
Maximum Clock Offset S ppm
Channel profile Rician
Fading K factor 4

Fading delay ratio 0,1.8,3.4
Path Gains 0,—2,—10dB
Maximum Doppler Shift 4

In this received signal classification task, at the receiver, 1000 received sam-
ples were collected to make a spectrogram diagram in image format by apply-
ing short-term Fourier transform (STFT). The generated image is then fed to
a CNN-based classifier for classification. The classification result is a proba-
bility vector that indicates the probability of the received constellation being a
particular modulation scheme.

In the next section, the performance of the proposed CNN-based system

is presented. The proposed system has been evaluated based on classification

111



accuracy and miss classification error over a wide range of SNRs.

4.3.1 Proposed CNN Classification Performance

In the subsequent section, the CNN-based received signal classifier, its con-
stellation diagram, and the training procedure will be examined. Throughout
the CNN training process, various parameters of the optimizer and training al-
gorithm require adjustment to enhance both the training speed and classification
accuracy. Specifically, batch processing is adapted during training, employing
batches of 10000 images for each iteration. To facilitate effective learning, the
CNN underwent training for 1000 iterations. Additional details regarding the
diverse training parameters of the CNN are provided in Table 4.5.

Table 4.5: CNN Parameters.

Parameter Name Parameter Value
Percent Training Samples 80%

Percent Validation Samples | 10%

Percent Test Samples 10%

Mini batch size 10

Initial learning rate 0.0001

Iteration per epoch 500

Validation frequency 3

Max epochs 10

Solver name Adam

Training was done on a standard Intel 11’ " Gen Intel(R) Core(TM) i5 1135G7,
with 2.40GHz and 2.42GHz processors, having 8 GB ram and Intel Iris Xe
Graphics G780EU (400 — 1300MHz) GPU cards that took 3hours10minutes
approximately.

The details of the CNN network layer parameters are comprehensively dis-
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Table 4.6: CNN Layers Details

Layers Name Layer Dimensions | Filter size | No. of Filters
Input Layer 1 x1024 %3

Conv. Layer 1 1 x 1024 x 32 3x3 32
BN. Layer 1 1 %1024 x 32 1x32 2
Conv. Layer 2 1 x512x32 3x3 32
BN. Layer 2 1 x512x32 1 x32 2
Conv. Layer 3 1 x256 x 32 3x3 32
BN. Layer 3 1 X256 x 32 1x32 2
Conv. Layer 4 1 x 128 x 48 I x8 48
BN. Layer 4 1 x 128 x 48 1x8 2
Conv. Layer 5 1 x 64 x 64 I1x8 64
BN. Layer 5 1 X 64 x 64 1x8 2
Conv. Layer 6 1 x32x96 1x8 96
BN. Layer 6 1 x32x96 I x8 2
Average Pooling Layer | 1 x1x96 Ix1 32
Fully Connected Layer | 1 X1 x5 5x96

Softmax Layer Ix1x5

Class output Layer Ix1x5

cussed in Table 4.6. This encompasses essential information, including the
filter size and the number of filters utilized in each layer. Subsequently, each
convolutional layer is succeeded by a batch normalization layer, followed by a
Rectified Linear Unit (ReLU) activation function and a Max pooling layer.
This proposed architectural configuration enhances training speed, promotes

generalization, and yields improved performance.

Case 1: Radar in the Main lobe, Communication receiver in the Side lobes

The QAM-based waveform is utilized in the 1% case when the radar target is
in the main lobe while the communication user is in the side lobes. The results
in Table 4.7 show performance accuracy at —7dB using the confusion matrix.
These values show that for lower SNR values, the modulation accuracy of less

data rate is very high.
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Table 4.7: Confusion matrix of Proposed CNN at snr -7 dB.

16 QAM 82 17 1 0 0 82 %

64 QAM 14 84 1 0 1 84 %

8 PSK 3 1 76 0 20 76 %

QPSK 6 0 8 86 06 86 %

BPSK 0 0 0 0 100 100 %
16 QAM | 64 QAM | 8 PSK | QPSK | BPSK | Accuracy (%)

Case 2: Both the Radar and the communication receiver are in the Main lobe

In the second case, where both radar and communication receivers are posi-
tioned within the main lobe, the proposed system achieves an overall accuracy
of 92.6%. Notably, BPSK modulation reaches 100% accuracy at 0dB, while
QPSK achieves 98% accuracy at higher data rates. However, classification ac-
curacy degrades for higher-order modulations, such as 16-QAM and 64-QAM,
due to identical constellation diagrams.

To mitigate the risk of encountering local minima during training, the Adam
optimization algorithm is employed for the Convolutional Neural Network (CNN).
The advantages of Adam over stochastic gradient descent (SGD) include im-
proved computational complexity and the efficient calculation of both mean
and variance for each parameter’s moving average. In conjunction with the
softmax layer, a cross-entropy loss function is utilized to quantify the dispari-
ties between the detected class and the true class. Therefore, the integration of
softmax activation with the cross-entropy loss function is performed to accom-
plish the classification task.

Table 4.8 shows performance accuracy at OdB. The overall accuracy achieved

15 94%. Similarly, the performance of BPSK is 100% while the 16QAM is 94%.

Figure (4.7) shows the scatter plot image of the received modulated sig-
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Table 4.8: Confusion matrix of proposed CNN at snr 0 dB.

16 QAM 92 6 0 0 2 94 %

64 QAM 1 91 0 8 0 91 %

8 PSK 4 0 94 0 2 94 %

QPSK 1 0 1 98 0 98 %

BPSK 0 0 0 0 100 100 %
16 QAM | 64 QAM | 8 PSK | QPSK | BPSK Accuracy(%)

SNR -5 SNR 0 SNR 5 SNR 10 SNR 20 SNR 30
BPSK
QPSK % i
g @ - »
¥ y
8- PSK P ==
- L ]
® -
-
16* - - L] .
QAM & L .
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64- oy i
QAM =8B Dl
e e

Figure 4.7: The Constellation diagrams for digital modulation types of the received signal from
SNR = -10dB to SNR= 30dB,

nal, where the x-axis shows the In phase while the y-axis shows the quadra-
ture component. These constellations are obtained for BPSK, QPSK, 8 — PSK,
16 — OAM and 64 — QAM at snr —10 dB, —5dB, 0dB, 5dB, 10dB, and 20dB
respectively. Furthermore, the Figure (4.8) shows the time domain representa-
tion. The x-axis shows the time duration while the y-axis shows the amplitude.
These observations help us to study the behavior of channels, ease of filtering,

and efficient utilization of bandwidth.
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Figure 4.8: The I & Q time domain representation of the signal at SNR = 20dB

The spectrogram image was generated using raw signals modulated with
BPSK, QPSK, 8PSK, 16 QAM, and 64QAM, each consisting of 1024 samples
per waveform. The central frequency employed for modulation is 902MHz, and
each sample has a duration of 5Sms. Owing to the influence of the channel, a
Doppler spread of SHz is observed. This comprehensive representation allows
for the analysis of signal characteristics across different modulation schemes
under specific channel conditions. The detailed spectrogram provides insights
into the temporal and frequency dynamics, offering a valuable resource for
understanding the impact of channel effects on various modulation signals as
shown in Figure (4.9).

The training accuracy of the proposed system in terms of SNR is compared
with the Zhou [166], Ali [182], Krzystone[183] and Kim [184] as depicted in
the Table 4.9.

The computational complexities of the convolutional layer, fully connected
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Figure 4.9: The spectrogram representation of the signal at SNR = 20dB. Time is given by the

vertical axis while frequency is along the horizontal axis.

Table 4.9: Comparison of training Accuracy vs SNR

e SNR(dB)

Accuracy(%) s -20 | -15 | -10 | -5 0 5 10 | 15
Zhou [166] 14 | 15 | 20 | 35 | 65 | 75 | 83 | 87
Krzy [183] 13 | 14 | 28 | 34 | 60 | 75 | 82 | 88
Ali [182] 12 | 13 | 20 | 36 | 66 | 77 | 84 | 92
Kim [184] 11 | 12 | 21 | 36 | 65 | 74 | 81 | 93
Proposed 10 | 14 | 22 | 37 | 67 | 78 | 84 | 94

layer, and the pooling layer of the proposed system, as well as existing models,

can be calculated using the following equations:

Paracop) = [(K X K) X (Cin) + (Bn)] X (Cour)

Para(BN) =2X (Cout)

Para(fully) = (Cin X Cout) + Cour
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whereas, In a convolutional layer, the parameters consist of learnable fil-
ters and biases. Each filter, typically of size K X K has dimensions based on
the number of input channels Cj,, C,,s is the number of filters applied in the
current layer while B, is the bais of each filter. Similarly, in the batch normal-
ization layer, each feature map has two learnable parameters: a scaling factor
and a shifting factor, also called as the gamma and the beta. These parameters
play a key role in stabilizing the training process by normalizing the inputs,
which helps improve the overall performance of the network. Pooling layers
(e.g., max pooling, average pooling) do not have learnable parameters, so they
contribute O to the parameter count. For a fully connected layer, the number of
parameters is given by the number of input units times the number of output
units, plus one bias term for each output unit. In the end, we add up the param-
eters from all the convolutional layers and batch normalization layers to get the
total number of parameters.

In this study, it has been observed that deeper architectures are most effec-
tive with more complex datasets. Furthermore, there is a notable relationship
between the number of dense layers, the number of neurons, and the dataset
complexity. The number of convolutional and dense layers directly impacts
the model’s runtime. While using lower filter sizes and higher batch sizes can
enhance the model’s performance, it also increases the computational cost. Ad-
ditionally, a lower batch size yields better results when the learning rate is low.
For models with a greater number of layers, maintaining a lower learning rate
leads to improved outcomes as mentioned in the Table 4.10.

These insights are critical for selecting appropriate waveforms based on the
expected noise conditions in communication systems. For scenarios with high

noise levels, BPSK and QPSK are preferable due to their robustness and high
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Table 4.10: Comparison of Time Complexity

Model Total Layers | Parameters | Epocs | Optimizer
Zhou [166] 22 5,71,695 40 SDGM
Krzy [183] 13 27,49,275 72 ADAM

Ali [182] 49 4,27,484 60 ADAM
Kim [184] 22 1,43,760 45 SDGM
Proposed 28 1,41,432 10 ADAM

accuracy. For environments with lower noise levels, more complex modulation
schemes like 16 QAM and 64 QAM can be considered to achieve higher data

rates while maintaining acceptable accuracy.

4.3.2 Radar Performance Evaluation

In this section, we highlight the performance of the radar receiver. In the
first case, the radar target is positioned at an angle of 6, = 0°, while the com-
munication receiver is placed at 6, = 5°. A PSK-based waveform is used in
this example. In the second case, the radar target remains at 8, = 0°, but the
communication receiver is positioned at 6, = 30°, using a QAM waveform.
The target reflection coefficient is assumed to follow the swirling 2 model. It
changes from pulse to pulse but remains constant throughout each pulse. A
ULA with 10 sensors, spaced half a wavelength apart, is used for the radar re-
ceiver array. Data is collected using 1000 pulses to build the covariance matrix.
The MUSIC algorithm is then applied at the radar receiver for DOA estimation.

The target resolution is achieved by [185].

61— 6 .
—,l—
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Figure 4.10 illustrates the radar performance for both scenarios discussed
earlier. Meanwhile, Figure 4.11 displays the radar receiver’s performance under

a high SNR value.
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4.3.3 Statistical Analysis

Moreover, the Friedman test is applied to evaluate the training accuracy of
various CNN models across a range of SNR values on the given datasets. The
significance of the p-value (p < 0.005) was assessed for all models, and the
proposed model demonstrated statistical significance, passing all test parame-
ters. For each SNR value, the performance (training accuracy) of each CNN
model was ranked. The Friedman test was then used to determine if there were
significant differences in performance among the models. The Friedman test

statistic (y7) is calculated using the formula:

12 &
xp=———Y RZ-3n(k+1) (4.26)

nk(k+1) =

where: n is the number of observations (e.g., different SNR levels), k is the
number of groups (e.g., different CNN models), Rj is the sum of ranks for group
j. The proposed CNN model showed a statistically significant improvement in
training accuracy across the range of SNR values, as evidenced by the Friedman
test. The p-value was found to be below the threshold for significance, indicat-
ing that the proposed model’s performance is significantly different from that

of the other models tested.

4.4 Summary

In this work, Cognitive architecture for DFRC for a variety of five commu-
nication schemes and two different waveforms have been presented. With the
aid of deep learning techniques, features are extracted from received signals at
the communication receiver. Its accuracy is simulated over a broad range of

SNR. In this, a CNN-based image classifier is employed to categorize images
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depicting various constellation schemes. In comparison with existing modu-
lation classification algorithms for received signals, this CNN-based approach
demonstrates superior classification accuracy and avoids the need for manual
feature selection. The algorithm exhibits robustness against carrier frequency
variations, phase offset, timing errors, and phase jitter. Moreover, this classifier
does not rely on noise variance for classification. Simulations indicate that the
proposed CNN-based received signal classification achieves an average classi-
fication accuracy of 90.22% and 92.44% for five modulation schemes at —7dB
and OdB SNR, respectively.
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Chapter 5

Conclusion and Future Work

5.1 Conclusions

This doctoral research focused on integrating radar and communication func-
tionalities within a unified system to improve data rates, spectrum efficiency,
and interference mitigation in dual-function radar and communication (DFRC)
systems. A novel hybrid technique, FQAM, combining Frequency Shift Keying
(FSK) with Quadrature Amplitude Modulation (QAM), was proposed to en-
hance communication data rates by embedding information in both frequency
and constellation number. Extensive simulations demonstrated that FQAM sig-
nificantly improves spectral efficiency and reduces interference compared to
existing methods. Additionally, a deep learning-based approach was developed
to optimize communication performance and mitigate interference using the
perception-action cycle for real-time signal identification and adaptive wave-
form selection. This method improved data rates and reduced bit error rates
(BER) by adjusting to the relative positions of radar targets and communi-
cation receivers. Simulation results validated its effectiveness across diverse
conditions. These contributions advance DFRC systems by integrating innova-

tive modulation techniques with deep learning, enhancing spectrum utilization,

123



radar target tracking, and overall system performance, thereby paving the way

for next-generation multi-functional radar and communication systems.

5.2 Future Work

5.2.1 Future work in uplink for Communication in DFRC and limitation

in Data Rate

Given the current literature and contributions to DFRC systems regarding
information embedding, there remains significant potential to further enhance
the system’s performance by focusing on advancements in uplink channel es-
timation and multi-user interference mitigation. Integrating sophisticated algo-
rithms for error detection and correction is essential to achieve more robust and

reliable system performance [9; 35; 186; 187].

5.2.2 Future work in Interference Mitigation

The interference mitigation can be overcome by fast time coding, polariza-
tion, cognitive designs based on information feedback, improved range-angle
dependent target focusing, etc. Moreover, channel coding schemes are to be
used in waveforms to mask the communication data from the intercepts. The
SNR needed for combating channel interference must be examined because of

the radar equation and power requirements[9; 35; 186; 187].
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