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ABSTRACT 

Due to the limited supply and the strict management policy of the spectrum, it is very difficult to 

overcome the requirements of data rates and bandwidth in communication systems.  To 

successfully deal with this problem, the idea of random allocation of spectrum rather than fixed 

allocation of spectrum has come into existence which leads to the idea of cognitive radio (CR). 

Orthogonal frequency division multiplexing (OFDM) is a best candidate for CR. It has an ability 

and agility to occupy the spectral holes that are not currently in use by the licensed user and whose 

positions are changing randomly by simply turning on and off its subcarriers. In order to maintain 

the successful co-existence between the licensed and un-licensed users, the interference between 

them should be minimized and one such interference is due to the high sidelobes of OFDM 

subcarriers that should be minimized at the transmitter side of the OFDM system. Some techniques 

are found in literature for the suppression of the sideobes, but a need of even better techniques that 

suppresses the sidelobes in a better way is required.  

This dissertation is a contribution towards the above mentioned area.  The dissertation is mainly 

divided into three parts. In the first part, cancellation carriers (CC) based sidelobe reduction 

technique is presented. A few number of CCs are inserted on either side of used OFDM spectrum, 

the amplitude of the main lobe of these CCs are adjusted in such a way when it is added with the 

OFDM spectrum it will results in the reduction of sidelobes. For the adjustment of amplitudes of 

the main lobe of CCs, we have proposed different heuristic algorithms, including Genetic 

algorithm (GA), Firefly algorithm (FFA), Differential evolution (DE) and Cuckoo search 

algorithm (CSA).  In the second part, we have proposed Generalized sidelobe canceller (GSC) for 

the reduction of sidelobes. In this proposed technique the input signal is passed through the two 
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branches of GSC, the upper branch and the lower branch. The upper branch consist of weight 

vector allows the signal to pass through it and provides the necessary gain to the desired portion 

of the signal satisfying the constraint. The lower branch consists of blocking matrix followed by 

adaptive weight vector, the blocking matrix blocks the desired portion of the signal and pass the 

undesired portion of the signal while the adaptive weight vector adjusts the amplitudes of the 

undesired portion of the signal. Finally the signal from the upper branch and lower branch are then 

subtracted, results in the reduction of sidelobes.  In the last part, for further suppression of sidelobe, 

we have proposed an OFDM framework that is capable of describing any out-of-band (OOB) 

radiation technique, irrespective of whether one or more than one techniques are applied. Based 

on that framework, we proposed eight different techniques that can be viewed as two step reduction 

techniques and are divided into two main groups: The first group, is a combination of our proposed 

technique GSC with the existing techniques and in the second group is a combination of our 

proposed techniques GSC with GA, FFA, DE and CSA based CCs. 

To show the effectiveness and reliability of all our proposed techniques, we have considered five 

different spectrums sharing environments. Simulation results show that our proposed techniques, 

get better suppression of sidelobes.   
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Chapter 1 

Introduction 

 

1.1 Problem statement  

The rapid growth in wireless communication methods and demand for high data rate in today’s 

environment is the major reason of spectral scarcity. From the spectrum measurement done in 

different parts of the world and in different duration shows that most of the frequencies are idle 

most of the time. The above situation led to the following conclusion: First a more flexible 

spectrum management policy is needed and the second one, technology must be there that is 

compatible with the new management policy.  

As to the first point, different concepts for a flexible spectrum management can be found in the 

literature. Several suggestions were given that include allocation of spectrum to various users 

functioning in the same allocated frequency range dynamically or randomly, unrestricted access 

of spectral resources to everyone, or spectrum auctioning which dynamically allocates spectral 

resources for a limited time to the most bidding user. All these suggestions have one thing in 

common dynamic spectrum allocation instead of fixed spectrum allocation. This is in-line with 

recent developments of spectrum policy. Regulatory bodies start rejecting the rigid spectrum 

allocation and headed towards dynamic spectrum access. 

In reference to the second point J. Mitola and Gerald Q. Maguire [1] in 1999 have given the idea 

of cognitive radio (CR). CR is an encouraging solution to tackle such a problem and has received 
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special attention in the research community. CR has the ability to dynamically permit secondary 

users (SU) to operate in those spectral domains that are not being used by the primary users (PU) 

at certain times and localities. Efficient techniques are needed at the transmitter side to control the 

shapes of the transmitted signal so that both SU and PU can share the same spectrum resources 

with minimum interference.  

Orthogonal frequency division multiplexing (OFDM) is the best candidate for CR, with the ability 

to divide the available wideband channel into multiple narrow band orthogonal 

channels/subcarriers and to transmit those subcarriers in parallel. Some attributes of OFDM 

include spectral efficiency, multipath delay spread, robustness to channel fading, resilience to 

narrow band effects, resilience to intersymbol interference (ISI), resilience to interference and 

simpler channel equalization. On the other hand, due to the large sidelobes of the OFDM 

subcarriers, CR based on OFDM experiences high out-of-band (OOB) radiation that may result in 

considerable interference with the adjacent bands used by either PU or SU. To tackle the OOB 

radiation problem, various techniques are proposed in the literature that can be categorized into 

two groups: time domain techniques and frequency domain techniques.  

1.2 Contribution of the dissertation  

The main purpose of this dissertation is to develop some new and efficient techniques that can 

reduce the sidelobes in a better way, so that multiple users can access the same spectral resource 

at the same time with minimum level of interference. Contribution of this dissertation is 

summarized as follows.  

1. Calculation of the amplitudes of proposed Cancellation carriers (CCs) by using different 

Heuristic algorithms (HA) has been presented. A few number of CCs are inserted on both 
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sides of OFDM spectrum, whose sidelobes can cancel out the sidelobes of the OFDM 

spectrum. So for the calculation of the amplitude of these CCs, we proposed different 

heuristic algorithms that include Genetic algorithm (GA), Differential Evolution (DE), 

Firefly algorithm (FFA) and Cuckoo search algorithm (CSA) by using our proposed fitness 

function. The effectiveness of these algorithms are checked by considering five different 

spectrum sharing environments with the help of simulations that shows that better 

suppresion of sidelobes are achieved as compared to the existing techniques. The price to 

pay for these results is an acceptable loss in Bit error rate (BER) performance and an 

increased computational complexity. But both effects can be kept at a minimum by 

appropriate countermeasures. 

2. Next we proposed a novel technique by using generalized sidelobe canceller (GSC) for the 

reduction of sidelobes. In the proposed technique, the signal is passed through two branches 

of a GSC. The upper branch consists of the weight vector designed by multiple constraints 

to preserve the desired portion of the signal, while the lower branch consists of a blocking 

matrix followed by a weight vector. The blocking matrix blocks the desired portion and 

preserves the undesired portions (sidelobes). The weight vector adjusts the undesired 

portion (sidelobes) in such a way that when subtracted from the signal of the upper branch, 

it results in significant cancellation of the sidelobes of the OFDM signal. We have 

compared the performance of the proposed technique with already existing techniques via 

simulations and by considering five different spectrum sharing environments. The 

proposed technique achieves better suppression of the sidelobes as compared to the existing 

methods. 
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3. Finally, we have proposed a framework of an OFDM that has an ability of describing any 

OOB radiation reduction techniques, regardless of whether a single or multiple techniques 

are applied. Based on this framework, we proposed eight new different techniques that can 

be viewed as two level suppression techniques are proposed, which are divided into two 

major groups: The first one is the combination of our proposed technique GSC with four 

different existing CC techniques, including CC proposed by Brandes [2], [3], CC proposed 

by Pagadarai [4], Advanced cancellation carriers (ACC) [5] and Active and Null 

cancellation carriers (ANCC) [6]. The second one is the combination of our proposed 

techniques discussed in chapter 4 and 5 i.e. combination of GSC with GA based CC, 

combination of GSC with FFA based CC, combination of GSC with DE based CC and 

combination of GSC with CSA based CC. The purpose of combining different techniques 

is, to take advantages of the individual techniques for further enhancing the suppression of 

sidelobes. The strength and reliability of the proposed techniques are shown via computer 

simulations in different types of spectrum sharing scenarios, which show that the proposed 

techniques get far better reduction of OOB radiation as compared to the existing 

techniques.Our combined proposed techniques achieves better suppression of sideloes as 

compared with the previous techniques. 

1.3 Organization of the dissertation  

The organization of this dissertation is as follows. 

In chapter 2, a brief survey of CR and OFDM has been given. After that some design issues when 

OFDM is used for CR system are discussed. In the end, an overview of some existing techniques 

for solving sidelobes suppression, which is one of the design issue are highlighted followed by a 
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conclusion. In chapter 3, a detailed discussion of some proposed heuristic techniques including 

GA, FFA, DE and CSA are given.   

In chapter 4, the application of the proposed algorithms i.e. GA, FFA, DE and CSA based on our 

fitness function, for the calculation of amplitudes of main lobe of CCs are given. Simulation results 

in term of power spectral density (PSD) and comparing it with other existing techniques are done 

to check the reliability and efficiency of our proposed fitness function and proposed algorithms. 

In chapter 5, we proposed a new technique GSC for the reduction of sidelobes. In this chapter, we 

show that how an incoming signal at GSC is divided into two portions that ultimately results in 

the suppression of sidelobes. The performance and reliability of the proposed technique is shown 

with the help of simulation and comparing it with other results.  

In chapter 6, we presents a framework of OFDM that has an ability of describing any OOB 

radiation reduction techniques, regardless of whether a single or multiple techniques are applied. 

Based on this framework, we proposed eight new different techniques that can be viewed as two 

level suppression techniques are proposed, which are divided into two major groups: First group 

is the combination of our proposed technique, GSC with other existing techniques including CC 

proposed by Brandes, CC proposed by Pagadarai, ACC and ANCC, while second group is the 

combination of our proposed techniques i.e GSC with GA based CC, FFA based CC, DE based 

CC and CSA based CC. The motive behind combination of techniques is achieving suppression of 

sidelobes as much as possible.  

In chapter 7, we give conclusion of this dissertation along with proposed future work. 
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Chapter 2 

Literature Review 

 

This chapter presents necessary details about existing literature regarding CR and OFDM. It starts 

with a background and the motivation behind the concept of CR, then a brief discussion about the 

CR, its function and network architecture are given. After that the motivation behind using OFDM 

as a best candidate for CR system are given followed by a brief discussion about the conventional 

OFDM, and its working principle. Moreover, the discussion is given about the modified OFDM 

especially for CR system, also named as OFDM based CR system, and its working principle, 

followed by some design issues. In the end discussion about one of the major design issue of 

OFDM based CR system and the existing research for solving that issue are highlighted.  

2.1 Background 

The user demand for data rate and services has increased rapidly over the last few decades that 

results in a shortage of spectrum to new services [7]–[10]. In November 2002, spectrum policy 

task force (SPTF) of the federal communication commission (FCC) have shown in their report that 

in most of the bands, spectrum access is a more serious problem as compared to the physical 

inadequacy of spectrum. This is due to the traditional command and control system that restricts 

the potential spectrum users to obtain such access. Secondly these spectrums most of the times are 

either unoccupied or partially occupied. To encounter these problems, their recommendation were, 

to improve the flexibility of spectrum usage, to support and encourage the efficient use of the 

spectrum and to take all dimensions and related issues of spectrum usage into the policy. The aim 
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were to improve both technical and economic efficiency of spectrum management. These 

recommendation introduces the concept of Dynamic spectrum access (DSA), where the un-

licensed user also known as SU have the right to use the temporarily un-usable spectrum of the 

licensed user also called as PU. So CR has been proposed for the efficient use of spectrum [11]–

[15].  

2.2 Cognitive radio 

The word cognitive is derived from the Latin word “co + gnoscere” meaning “to come to know” 

or to become aware of something [16]–[18]. The word CR, first used by J. Mitola, is a new way 

of designing a wireless communication system, whose goal is to provide wireless transmission 

through DSA, so that the performance of wireless transmission can be improved, as well as 

improving the consumption of the frequency spectrum and solving the problem of spectrum 

underutilization [1], [19]–[21]. It differs from the conventional radio, in that it has an ability of 

cognition and re-configurability. Cognition is the ability of CR to sense and to collect the 

information about the transmission frequency, bandwidth, allocated power, modulation scheme 

etc. from its surrounding environment, with the help of which the SUs are able to identify the best 

available spectrum. Cognitive re-configurability refers to the ability to adapt the operational 

environment swiftly according to the sensed information in order to attain best performance. 

Cognitive re-configurability is provided from a platform of software-defined radio (SDR), upon 

which a cognitive radio is built. SDR is now a days a practical reality, because of the convergence 

of digital radio, and computer software [21]–[25]. 

By taking the best advantage of the available spectrum opportunistically, cognitive radio 

empowers the SUs to sense for the spectrum holes, selecting the appropriate channel, coordinating 
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with other users for spectrum access, and to leave the occupied channel after the reclaiming of 

spectrum from PUs.  

2.3 Functions of Cognitive radio 

The duty cycle of CR as shown in Figure. 2.1 includes detection of spectral holes, selecting the 

best frequency bands, coordinating the spectrum access with other users and vacating the spectral 

hole when the primary user appears.  Such a cognitive cycle is supported by the following tasks. 

 

 

Figure 2. 1 Cognitive Radio Cycle 

 

2.3.1 Spectrum sensing and analysis 

Spectrum sensing and analysis is the first step towards the spectrum utilization dynamically. With 

spectrum sensing CR can gain essential information about the surrounding environment and can 
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adjust its transmission and receiving parameters like transmission power, frequency and 

modulation schemes etc. in order to achieve efficient spectrum utilization. Three different aspects 

of spectrum sensing are interference temperature model, spectrum hole detection and cooperative 

sensing with multiple users.  

2.3.2 Spectrum management and handoff 

After knowing about the spectrum holes by sensing, spectrum management and handoff function 

of the CR permits the SU, also called the un-licensed user to pick the best frequency band and hop 

among the multiple bands according to the time varying channel characteristics to meet various 

quality of service requirements. For example, if the PU, also called as the licensed user, regain its 

frequency band, the SU will direct its transmission to the other available frequencies according to 

the channel capacity determined by the noise and interference levels, path loss, channel error rate 

and holding time etc. 

2.3.3 Spectrum allocation and sharing  

In DSA environment SU may share the spectrum resources with other SUs, PUs or both. A good 

spectrum allocation and sharing with high spectral efficiency is difficult to achieve. Since PU owns 

the spectrum rights, the interference level due to the SU should be limited by certain threshold. 

When multiple SUs share the frequency band, their access should be coordinated to alleviate 

collision and interference. 

2.4 Network Architecture of Cognitive Radio 

With the growth of CR technology, the SUs can take temporary advantage of the vacant spectral 

bands possessed by the PUs. So, CR network architecture consists of secondary network that 
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contains SUs, as well as secondary base station, and primary network that contains the PUs as well 

as primary base station, are exhibited in Figure. 2.2 [25]. 

Secondary network consists of a lot of SUs, with/without a secondary base station and will only 

occupy the spectral hole, when it is not in use of PU. To gain the possession of a spectral hole by 

the SU, when it is not currently in use of PU, is usually coordinated via the secondary base station, 

which is a fixed infrastructure component serving as a hub of the secondary network.   

 

 

Figure 2. 2 Network Architecture of DSA 
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The SUs and the secondary base stations are equipped with CR functions. Whenever a lot of 

secondary networks are trying to utilize the same spectral band, in that situation, spectrum broker 

manages all the secondary networks transmission over that spectral band. This is done by 

collecting information from every secondary network, and assigns the network resources for 

efficient and fair spectrum sharing. A primary network consists of a lot of PUs and a few primary 

base stations. PUs are legally allowed to use defined portion of spectral band with the help of 

primary base stations with the insurance that their communication will not be interrupted by the 

secondary networks. Actually the PUs and primary base stations are not equipped with CR 

functions. Therefore, if a secondary network share a licensed spectrum band with a primary 

network, besides detecting the spectrum white space and utilizing the best spectrum band, the 

secondary network is required to immediately detect the presence of a primary user and direct the 

secondary transmission to another available band so as to avoid interfering with primary 

transmission [26]–[28]. 

2.5 Orthogonal frequency division multiplexing  

Multicarrier methods are considered as the best candidates for the physical layer of CR system.  

By allocating the SUs to the spectral holes that can coexist with the other spectral holes used by 

PUs, multicarrier methods offer considerable flexibility to fill in the holes, and accordingly it 

utilizes the natural resources efficiently. In addition to that, OFDM is one of the best multicarrier 

method, has been introduced as a first candidate for this purpose.  

The concept of OFDM was first given by Robert W Chang [29] in 1966. His aim was to present a 

new scheme of transmitting multiple signal at the same time on a narrow band channel without 

intercarriers interference (ICI) and ISI. The main idea of OFDM is the splitting up of frequency 

selective channel into multiple frequency flat fading channels that are parallel as well as orthogonal 
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[29]–[31]. The major drawback at that time was the implementation of bank of modulators and 

demodulators, until in 1971, when Weinstein and Ebert gave an idea of using discrete Fourier 

transformation (DFT) for performing the modulation and demodulation that reduces the 

implementation complexity [32]. Since early 1990’s OFDM has gained increased attention and 

has been successfully adopted in different wireless, as well as, in wired communication systems 

[33]–[36].  

The motivation behind adopting OFDM in CR are its advantages that are its insusceptibility to 

frequency selective fading and high data rate, because of its ability to divide the overall bandwidth 

into multiple narrow band orthogonal channels, efficient usage of spectrum by overlapping of 

subcarriers, removal of ISI and ICI through the use of cyclic prefix (CP), simpler channel 

equalization by using adaptive equalization techniques, computationally efficient by using fast 

Fourier transform (FFT) to implement modulation and demodulation, ability of recovering the lost 

symbols due to the frequency selectivity by using sufficient channel coding and maximizing the 

likelihood decoding etc [37], [38]. There is no need for considerable modification on the basic 

structure of conventional OFDM system while using OFDM in CR systems, but some parameters 

should be adopted to the structure defined by the PUs in advance.  

2.5.1 OFDM Principle  

The basic principle behind OFDM is the division of wideband channel into multiple narrow band 

subchannels that are transmitted parallel over number of subcarriers and these subcarriers should 

be orthogonal to avoid ICI. Consider subcarrier n and m carriers complex signals ( )ng t  and ( )mg t

. They are orthogonal if: 
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   *
0

n m

n m
g t g t dt

otherwise n m






 


  (2.1) 

Suppose these subcarriers are very close to each other, the carrier frequency of ith subcarrier is fi 

given by:  

i

B
f i f i

N
   ,          0,1,...,i N   (2.2) 

Here f  represents the subcarrier spacing, B represents the total available bandwidth, while N 

represents the total number of subcarriers.  

The transmitted time domain signal over the ith subcarrier is given by: 

   2 ij f t

i ix t b e I t


  (2.3) 

Here bi represents the complex symbol data on ith subcarrier and I (t) represents the rectangular 

function defined as: 

  01 0

0

t T
I t

otherwise

 
 


 (2.4) 

where T0 represents the OFDM symbol duration, the orthogonality condition in equation (2.1) can 

be rewritten as: 

0

2 2

0

0k i

T

j f t j f t
e e dt

 

     if i k  (2.5) 
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Result of equation (2.5) can only be achieved, if the spacing f  between the subcarrier is an 

integral multiple of inverse of duration of OFDM symbol 0T  and for spectral efficiency f  should 

be as small as possible.   

As there are total of N subcarriers, so it means that there are N such transmitted time domain 

signals. So one OFDM symbol will be the sum of all N time domain transmitted signals given by: 

   
1

0

1 N

i

i

x t x t
N





   (2.6) 

   
1

2

0

1
i

N
j f t

i

i

x t b e I t
N






    (2.7) 

Taking samples of the signal given in equation (2.7) with sampling frequency
0

s

N
f

T
 , on 

substituting the subcarrier frequency with discrete equivalent we get: 

 
1 2

0

1
kiN j
N

i

i

x k b e
N





   , 0,1,..., 1k N   (2.8) 

where k denotes the number of samples. In discrete domain, the length of N samples are equal to 

the one OFDM symbol duration T0. Sequence given in equation (2.8) is the representation of ib  

0,1,..., 1i N   after taking Inverse discrete Fourier transformation (IDFT) that is more generally 

represented by  X n  0,1,..., 1n N  , with n representing the frequency domain index [31], [39], 

[40]. 

      
1 2

0

1
inN j
N

n

x k IDFT X n X n e
N





    , 0,1,..., 1k N   (2.9) 
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The main advantage of OFDM is the representation of OFDM modulation in discrete domain by 

using IDFT that reduces its implementation complexity. 

As the transmitted radio signal is reflected from different sources resulting in multiple copies of 

signal that arrives at the receiver at different times can interfere with each other causing ISI. In 

OFDM it can be tackled by the use of CP whose time duration must exceed the maximum time 

delay of multipath channel given by: 

maxCPT   (2.10) 

The CP is basically the extension of each OFDM symbol with symbol duration TCP. Thus the 

duration of OFDM symbol extends to: 

0 CPT T T   (2.11) 

The orthogonality between subcarriers is also maintained using CP that results in avoiding ICI. In 

discrete domain the length of CP is given by: 

max

0

CP

N
N

T

 
  
 

 (2.12) 

After adding CP equation (2.8) will become: 

 
1 2

0

1
kiN j
N

i

i

x k b e
N





  , ,..., 1CPk N N    (2.13) 

The signal in equation (2.13) is then passed through the digital to analog converter (D/A) the output 

of which will be x (t) with symbol duration T. At the receiver side the signal is first converted to 

digital domain by using analog to digital converter (A/D). The received sequence  y k , 
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0,1,..., 1CPk N N    consists of transmitted sequence  x k  contaminated with the multipath 

channel noise  n k  and channel impulse response  h k  , 0,1,..., 1CPk N N    given by: 

       y k h k x k n k    (2.14) 

The CP is then removed from the signal in equation (2.14) followed by DFT, whose output is given 

by: 

      
1 2

0

knN j
N

k

Y n DFT y k y k e
 



   (2.15) 

As ICI and ISI is completely avoided by using CP, every subchannel is completely isolated from 

each other. The transmitted symbol bi, i = 0, 1… N - 1 transmitted on ith subcarrier and can be 

easily estimated from Y[n] due to the proper adjustment of the subcarrier spacing the subchannels 

are experiencing frequency flat fading. The frequency domain representation of equation (2.14) 

can be given as: 

       Y n H n X n N n   , 0,1,..., 1n N    (2.16) 

     Y n Z n N n   with      Z n H n X n    (2.17) 

Here H [n] represents the transfer function of channel impulse response, X [n] represents the 

transmitted symbols, while N [n] represents the noise. The general schematic diagram of OFDM 

is shown in Figure. 2.3. 

Notation: 

Time domain variables are denoted by small letters, while frequency domain variables are denoted 

by capital letters. For continuous time domain variable t is used in parenthesis, while for discrete 

time domain variable k is used in square brackets. Similarly for frequency domain variable f is 
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used in parenthesis, while for discrete frequency domain variable n is used in square brackets.  

Moreover, vectors are represented by small case bold letters, while matrices are represented by 

capital case bold letters.  

2.6 OFDM Based CR system 

As the subcarriers of OFDM are overlapping in nature, the spectral efficiency of the system  

 

 

Figure 2. 3 Block Diagram of Conventional OFDM system 

becomes high and achieves high rate data transmission. In the CR system framework, OFDM 

offers the flexibility of adjusting the transmitted spectrum to the changing spectrum allocation by 

simply turning on and off individual subcarriers. That is why it is considered as a perfect 

modulation scheme for spectrum sharing systems [41]–[44].  

2.6.1 Principle of working 

Before transmitting, the identification of spectrum holes has to be done with the help of spectrum 
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sensing by CR system and then adapt its transmit signal accordingly. As the CR system and 

licensed system are not exchanging any information between themselves, the location of a licensed 

system is monitored by the CR system itself [45], [46]. This can easily be recognized when the 

licensed system operates on a frequency- and/or time-division multiple-access (FDMA/TDMA) 

basis. When the CR system is silent, then the CR receiver will receive the signal of licensed system 

only. In that phase, the output of the DFT/FFT operation, that is available in each OFDM receiver 

anyway, specifies whether or not the licensed system currently uses a channel corresponding to a 

set of subcarriers of the CR system. Accuracy about the existence and the location of licensed 

system can be improved by carrying out various DFT/FFT cycles and finally taking the average of 

all the results. Moreover, spatial diversity can be introduced by taking multiple stations of the CR 

system to monitor the licensed systems from different locations and exchange the results among 

them to maximize the accuracy about the location of licensed system and spectrum holes. The 

results are collected in the binary allocation vector (BAV) that indicates for each subcarrier 

whether the particular subcarriers can be used by the SU [47]. The allocation vector has to be 

updated and the transmitted signal has to be modified accordingly, when the licensed system 

changes its spectrum allocation as depicted in Figure 2.4. The optimal rate for spectral 

measurements and updates of the allocation vector has been investigated e.g. in [47]. 

Those licensed systems that uses carrier sensing technique i.e. carrier sense multiple access 

(CSMA) for their channel access, are not always a good idea for co-existence with CR systems, 

because information about the spectrum allocation cannot be suitably measured. The licensed 

systems scan the channel and transmit when it found that the channel is idle. The CR system would 

not detect the scanning function of licensed system, would also recognize that the corresponding 

channel as idle, and start its transmission. This will block the licensed system attempt of 
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transmission till the CR system has ended its transmission. In this way the CR system would harm 

the licensed system considerably and completely block its transmission. However, a frequency 

range in use of licensed system using CSMA can be shared with CR system, if the licensed system 

has assigned a fixed channel. For that the CR system must have an information about the channel 

status so that it can skip all those channels that are in use of licensed system. Once the CR system 

has detected used subcarriers, it will adjust its transmission according to the spectrum condition. 

In OFDM the spectral band is divided into a number of subchannels which are given to the licensed 

system. The OFDM adjusts its transmission by turning off the particular subcarriers, i.e. 

modulating those subcarriers with zeros, which are in use of licensed system. As the occupation 

of the spectrum changes with time, OFDM dynamically adjusting its transmission by turning off 

and on the subcarriers as shown in Figure 2.4. 

Therefore, the fundamental functions of a conventional OFDM system need not to be changed to 

realize an OFDM based CR system and most of the blocks remain unchanged as depicted in Figure. 

2.3. However, some blocks need slight modification and some additional blocks are required that 

are shown in Figure. 2.5.  

At the transmitter side of OFDM based CR system, a complex data symbols  0 1 1, ,...,
T

Nb b b b is 

fed into the serial to parallel (S/P) block. These symbols are then allocated to the subcarriers that 

are not utilized by the PUs and the rest of subcarriers are filled with zeros i.e. turned off. The 

information about the status of subcarriers are present in BAV and as the position of spectrum 

holes changes the BAV updates itself as a result OFDM based CR system adjust its transmission 

by simply on off of the subcarriers. The symbols are modified, by using suppression techniques 

for reducing the sidelobes of the subcarriers, which are then converted into the time domain by 

using Inverse Fourier transformation (IFFT) further CP and cyclic suffix (CS) are attached to the 
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time domain data stream. The CP contains a guard interval (GI) whose length is more than the 

maximum delay spread of multi-path channel. Further wN   number of samples are needed for 

windowing functions at transmitter, as well as, on the receiver side. The CS contains Nw samples 

for transmit windowing. Finally the signal      ,..., 0 ,..., 1
T

CP w wx N N x x N N       x is 

multiplied with a window function for additional suppression of sidelobes, we get the signal x  

transmitted on multipath channel.  

 

Figure 2. 4 Frequency gap utilization by OFDM based CR system 

 

At the receive side we get the signal as given: 

   y h x n i  (2.18) 

where i represents the samples of interference from the licensed system for the duration of one 

OFDM symbol. 
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The samples of receiver, noise and channel impulse response are collected in vectors given by: 

     0 ,..., ,..., 2 1
T

CP wy y k y N N N       y  (2.19) 

     0 ,..., ,..., 2 1
T

CP wn n k n N N N       n  (2.20) 

   0 1,...,
T

mh h  
   h   (2.21) 

The useful part of the received signal is   z h x  and so equation (2.18) becomes 

  y z n i  (2.22) 

At the receiver initially the CP and 2Nw additional samples influenced by windowing at transmitter 

side are removed, after that the interference is alleviated by windowing the received signal. Finally 

the additional   samples for the receiver windowing are removed. By using an appropriate choice 

of window algorithm the received signal becomes: 

   0 ,..., 1
T

y y N     y  (2.23) 

The signal in equation (2.23) is then frequency domain by means of FFT given by: 

   0 ,..., 1
T

Y Y N     Y  (2.24) 

Finally the received data symbols are extracted from frame and processed further. 

2.6.2 Design Issues in OFDM based CR systems 

For the design of an OFDM based CR system, different restrictions have to be considered in 

addition to design rules for conventional OFDM systems. The most important parameter is 

subcarrier spacing. In conventional OFDM systems the bandwidth of the subcarrier spacing is 
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smaller than the coherence bandwidth of the channel and the OFDM symbol duration is smaller 

than the coherence time of the channel. 

This is by choosing the spacing between subcarriers very small and so in conventional OFDM 

each subcarrier experiences flat fading. The subcarriers spacing are also monitored by licensed 

system and for simplicity integer multiple of subcarriers are employed in a single channel. For 

achieving the spectral efficiency and high throughput, number of subcarriers should be very large 

keeping the characteristics of the signal propagation same as conventional OFDM systems. 

 

Figure 2. 5 OFDM based Cognitive radio system 

From this starting point, other parameters such as the bandwidth, the FFT length, and the OFDM 

symbol duration are determined. In addition to the above, design constraints related to the spectrum 

shaping of the transmitted signal and to reduce the interference between the licensed and CR 

systems have to be taken into account as depicted in Figure. 2.5. In order to achieve these special 

requirements of CR system, the main issues that have to be considered for the design of physical 

layer of OFDM system are: Suppression of sidelobes, Interference mitigation, Time and frequency 

synchronization, channel estimation and the detection of spectrum holes. 
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Interference suppression from CR systems to the licensed system is very challenging task, because 

the licensed system transmission should not be interrupted from the transmission of CR system. In 

OFDM based CR system, the SUs are using those subcarriers that are not in the spectral domain 

of LUs. As the power of sidelobes of OFDM subcarriers decay with 2 2

1

f N
,  so the sidelobes of 

those subcarriers enters the region of LUs that results in high OOB radiation, causing a sever 

interference to the LUs and restricts the use of available spectrum in a well-organized way. So 

there is a need for some powerful techniques for its reduction in order to maintain a successful 

coexistence of licensed as well as OFDM based CR system and to use the spectrum efficiently. To 

handle that issue, different techniques are found in literature that are divided into time domain and 

frequency domain techniques. Time domain techniques are applied after taking the IFFT of the 

signal, include windowing, filtering, insertion of guard bands etc.  

Vahlin, A., et al. [48], has proposed a special type of pulse, generated using optimization 

procedures, and whose duration is no longer than the duration of one OFDM symbol. Nikookar, 

H., et al. [49], designed an optimal pulse wave form using calculus of variation that leads to 

differential equation with boundary condition and isoperimetric constraints. Luo, J., et al. and 

Weiss, T., et al. [50], [51], has given the idea of using raised cosine filter. El-Saadany, et al. [52],  

proposed Hanning window with active cancellation carriers. Gudmundson, M., et al. [53], also 

proposed Hanning window but with no guard interval, Nikookar, H., et al. [54], in his research 

have compared different type of windows and came in conclusion that half sine have better 

suppression, Sahin, A., et al.[55], proposed different windows for different subcarriers for the 

controlling of sidelobes, heaving window for the subcarriers located at the edges, while light 

window for the subcarriers located in the middle of the spectrum. Mahmoud, H. A., et al. [56] 
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proposed an extension of OFDM symbol in time domain and that extension is optimized in 

adaptive manner based on the transmitted data.  

Frequency domain techniques are those that are applied before taking the IFFT of the signal, 

Yamaguchi, H. [57] proposed the concept of considering the tones placed at the edges as a 

cancellation tone, instead of turning it off some signal should be transmitted on that edge tone to 

cancel out the sidelobes. Wang, Z., et al. and Qu, D., et al. [58], [59], have extended the idea of 

placing the cancellation tones on the edges. Cosovic, I., et al. [60] has given an idea of  subcarrier 

weightings, where the amplitudes of all subcarriers in such a way to cancel out the effect of 

sidelobes of each other, using optimization having certain constraints, Selim, A., et al. [61] has 

also proposed the idea of subcarriers weightings but using some algorithms for the calculation of 

amplitudes of the subcarriers. Cosovic, I., et al. [62] has given an idea of replacing the actual 

transmitted sequence from the one that gives maximum suppression of sidelobes. Li, D., et al. [63] 

has proposed an idea of replacing the constellation point for the subcarriers placed on the edges 

with some other constellation that have maximum effect of sidelobe suppression. Pagadarai, S., et 

al. [4] gave an idea of expanding the constellation point of each subcarriers and chooses the one 

with maximum sidelobe suppression. Selim, A., et al. [64] gave an idea of expanding the 

constellation points for all subcarriers but using an algorithms to choose the one with maximum 

sidelobes suppression. Brandes, S., et al. [2], [3], [65] and Pagadarai, S., et al. [66] have  proposed 

an idea of inserting few subcarriers on the edge of the spectrum, also called as cancellation carriers, 

whose sidelobes are used for cancellation of the sideobes of the data subcarriers. Zhou et al [67] 

have proposed an idea of calculating amplitude of cancellation carriers using genetic algorithm. 

Selim, A., et al. [5] has also given the concept of cancellation carriers but using algorithm for the 

adjustment of its weights. Lopes, et al. [6] gave an idea of active an inactive subcarriers for the 
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suppression of sidelobes. Weiss, T., et al. [51] has given an idea of deactivating the subcarriers on 

the edges adaptively, creating a guard band between the SU and LU. Ma, M., et al. [68] proposed 

a precoding technique by treating the power leakage as a Frobenius  norm minimization problem 

and then suggesting an optimized precoder based on singular value decomposition. Zhou, X., et 

al. [69], [70] has designed a precoder for multiple CR based users also based on singular value 

decomposition, Xu, R., et al. [71] proposed a precoder based on generalized eigen value problem. 

Van De Beek, J. et al. [72]–[74] proposed a precoder that give the emitted signal’s phase and 

amplitudes. Pandey, A. et al. [75] and You, Z. et al. [76] have proposed a two level precoder for  

the suppression of sidelobes.  

2.7 Conclusion 

This chapter highlights that OFDM based CR system is the best solution to the problem of 

spectrum scarcity and spectrum underutilization. It has an ability to use the available spectrum in 

flexible and in efficient way, but it has some drawbacks. One of the major drawbacks is the 

sidelobes of its subcarriers that results in serious OOB radiation. This OOB radiation causes severe 

interference to the adjacent SUs and PUs that ultimately disrupts their transmission. Different 

techniques are found in the literature to tackle this issue but there is a need of some better 

techniques that reduce the sidelobes in a better way.  
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Chapter 3 

Heuristic Algorithms 

 

3.1 Background 

The term heuristic is a Greek word meaning ‘to find’ or ‘to discover’, is a terminology used for 

algorithms, designed for solving a problem quickly and efficiently as compared to the traditional 

methods in exchange of precision and accuracy, optimality, completeness and time of execution.  

The advantage of heuristic algorithms (HA) are seen in optimization problems, where finding an 

optimal solution is impossible or impractical, HA can be used to speed up the process of finding a 

satisfactory solution. Researchers from almost all field have shown interest in HA, because of its 

simplicity in concept and in implementation, effectiveness against the variation of the environment 

etc [77]–[82]. HA are based on the concept of biological evolution i.e. Darwin’s theory of 

evolution, the population based search technique uses genetic operators including crossover, 

mutation, inheritance and selection. The advantages of HA over traditional optimization 

techniques are its wide range of application, Hybridization, ease of concept, parallelism, capability 

of solving a problem having no solution and adaptiveness to dynamical changes etc [83]–[90]. 

There are many HA are found in the literature, few of them are listed below: 

 Genetic algorithm 

 Firefly algorithm 

 Differential algorithm 

 Cuckoo search algorithm 
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 Particle swarm optimization 

 Ant colony optimization  

 Bee colony optimization 

 Cultural algorithm 

 Pattern search algorithm 

 Backtracking search algorithm 

 Fire algorithm 

 Bat algorithm 

 Harmony search algorithm 

 Evolutionary programming 

 Self-organizing migration algorithm 

Throughout this chapter, we will restrict our discussion to GA, FFA, DE and CSA. 

3.2 Genetic Algorithm 

The concept of GA was initially given by John H. Holland in 1975 in his work for presenting an 

easy solution of natural selection [91]–[93]. One of the main advantage of GA is that it cannot be 

struck in local minima, always gives a suitable result for those problems, which cannot be dealt 

easily by other methods, or that do not have a mathematical model, or that have a complex 

mathematical model, or the parameters involve in problem are huge in number. Recently, GA has 

been very much successful in solving different optimization problems in various field of 

engineering [94]–[101] .  

GA is repetitive technique that initiates with the randomly generation having fixed number of 

individuals called population. This population represent the possible solution to the problem under 

consideration. The individuals in population are called as chromosomes, each chromosome contain 
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fixed number of genes. The number of genes represents the length of each chromosomes.  After 

the generation of population, a stochastic selection operator select the best solution through each 

generation. These selected solutions through selection forms a new set of individuals called parents 

that will now participate in the left over evolution process. For finding the best solution, the parent 

chromosomes will employ the process of mutation, elitism and cross over etc. whose outcome 

constitute a new set of individuals called children (offspring’s). The process will keep on until a 

number of iteration has completed or best individual has been selected. The flow chat of GA is 

depicted in Figure. 3.1, while the procedural steps of GA are given as under. 

Step I Initialization:  This step is common in all HA, because every HA needs a set of individuals 

that contain a possible solution of a problem being solved by that algorithm. So in this step the 

individuals that makeup the population are generated randomly, having no constraint about the 

size of population. 

Step II Fitness Evaluation: The fitness function is the most important part of all HA, as the 

performance and result of an algorithm mainly dependent on design of fitness function and is 

problem specific. One can get the optimum result, if it is properly designed. In this step the fitness 

of each individual is evaluated and is placed in order of descending order of their fitness.  

Step III Parent selection and Offspring production: Individuals sorted out in previous step are 

now parents to the next generation. The probability of producing next generation are proportional 

to fitness of the parents. This production is done with cross over (single point cross over, multiple 

point cross over). More children will be produced by parent having higher fitness and vice versa. 

In this there could be two approaches. 

1. Select those parents, whose probability is inversely related to their fitness and ask them 

produce. 
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2. Using roulette wheel method, whose angle of the sector is directly related to the fitness. 

The sector with a bigger angle has more chance to win as better parent.  

Step IV Generating the new population: Children for next generation is selected by three methods 

that are Elitism, replacement of generation and survival of the fitness. 

(a): Replacement of generation: In this process, the parents are completely replaced by their 

children. This process allow for a thorough mixing of genes but there is no guarantee that whether 

all the children or most of them will be better from their parents, will result in degradation because 

of losing the individual having best genes. 

(b): Elitism: In this process, to tackle the handicap of the replacement of generation, some of the 

best individuals should be retained from the previous generation.  

(c): Survival of fitness: In this process, sort out the parents and children according to descending 

order of their fitness.  

Step V Mutation: In this process, when no improvement of fitness is noticed in the next generation, 

then the only solution is mutation. In mutation genes of individuals are changing randomly.   

Step VI Termination criteria: The program of GA will terminate if the maximum number of 

iteration has reached or the required mean square error (MSE) is achieved. 

else go to step II. 
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Figure 3. 1 Flow chart of GA 
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3.3 Firefly Algorithm 

Swarm Intelligence (SI), motivated from the joint activity of collective group of ants, termites, 

bees, worms, flock of birds, and schools of fish and has gain attention during the last decade [102]. 

However these group contains rather naïve individuals that shows so much organized activity that 

leads them to their required destinations. Normally this results in the self-arranging activity of the 

entire structure, and their joint intelligence is basically the self-arrangement of such multi-agent 

systems that are based on simple rules of cooperation. Such an organized activity is accomplished 

as a result of communication among the individuals, e.g. termites and worms are capable of 

building complex nests etc [103].  

SI related to area of research that is concerned with a joint activities with in self-organized and 

dispersed systems. This term was first used by Beni in the context of cellular robotic systems [104]. 

Now a days, swarm intelligence are used in optimization, robots controlling, routing and load 

balancing in new-generation mobile networks, whose demands are robustness and flexibility. 

FFA, is a swarm intelligence algorithm developed by Yang in 2007 [105]. It is a population based, 

meta-heuristic algorithm, developed to solve the optimization problem. It resembles to other meta-

heuristic algorithm like particle swarm optimization, simulated annealing and genetic algorithm 

etc. but the performance of FFA is found better in many cases [106]–[112]. It has attracted much 

attention in research community during the last decade and is applied in many fields [107], [113]–

[119]. It is motivated by the flashing behavior of fireflies and is based on three rules [105], [120]: 

According to first, all fireflies are unisex, and they will move towards each other regardless their 

sex. Second their attractiveness is depending on the brightness of each firefly which is distance 

dependent i.e. brightness is inversely proportional to the distance. The more brightness the less 
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distance and so more attraction and vice versa. Third the value of fitness function determined the 

brightness of firefly. The flow chart of FFA is shown in Figure.3.2 while the important steps are 

summarized as. 

 
 

Figure 3. 2 Flow chart of FFA 
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Step I initialization: Consider Kf represents the total number of fireflies in a given population 

space, whereas wi represents the locality of ith firefly.  

 1 2, ,... ,... fNt

i i i i iw w w ww  (3.1) 

where i = 1, 2…Kf  and t = 1, 2…Nf. 

( ) ()t t t t

i L H Lw w w w rand     (3.2) 

Equation (3.2) generates the initial localities of Kf fireflies in Nf dimensional space using uniform 

distribution. Where 
t

Hw  and 
t

Lw  represent the upper and lower limit.  

Step II Fitness Function: Calculate the fitness of the locality of each firefly in the given population. 

Categorize the population from the brightest to lightest. The brightness of each firefly are calculated 

at the current generation by the fitness function at the current locality.  

Step III Updation of the location of firefly: The locality of each firefly in the population depends 

on the attractiveness, and each firefly in the population will move toward the adjacent firefly with 

more light intensity and its position is updated for the next generation. The firefly i with less 

intensity will move toward the other fireflies j that are brighter. There are two significant concerns 

in the FFA, the deviation of brightness and the formation of attractiveness. The attraction of a firefly 

is calculated by its brightness, directly related to the cost function. The brightness of the ith firefly 

iB  is given by 

( )i fitness iB f w  (3.3) 

The attractiveness between ith and jth firefly is given by: 

 

2( )ij o ijexp r     (3.4) 
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Here o
  = 1, and ijr  represents the distance between wi and wj as: 

 

 
2

1

N
t t

ij j i j i
n

r w w w w


     (3.5) 

The location of the firefly is updated at each iterative step. If the brightness of jth firefly is more 

than ith firefly, then the ith firefly will move towards the jth firefly, and its motion is denoted by: 

( )n n ij j i nw w w w      (3.6) 

Step IV Ranking and computation of global best: On the basis of the brightness of fireflies, they 

are categorized in the current generation. The comparison of fireflies on the basis of brightness is 

done and the position of brightest firefly in the current population is considered as global best. In 

this way the brightest firefly will receive best fitness function for the next generation. 

Step V Termination of Program: When the fitness function succeeds in getting the required value 

or when reached the maximum number of cycles stop, otherwise go to Step II.   

3.4 Differential Evolution 

DE, emerges as one of the most powerful and effective global search optimization algorithm during the 

last two decades. The first article on DE was written by Storn and Price in 1995 [121]. It has got an 

attention of the researchers because it is simple and easy to implement, it show much better performance 

as compared to the other algorithms like GA, Simulated annealing (SA) etc. it has an ability to handle 

unimodal, multimodal, non-linear, non-differentiable types of problems. It is accurate, has excellent 

convergence towards the global minimum and robust against noise [122]. Additionally, it is very 

effective towards the discrete, as well as, constrained problems, and is easily applied to almost every 

field of science and engineering [123]–[129]. DE searches for the large possible spaces having candidate 

solutions and using straight formulas for the creation of new and improved solutions. Now, it will keep 
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only those candidate solutions which have best score or fitness of the under consideration optimization 

problem. DE is basically the combination of GA, Genetic programming (GP) [130] and evolutionary 

programming (EP) [131]. The main operation of DE is depending on mutation, crossover and selection 

operator, but their organization is different from GA. The main role of DE is with mutation, while its 

performance are depending on its variants. The average fitness function of DE is increasing or 

decreasing gradually without any use of elitism. The flow chart of DE is shown in Figure.3.3, while its 

steps of algorithms are given as: 

Step I Initialization: The first step of DE is the initialization of randomly generated population of 

N vectors. 

, (H )n G

d L rand L  s  (3.7) 

Where 1 ≤ n ≤ N, 1 ≤ d ≤ D, Here n = Chromosome number, d = Gene number, G = Generation 

number, H = Upper limit, L = Lower limit.  

Step II Updating: Upgrade all the chromosomes of the current generation “G”. Let us choose nth 

chromosome
,n G

ds . The main job is to find the chromosome of the next generation 
, 1n G

d


s we will 

follow the steps given by 

(a) Mutation:  Select three numbers 1 2 3( , , )r r r from the population having constraint that they 

are all distinct and also not equal to n.        

31 2 ,, ,, ( )
r Gr G r Gn G

d F  u s s s  (3.8) 

Where F is called as mutation factor, it is problem dependent and it should be smartly placed 

keeping the value of genes between L and H. and 
,n G

du is called as mutant vector. 
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(b) Crossover: Here the mutant vector and the current generation members are allowed to cross 

over to create another population as:  

,

,

,

() (or)n G

n G d r rand

d n G

d

if rand C J J

Otherwise

  
 


u
w

s
 (3.9) 

Where Cr = cross over rate is normally taken near to 0.5 either above or below. 

(c) Selection operation: In this the chromosomes of the next generation are generated by using 

the following equation: 

, , ,

, 1

,

( ) ( )n G n G n G

n G

n G

if f f

Otherwise


 

 


w w s
s

s
 (3.10) 

Step III Termination Criteria: The termination of a program is depending on the following 

conditions given below 

1. If  ,G 1nf  s  or  

2. Required number of generation has reached 

Otherwise go back to step II. 

3.5 Cuckoo Search Algorithm 

CSA, is a new metaheuristic algorithm, developed by Yang and Deb in 2009 [132]. It is inspired 

by the breeding characteristics of some specific class of cuckoo combined with the features of 

Levy flight of some birds and fruit flies. It is used in almost every field of science and engineering 

[133]–[137]. First we will discuss the breeding behavior of cuckoo and characteristics of Levy 

flights and then discuss the CSA. 

Cuckoos birds are very attractive, because of its sound and its offensive reproductive approach. 
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Ani and guira, two specific class of cuckoo, can lay their eggs in a neighboring nests, and can take 

away other’s eggs for increasing the chance of hatching of its own eggs. Actually a number of other 

class of cuckoos are engaged in the obligate brood parasitism, can lay eggs in the nests of other host 

birds (often other species).  

 

Figure 3. 3 Flow chart of DE 
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Intraspecific brood parasitism, cooperative breeding, and nest takeover, are the three types of 

brood parasitism. 

Some of the other birds are in constant conflict with the cuckoos those lay eggs in their nests. If 

they notice an alien egg in their nest, they will either discard that egg or their nest. There are some 

other class of cuckoo that can lay their eggs in a host bird nest, whose eggs resembles their own 

egg. In this way it can save their eggs from danger of being discarded and so maximize their 

reproductively. The timings of some cuckoos regarding their laying eggs are very amazing, they 

can select a nest where the host bird just laid its own eggs. As a result the cuckoo egg will be 

hatched earlier than the host egg, after that it will try to remove the host eggs from the nest that 

maximized the cuckoo chick’s share of food provided by its host bird [138].  

All animals can wander unsystematically here and there in a search of food and the path in which 

it wander for food is effectively a random walk, because the next move is based on the current 

location/state and the transition probability to the next location.  

Which direction it chooses depends implicitly on a probability which can be modeled 

mathematically. For example, various studies have shown that the flight behavior of many animals 

and insects has demonstrated the typical characteristics of Levy flights[139]–[144].   

CSA are based on the following three rules: 

1. Each cuckoo lays an egg at a time in a randomly selected nest.    

2. Next generation candidates are those nests having eggs with high quality. 

3. Number of host nests will be fixed and the probability of discovering the cuckoo egg 

by the host bird is 0 or 1. In such a situation that discovered egg will be thrown away 

or the nest will be discarded to make a new one. 
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In this work generating a new solution 
1k

nx 
  for a cuckoo n, a Levi flight for a search capability is 

performed: 

1 ( )k k

n nx x Levy      
(3.11) 

Here  represents the step size whose value is greater than 1. The Levy flight provides a random 

walk and a random step length is from a Levy distribution having an infinite variance: 

( )Levy k    (3.12) 

The flow chart of CSA is given in Figure. 3.4 and its algorithmic step of cuckoo in pseudocode is 

given as: 

Start 

   Objective function ( )f s , 1 2( , ,..., )
T

ds s ss  

   Initiate the population of N host nests 

 while(maximum no. of generation reached or stopping criteria) 

     Get a cuckoo randomly by Levy flights 

     Evaluate the fitness Fn 

     Randomly select nest j 

     If  Fn < Fj then interchange  j with a new solution 

   end  

 The least favorable nests are discarded and built new ones.  

Favorable nests are kept 

Rank the nests and find the best one 

  end while 

Postprocess results and visualization 

End 
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Figure 3. 4 Flow chart of CSA 
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3.6 Conclusion  

In this chapter the comprehensive detail of some selected heuristic algorithms, used in this thesis 

that includes GA, FFA, DE and CSA are given.   
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Chapter 4 

Reduction of out of Band Radiation using Heuristic Algorithms 

 

4.1 Introduction 

As concluded in chapter 2, one of the most undesirable feature of OFDM based CR system that 

prevents the SUs from the use of available spectrum holes efficiently and in a well-organized way 

and to maintain the effective coexistence between SUs and PUs are the sidelobes of their 

subcarriers. These sidelobes result in a high OOB radiation that is a cause of severe interference 

between SUs and PUs. Different techniques for the suppression of the sidelobes are found in 

literature, but there is a need for some more powerful techniques that reduce the sidelobes 

effectively.  

In this chapter, CCs based sidelobe suppression technique for the reduction of sidelobes is 

presented. A few number of CCs are placed on the edges of the used OFDM spectrum, which are 

not used to carry information, but have some complex weights (amplitudes of the main lobe of the 

CCs), that are calculated in such a way that their sidelobes cancel the sidelobes of the transmitted 

OFDM spectrum in a specific defined region called as optimization range. For the calculation of 

those complex weights, we have proposed different heuristic algorithms: GA, DE, FFA and CSA 

using our proposed fitness function for achieving better suppression of sidelobes.  
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4.2 Data Model  

Consider an OFDM system having total of M SUs that opportunistically using a spectrum not 

utilized by a LUs, which is identified with the help of spectrum sensing techniques. The total 

available spectrums are divided into N subcarriers out of which Ns subcarriers are utilized by ith 

SU, such that sN N . The baseband OFDM signal for ith SU is given by: 

1
2

,

0

( ) ( )
s

n

N
j f t

s n s

n

x t q e I t






  (4.1) 

Where ( )sx t  represents the OFDM signal of ith SU, ,n sq  represents the modulated symbol on nth 

subcarrier,
n

n
f

T
 , 0,1,..., sn N  represents the subcarrier frequencies, while I(t) represents the 

rectangular function defined as: 

1
( )

0

g sT t T
I t

otherwise

  
 


 (4.2) 

Where Tg represents the guard interval length for the elimination of ISI and Ts represents the 

symbol duration.  

After taking the Fourier transformation of the signal given in equation (4.1), we get the transmitted 

OFDM signal for ith SU in frequency domain, whose sidelobe power in the frequency bands of 

the adjacent LUs decays with 2

1

sf N
  results in high OOB radiation as shown in Figure. 4.1. 

mathematically it is given by: 
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  
1

'

,

0

( ) sin
sN

s n s n

n

X f q c f f T




   (4.3) 

Where 
'

s gT T T   represents the symbol duration, while  
 

 

sin
sin

x
c x

x




 . 

To protect the LUs that may be present in the neighbouring spectrum hole of the ith SU, the 

sidelobes of the ith SU from both sides should be suppressed effectively. 

 

Figure 4. 1 Transmitted OFDM signal in frequency domain 

4.3 Cancellation carriers based suppression of sidelobes 

In this section, CCs based sidelobe suppression technique is used for the suppression of sidelobes 

of the original transmitted OFDM signal of ith SU. Consider we insert total K = Kl + Kr number 

CCs on both the edges of the OFDM spectrum of the ith SU, where Kl and Kr represent the number 
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of left and right sided CCs.  As a result the total number of subcarriers is now increased to sN K

. The spectrum of the mth CC is given by: 

    sinm m mc a c     , m = 1, 2, … K (4.4) 

Where  o sf f T    while m representing the normalized centre frequency of the mth CC that 

lies on either side of the OFDM spectrum given as: 

 

 
1 1,2,...,

1,...,
s l

m o s l

m

N m K o s l

f f T m K

f f T m K K




 

    
  

    

 (4.5) 

Where  1 2, ...
T

m Ka a a a a represents the amplitude of the main lobe of the mth CC that should 

be so adjusted that the sidelobes of these CCs cancel out the sidelobes of the original OFDM 

spectrum of ith SU in a certain region called as optimization range. The final signal with CCs is 

shown in Figure. 4.2 and mathematically it will be represented as: 

        
1

1 12

,
0 0

2

sin sin sin
s

K
N K

m m n s n s m m
Mm n

m

T a c q c f f T a c      


 

 


 
        
 
 

 (4.6) 

The amplitudes of these CCs are calculated by using different heuristic algorithms: GA, DE, FFA 

and CSA based on our proposed fitness function. 

4.4 Fitness Function: 

The basic concept behind our fitness function is that, the amplitude of the main lobe of each CC is  

calculated by using the mean value of the sample points taken in optimization range. To decrease 

the computational complexity and usage of memory, these sample points are considered as the 
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middle value of each sidelobe of the information subcarriers. The final result of our fitness function 

is the total OOB radiation of the sample points calculated after the insertion of all the CCs. 

 

Figure 4. 2 Concept of CCs 
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 (4.7) 

 
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Dj nD n j
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A A d j M




 
  
 

 (4.8) 

where M represents the total number of samples taken in the optimization space. Equation (4.7) 

represents the sum of the amplitudes of m left and m right CC at jth sample points, while Equation 

(4.8) represents the sum of the amplitudes of n data carriers at jth sample point. 
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The resulting amplitude of the signal at jth sample point is due to the addition of all data carriers 

and CC is given by: 

j Dj CjA A A   (4.9) 

On putting the values of DjA   and CjA  from equation (4.7) and (4.8) in equation (4.9) results: 

     

1
1 12
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

 
     
 
 

 (4.10) 

The final fitness will now developed as: 

1

1 M

j
jM

A A


 
  
 

 (4.11) 

4.5 Results and Discussion 

In this section, we consider five different cases to check the efficiency and authenticity of the 

proposed heuristic algorithms: GA, FFA, DE and CSA discussed briefly in chapter 3. These cases 

are based on the number of available spectrum holes and the spacing between these holes. The 

performance comparison of the proposed heuristic algorithms with the existing techniques found 

in the literature and between them in term of PSD are discussed. The parameter settings for FFA 

that include initial light intensity, initial attractiveness, the light absorption and randomization 

parameters, while parameter settings for CSA that include population size, no. of generation, step 

size and discovery rate are given in Table 4.1. The parameter settings for GA that include 

population size, number of generations, migration direction, crossover function, crossover, 
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function tolerance, initial range, scaling function, selection, elite count and mutation function are 

given in Table 4.2 respectively. 

4.5.1 Case I  

In this case, we have assumed that CR detects a single spectrum hole and is occupied by a single 

SU. Total number of subcarriers utilized by a SU in that single spectrum hole is 16, in which e.g. 

a 64 – point FFT is applied for OFDM modulation. Every subcarrier is modulated with a Binary 

phase shift keying (BPSK) symbol whose power is normalized to 1. We consider two CCs each 

are inserted on the left and right side of the used OFDM spectrum. Ten sidelobes are taken on both 

sides of the spectrum with one frequency sample taken in the middle of every sidelobe in the 

optimization range, result in Ml = Mr = 10 sample points.   

Table 4. 1 Parameter settings for FFA and CSA 

FFA CSA 

Parameters Settings Parameters Settings 

Initial light intensity 0 Population size 80 

Initial attractiveness 1 No. of generation 250 

The light absorption 1 Step size 1 

Randomization parameter 0.2 Discovery rate 0.25 

 

The performance, reliability and efficiency of our proposed algorithms for this case I are shown 

with the help of computer simulations in terms of PSD and compared the results with each other 

and with  different existing techniques . These simulated results show that our proposed algorithms 

outclass all the existing techniques. 

4.5.1.1 Performance of GA  

In this section, GA is used for the calculation of amplitudes of the main lobe of the CCs that uses 

our proposed fitness function discussed in section 4.4. The amplitudes of CCs calculated with the 
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help of GA for case I are given in Table. 4.3. The performance of GA in term of PSD with the 

existing techniques found in literature is shown in Figures. 4.3 – 4.4 respectively. Simulation 

results shows that with the help of GA sidelobe suppression upto -55.5 dB on left and -52.5 dB on 

right side of spectrum is achieved which is better as compared to the existing techniques found in 

the literature.  

Table 4. 2 Parameter settings for GA 

GA 

Parameters Settings 

Population size 240 

No. of generations 1000 

Migration direction Both way 

Crossover fraction 0.2 

Crossover Heuristic 

Function tolerance 1e-6 

Initial range [0,1] 

Scaling function Rank 

Selection Stochastic uniform 

Elite count 2 

Mutation function Adaptive feasible 

 

Table 4. 3 Amplitudes of CCs calculated using GA (Case I) 

Amplitudes of left and right sided cancellation carriers (CCs) 

Technique used First left CC Second left CC First right CC Second right CC 

GA 0.13009249 0.61528217 0.61528217 0.13009249 
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Figure 4. 3 Spectrum of OFDM signal of single SU; Comparison of GA with existing techniques; 

Ns = 16 data carriers; Kl = Kr = 2 CCs; qn,s = 1, n = 0, 1, … , Ns – 1; Case I 

 

Figure 4. 4 Spectrum of OFDM signal of single SU; Comparison of GA with existing techniques; 

Ns = 16 data carriers; Total K = 4 CCs are used on both sides; qn,s  = 1, n = 0, 1, … , Ns – 1; Case I 
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4.5.1.2 Performance of FFA 

In this section, FFA is used to calculate the amplitudes of the main lobe of CCs, by using the fitness 

function discussed in section 4.4. Amplitudes of CCs calculated with the help of FFA are given in 

Table 4.4. The effectiveness and performance of FFA with the help of computer simulations are 

shown in Figures. 4.5 – 4.6, shows that sidelobe suppression upto -57 dB and -54 dB on left and 

right side of spectrum is achieved which is better as compared to the existing as well as GA. 

Table 4. 4 Amplitudes of CCs calculated using FFA (Case I) 

Amplitudes of left and right sided cancellation carriers (CCs) 

Technique used First left CC Second left CC First right CC Second right CC 

FFA 0.12678163 0.61126778 0.61126778 0.12678163 

 

Figure 4. 5 Spectrum of OFDM signal of single SU; Comparison of FFA with existing techniques; 

Ns = 16 data carriers; Kl = Kr = 2 CCs; qn,s = 1, n = 0, 1, … , Ns – 1; Case I 
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Figure 4. 6 Spectrum of OFDM signal of single SU; Comparison of FFA with existing techniques; 

Ns = 16 data carriers; Total K = 4 CCs are used on both sides; qn,s = 1, n = 0, , … , Ns – 1; Case I 

4.5.1.3 Performance of DE 

In this section, we will discuss the performance and effectiveness of DE in term of PSD and 

compare it with the existing techniques found in the literature and are shown in Figures. 4.7 – 4.8. 

The amplitudes of CCs calculated by using DE are given in Table 4.5, using our fitness function.  

Simulations results shows that with DE -65.5 dB and -62 dB suppression is achieved on the left 

and right sidd of the spectrum.  

Table 4. 5 Amplitudes of CCs calculated using DE (Case I) 

Amplitudes of left and right sided cancellation carriers (CCs) 

Technique used First left CC Second left CC First right CC Second right CC 

DE 0.12727316 0.61115280 0.61115280 0.12727316 
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Figure 4. 7 Spectrum of OFDM signal of single SU; Comparison of DE with existing techniques; 

Ns = 16 data carriers; Kl = Kr = 2 CCs; qn,s = 1, n = 0, 1, … , Ns – 1; Case I. 

 

Figure 4. 8 Spectrum of OFDM signal of single SU; Comparison of DE with existing techniques; 

Ns = 16 data carriers; Total K = 4 CCs are used on both sides; qn,s = 1, n =  1, … , Ns ; Case I. 
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4.5.1.4 Performance of CSA 

In this section, we will discuss the performance and effectiveness of CSA in term of PSD and 

compare it with the existing techniques found in the literature and are shown in Figures. 4.9 – 4.10. 

The amplitudes of CCs calculated by using CSA are given in Table 4.6, using our fitness function.  

With the help of CSA -68 dB on left and -66.5 dB on right side of spectrum is achieved.  

Table 4. 6 Amplitudes of CCs calculated using CSA (Case I) 

Amplitudes of left and right sided cancellation carriers (CCs) 

Technique used First left CC Second left CC First right CC Second right CC 

CSA 0.12916316 0.61315280 0.61315280 0.12916316 

 

 

Figure 4. 9 Spectrum of OFDM signal of single SU; Comparison of CSA with existing techniques; 

Ns = 16 data carriers; Kl = Kr = 2 CCs; qn,s = 1, n = 0, 1, … , Ns – 1; Case I. 
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Figure 4. 10 Spectrum of OFDM signal of single SU; Comparison of CSA with existing 

techniques; Ns = 16 data carriers; total of K = 4 CCs; qn,s = 1, n = 0, 1, … , Ns – 1; Case I. 

4.5.1.5 Performance comparison of proposed algorithms 

In this section, the performance of all the proposed algorithms i.e. GA, FFA, DE and CSA with 

each other with the help of computer simulations in term of PSD as shown in Figure. 4.11 is 

discussed.  

Table 4. 7 Sidelobe power levels at different locations occupied by LUs using our proposed 

algorithms in a spectrum sharing scenario, Case I 

Algorithm used 
Sidelobe power levels 

Left side  Right side 

Without CCs - 29 dB - 26 dB 

GA - 55.5 dB - 52.5 dB 

FFA - 57 dB - 54 dB 

DE - 65.5 dB - 62 dB 

CSA - 68 dB                - 66.5 dB 
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These Figures clearly depicts that overall our proposed algorithm: CSA gets better suppression of 

sidelobes as compared to the GA, FFA and DE. Table 4.7 shows the suppression of sidelobes using 

GA, FFA, DE and CSA in dBs. 

 

Figure 4. 11 Spectrum of OFDM signal of single SU; Comparison of GA, FFA, DE and CSA; Ns 

= 16 data carriers; Kl = Kr = 2 CCs; qn,s = 1; n = 0,1,…., Ns – 1; Case I 

4.5.2 Case II 

In this case, assuming that CR detects four vacant bands, denoted by II, IV, VI and VIII all having 

equal bandwidths. The spacing between these bands denoted by I, III, V, VII and IX is also 

considered as of equal bandwidths. Different SUs operating in band II, IV, VI and VIII are 

represented as SU 1, SU 2, SU 3 and SU 4 respectively. Each one of them utilizes 32 OFDM 

subcarriers, mapped with BPSK with power normalized to 1. In order to not to interfere with the 

PUs two CCs on the either side of the locations II, IV, VI and VIII are inserted. So N = 32 data 

subcarriers and K = 4 cancellation carriers are there in each location II, IV, VI and VIII. 
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The Optimization range for the calculation of amplitudes spans the sidelobes in the locations I, III, 

V, VII and IX, here we have taken 10 samples per sidelobes to keep the computational complexity 

low.  

4.5.2.1 Performance of GA 

In this section, the performance of GA is shown with the help of simulations in term of PSD and 

compared with the existing techniques found in literature. Figures. 4.12 – 4.13 shows the 

performance of GA that depict that better reduction of sidelobes are achieved by using GA as 

compared to the existing techniques found in the literature. The amplitudes of CCs calculated with 

the help of GA by using our proposed fitness function for all four SUs operating in white holes II, 

IV, VI and VIII are given in Table. 4.8. 

 

Figure 4. 12 Comparison of GA with existing techniques; Ns = 32 data subcarriers for each SU; 

Kr = Kl = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; Case II. 
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Figure 4. 13 Comparison of GA with existing techniques; Ns = 32 data subcarriers for each SU; 

total of K = 4 CCs inserted on both side of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; 

Case II. 

Table 4. 8 Amplitudes of CCs calculated using GA (Case II) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

GA 

SU 1 0.13001062 0.62652007 0.62652007 0.13001062 

SU 2 0.13001062 0.62652007 0.62652007 0.13001062 

SU 3 0.13001062 0.62652007 0.62652007 0.13001062 

SU 4 0.13001062 0.62652007 0.62652007 0.13001062 

 

4.5.2.2 Performance of FFA 

In this section, the performance of FFA with the existing techniques with the help of simulations 

that are shown in Figures 4.14 – 4.15 is compared, while the amplitudes of CCs of all SUs utilizing 
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the spectral white holes II, IV, VI and VIII are calculated using FFA based on our proposed fitness 

function given in Table 4.9 which shows that FFA shows better results as compared to the existing 

techniques found in the literature. 

 

Figure 4. 14 Comparison of FFA with existing techniques; Ns = 32 data subcarriers for each SU; 

Kr = Kl = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; Case II. 

 

Table 4. 9 Amplitudes of CCs calculated using FFA (Case II) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

FFA 

SU 1 0.13201062 0.62652007 0.62652007 0.13201062 

SU 2 0.13201062 0.62652007 0.62652007 0.13201062 

SU 3 0.13201062 0.62652007 0.62652007 0.13201062 

SU 4 0.13201062 0.62652007 0.62652007 0.13201062 
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Figure 4. 15 Comparison of FFA with existing techniques; Ns = 32 data subcarriers for each SU; 

total of K = 4 CCs inserted on both sides of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; 

Case II. 

4.5.2.3 Performance of DE 

In this section, the effectiveness of DE using computer simulation in term of PSD is shown in 

Figures. 4.16 – 4.17 as compared to the techniques found in literature, which show that DE outclass 

Table 4. 10 Amplitudes of CCs calculated using DE (Case II) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

DE 

SU 1 0.13686577 0.63049059 0.63049059 0.13686577 

SU 2 0.13686577 0.63049059 0.63049059 0.13686577 

SU 3 0.13686577 0.63049059 0.63049059 0.13686577 

SU 4 0.13686577 0.63049059 0.63049059 0.13686577 
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the existing techniques found in the literature. Amplitudes of CCs calculated using DE with the 

help of our proposed fitness function discussed above are given in Table 4.10.  

 

Figure 4. 16 Comparison of DE with existing techniques; Ns = 32 data subcarriers for each SU; Kl 

= Kr = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; Case II. 

 

4.5.2.4 Performance of CSA  

In this section, the effectiveness and reliability of our proposed algorithm CSA with the existing 

techniques found in the literature is shown with the help of computer simulations in term of PSD 

that are depicted in Figures. 4.18 – 4.19, which shows that our proposed algorithm CSA shows 

better reduction of sidelobes. The amplitudes of CCs of all SUs operating in white holes II, IV, VI 

and VIII are calculated using CSA using our proposed fitness function are given in Table 4.11 

respectively. 
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Figure 4. 17 Comparison of DE with existing techniques; Ns = 32 data subcarriers for each SU; 

tot al of K = 4 CCs inserted on both sides of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… 

Ns; Case II. 

 

Table 4. 11 Amplitudes of CCs calculated using CSA (Case II) 

Amplitudes of left and right sided CCs 

Algorithm 

used 
 

First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

CSA 

SU 1 0.13886577 0.63049059 0.63049059 0.13886577 

SU 2 0.13886577 0.63049059 0.63049059 0.13886577 

SU 3 0.13886577 0.63049059 0.63049059 0.13886577 

SU 4 0.13886577 0.63049059 0.63049059 0.13886577 
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Figure 4. 18 Comparison of CSA with existing techniques; Ns = 32 data subcarriers for each SU; 

Kr = Kl = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; Case II. 

 

Figure 4. 19 Comparison of CSA with existing techniques; Ns = 32 data subcarriers for each SU; 

total of K = 4 CCs, qn,s = 1, n = 1, 2… Ns; Case II. 
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4.5.2.5 Performance comparison of the proposed technique 

Here we will compare the performance of the proposed algorithms i.e. GA, FFA, DE and CSA for 

case II in term of PSD that are shown in Figure. 4.20 and overall the CSA shows better 

performance. Maximum sidelobe suppression achieved using these proposed algorithms are given 

in Table 4.12. 

 

Figure 4. 20  Power spectrum of OFDM signals of 4 different SUs using our proposed algorithms 

i.e. GA, FFA, DE and CSA; Comparison of proposed algorithms with each other; Ns = 32 data 

subcarriers for each SU; Kr = Kl = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 

1,2,…, Ns; Case II. 

4.5.3 Case III 

In this case, we  consider interference suppression spectrum sharing scenario in OFDM having 

unequal bandwidth between the spectral white spaces II, IV, VI and VIII are unequal i.e. locations 

I, III, V, VII and IX have an unequal bandwidth, while locations II, IV, VI and VIII have equal 
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bandwidth having 32 subcarriers each.  In order, not to interfere with the PU’s, two CC’s on either 

side of the location II, IV, VI and VIII are inserted. N = 32 data subcarriers and K = 4 CC’s are 

there in each location II, IV, VI and VIII. The Optimization range for the calculation of weights 

spans the sidelobes in the location I, III, V, VII and IX, 10 samples per sidelobes have been taken 

keeping the computational complexity low.   

Table 4. 12 Sidelobe power levels at different locations occupied by LUs using our proposed 

algorithms in a spectrum sharing scenario, Case II 

 

Algorithm used 

Sidelobe power in Locations of LUs 

I III V VII IX 

Without CCs  -33dB -28dB -28dB -28dB -33dB 

GA -54dB -48dB -48dB -48dB -54dB 

FFA -57dB -51dB -51dB -51dB -57dB 

DE -61dB -53dB -53dB -53dB -61dB 

CSA -70dB -64dB -64dB -64dB -70dB 

4.5.3.1 Performance of GA 

Here, we consider the interference suppression scheme using GA and compare the results of GA 

using existing techniques. Figures 4.21 – 4.22 show the performance of GA in term of PSD. The 

amplitudes of CCs of four SUs in case III calculated using our proposed algorithm GA, with the 

Table 4. 13 Amplitudes of CCs calculated using GA (Case III) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

GA 

SU 1 0.13001062 0.62652007 0.62652007 0.13001062 

SU 2 0.13001062 0.62652007 0.62652007 0.13001062 

SU 3 0.13001062 0.62652007 0.62652007 0.13001062 

SU 4 0.13001062 0.62652007 0.62652007 0.13001062 
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Figure 4. 21 Comparison of GA with other techniques; Ns = 32 data subcarriers for each SU; Kl = 

Kr = 2 CCs, qn,s = 1, n =1, 2… Ns; Case III. 

help of our proposed fitness function are given in Table. 4.13. 

4.5.3.2 Performance of FFA 

The performance and effectiveness of our proposed algorithm FFA using simulations in term of 

PSD and its comparison with different existing techniques are shown in Figures. 4.23 – 4.24. These 

Figures. 4.23 – 4.24 shows that better reduction of sidelobe suppression is achieved with the help 

of FFA. The amplitudes of CCs of all SUs utilizing the spectral white spaces II, IV, VI and VIII 

calculated with the help of our proposed algorithm FFA using our proposed fitness function are 

given in Table. 4.14. 
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Figure 4. 22 Comparison of GA with other techniques: Ns = 32 data subcarriers for each SUs; total 

of K = 4 CCs, qn,s = 1, n = 1, 2… Ns; Case III. 

 

Table 4. 14 Amplitudes of CCs calculated using FFA (Case III) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

FFA 

SU 1 0.13201062 0.62652007 0.62652007 0.13201062 

SU 2 0.13201062 0.62652007 0.62652007 0.13201062 

SU 3 0.13201062 0.62652007 0.62652007 0.13201062 

SU 4 0.13201062 0.62652007 0.62652007 0.13201062 
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Figure 4. 23 Comparison of FFA with existing techniques; Ns = 32 data subcarriers for each SUs; 

Kl = Kr = 2 CCs, qn,s = 1, n = 1, 2… Ns; Case III. 

 

4.5.3.3 Performance of DE 

In this section, the performance, efficiency and reliability of our proposed algorithm i.e. DE is 

shown with the help of computer simulation on the basis of PSD and its comparison with the results 

of the existing techniques found in the literature. Figures. 4.25 – 4.26 clearly depict that DE shows 

better reduction of sidelobes as compared to reduction of sidelobes using existing techniques.  

The amplitudes of CCs of all SUs operating in spectral white holes II, IV, VI and VIII that is 

calculated by DE using our proposed fitness function for the case III are given in Table. 4.15. 
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Figure 4. 24 Comparison of FFA with existing techniques; Ns = 32 data subcarriers for each SUs; 

total of K = 4 CCs qn,s = 1, n = 1, 2… Ns; Case III. 

 

Figure 4. 25 Comparison of DE with existing techniques; Ns = 32 data subcarriers of each SUs; Kr 

= Kl = 2 CCs, qn,s = 1, n = 1, 2… Ns; Case III. 
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Table 4. 15 Amplitudes of CCs using DE (Case III) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

DE 

SU 1 0.13686577 0.63049059 0.63049059 0.13686577 

SU 2 0.13686577 0.63049059 0.63049059 0.13686577 

SU 3 0.13686577 0.63049059 0.63049059 0.13686577 

SU 4 0.13686577 0.63049059 0.63049059 0.13686577 

 

 

Figure 4. 26 Comparison of DE with existing techniques; Ns = 32 data subcarriers for each SUs; 

total of K = 4 cancellation carriers on both side of the location II, IV, VI and VIII, qn,s = 1, n = 1, 

2… Ns; Case III 

4.5.3.4 Performance of CSA 

Here the performance and reliability of CSA are shown with the help of simulations in terms of 

PSD. The effectiveness of the proposed algorithm is shown in Figures. 4.27 – 4.28 which shows  
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Figure 4. 27 Comparison of CSA with existing techniques; Ns = 32 data subcarriers for each; Kl = 

Kr = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… Ns; Case III. 

 

Table 4. 16 Amplitudes of CCs calculated using CSA (Case III) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

CSA 

SU 1 0.13886577 0.63049059 0.63049059 0.13886577 

SU 2 0.13886577 0.63049059 0.63049059 0.13886577 

SU 3 0.13886577 0.63049059 0.63049059 0.13886577 

SU 4 0.13886577 0.63049059 0.63049059 0.13886577 

 

that with the help of CSA sidelobe are suppressed effectively as compared to the existing 

techniques found in the literature. The amplitudes of CCs of all SUs operating in white holes II, 

IV, VI and VIII calculated by using CSA in this case are given in Table. 4.16. 
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Figure 4. 28 Comparison of CSA with existing techniques; Ns = 32 data subcarriers for each SUs; 

total of K= 4 CCs, qn,s = 1, n = 1, 2… Ns; Case III. 

 

Figure 4. 29 Comparison of proposed algorithms with each other; Ns = 32 data subcarriers for each 

SUs; total of K = 4 CCs qn,s = 1, n = 1, 2… Ns; Case III. 
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4.5.3.5 Performance comparison of proposed algorithms 

In this section the performance, effectiveness and reliability of the proposed algorithms are 

compared with the help of simulations. Figure. 4.29 shows that although all the proposed algorithm 

shows the significant reduction of sidelobes but overall the performance of CSA is better. 

Maximum sidelobe reduction achieved using our proposed algorithms is given in Table. 4.17. 

Table 4. 17 Sidelobe power levels at different locations occupied by LUs using our proposed 

algorithms in a spectrum sharing scenario, Case III 

 

Algorithms used 

Sidelobe power in Locations of LUs 

I III V VII IX 

Without CCs -31dB -30dB -28dB -30dB -30dB 

GA -51dB -50dB -48dB -51dB -50dB 

FFA -54dB -51dB -51dB -54dB -53dB 

DE -57dB -55dB -54dB -55dB -56dB 

CSA -64dB -64dB -64dB -64dB -64dB 

4.5.4 Case IV 

In this case, interference suppression spectrum sharing scenario in OFDM having equal bandwidth 

between the spectral white spaces II, IV, VI and VIII is discussed. The locations I, III, V, VII and 

IX have equal bandwidth, while the locations II, IV, VI and VIII have an un-equal bandwidth and 

are occupied by four SUs, SU1, SU2, SU3 and SU4 respectively, where SU 1 comprises of 16, 

SU2 comprises of 32, SU 3 comprises of 64 and SU 4 comprises of 128 subcarriers.  In order, not 

to interfere with the PU’s two CC’s on either side of the location II, IV, VI and VIII are inserted. 

So N = 16 data subcarriers and K = 4 CC’s are there in each location II, N = 32 data subcarriers 

and M = 4 CC’s are there in location IV, N = 64 data carriers and M = 4 CC’s are there in location 

VI and N = 128 data carriers and M = 4 CC’s are there in location VIII. The Optimization range 
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for the calculation of weights spans the sidelobes in the location I, III, V, VII and IX, here 10 

samples per sidelobes have been taken to keep the computational complexity low.  

 

4.5.4.1 Performance of GA 

In this section, the performance of the GA in the spectrum sharing scenario, where the spectral 

white holes II, IV, VI and VIII are considered of having un-equal bandwidth, while the spacing 

between them are considered to be of equal bandwidth. The efficiency and reliability of GA and 

its comparison with other existing techniques using computer simulations in term of PSD are 

shown in Figures. 4.30 – 4.31 which shows that better suppression of sidelobes in a spectrum band 

I, III, V, VII, and IX are achieved using GA as compared to the existing techniques found in the 

literature.   

Finally the amplitudes of CCs of all SUs utilizing in spectral white holes II, IV, VI and VIII are 

calculated using GA with the help of our proposed fitness function for case IV are given in Table. 

4.18. 

 

Table 4. 18 Amplitudes of CCs using GA (Case IV) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

GA 

SU 1 0.13910977 0.63090059 0.63090059 0.13910977 

SU 2 0.13001062 0.62652007 0.62652007 0.13001062 

SU 3 0.13247502 0.61821019 0.61821019 0.13247502 

SU 4 0.13765122 0.64327628 0.64327628 0.13765122 
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Figure 4. 30 Comparison of GA with existing techniques; 16 data subcarriers in location II, 32 in 

IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs qn,s = 1, n = 1, 2… Ns; Case IV. 

 

Figure 4. 31 Power spectrum of OFDM signals of 4 different SUs using GA; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; total of K = 4 CCs qn,s = 1, n =1, 2… Ns; Case I 
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4.5.4.2 Performance of FFA 

In this section, the performance of FFA in a spectrum sharing scenario, i.e. Case IV, where there 

are total of four SUs utilizing spectral holes II, IV, VI, and VIII that are un – equal in bandwidth 

and the gap between these spectral white holes are considered of equal bandwidth is discussed. 

The performance, efficiency and reliability of our proposed algorithm FFA is shown using 

simulations in term of PSD which is shown in Figures. 4.32 – 4.33. These Figures 4.2 – 4.33 shows 

that the suppression of sidelobes achieved in spaces I, III, V, VII, and IX are better as compared to 

the existing techniques found in the literature. The amplitudes of CCs of all four SUs operating in 

spectral white holes II, IV, VI and VIII using FFA with the help of our proposed fitness function 

are given in Table. 4.19. 

 

 

Figure 4. 32 Comparison of FFA with existing techniques; 16 data subcarriers in location II, 32 in 

IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs, qn,s = 1, n = 1, 2… Ns; Case IV. 
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Figure 4. 33 Power spectrum of OFDM signals of 4 different SUs using FFA; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; total of K = 4 CCs, qn,s = 1, n =1, 2… Ns; Case 

IV 

Table 4. 19 Amplitudes of CCs calculated using FFA (Case IV) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

FFA 

SU 1 0.13896577 0.62909059 0.62909059 0.13896577 

SU 2 0.13201062 0.62652007 0.62652007 0.13201062 

SU 3 0.13197502 0.62990019 0.62990019 0.13197502 

SU 4 0.13895122 0.63999098 0.63999098 0.13895122 

4.5.4.3 Performance of DE 

In this section, the reliability and effectiveness of DE are discussed in spectrum sharing scenario, 

where we have considered four spectral holes II, IV, VI and VIII having un-equal bandwidth 

occupied by four different SUs and the spectrums used by PUs i.e. the spectrum I, III, V, VII and 
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IX are considered to be of equal bandwidth. The performance comparison of DE in term of PSD 

are shown in Figures. 4.34 – 4.35 with the techniques already present in the literature. The 

amplitudes of CCs of each SU operating in spectral spaces II, IV, VI and VIII are calculated by DE 

using our proposed fitness function given in Table. 4.20. 

 

Figure 4. 34 Power spectrum of OFDM signals of 4 different SUs using DE; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs qn,s = 1, n =1, 2… Ns; Case IV. 

Table 4. 20 Amplitudes of CCs calculated using DE (Case IV) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

DE 

SU 1 0.12610316 0.61205280 0.61205280 0.12610316 

SU 2 0.13686577 0.63049059 0.63049059 0.13686577 

SU 3 0.13969887 0.63702942 0.63702942 0.13969887 

SU 4 0.14901664 0.64771389 0.64771389 0.14901664 
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Figure 4. 35 Comparison of DE with existing techniques; 16 data subcarriers in location II, 32 in 

IV, 64 in VI and 128 in VIII; total of K = 4 CCs qn,s = 1, n = 1, 2… Ns; Case IV 

4.5.4.4 Performance of CSA 

In this section, the performance, reliability and effectiveness of CSA in spectrum sharing scenario, 

where four different SUs are utilizing the spectral holes II, IV, VI and VIII having un-equal 

bandwidth and the spacing between these spectral holes I, III, V, VII and IX that are in possession 

of PUs are considered to be of same bandwidth are shown with the help of computer simulations. 

Figures 4.36 – 4.37 show the comparison of our proposed algorithm, CSA with other existing 

techniques found in literature that shows that CSA outperforms all the existing techniques. 

Amplitudes of CCs for each SUs operating in different spectral holes are calculated by CSA with 

the help of our proposed fitness function is given in Table. 4.21. 
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Figure 4. 36 Power spectrum of OFDM signals of 4 different SUs using CSA; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs qn,s = 1, n =1, 2… Ns; Case IV. 

 

Figure 4. 37 Comparison of CSA with existing techniques; 16 data subcarriers in location II, 32 

in IV, 64 in VI and 128 in VIII; total K = 4 CCs, qn,s = 1, n = 1, 2… Ns; Case IV 
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Table 4. 21 Amplitudes of CCs calculated using CSA (Case IV) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

CSA 

SU 1 0.13009249 0.61528217 0.61528217 0.13009249 

SU 2 0.13886577 0.63049059 0.63049059 0.13886577 

SU 3 0.14369887 0.63822942 0.63822942 0.14369887 

SU 4 0.13865122 0.63527628 0.63527628 0.13865122 

 

4.5.4.5 Performance comparison of proposed algorithms 

Here the performance of the proposed algorithms are compared with each other. Figure. 4.38 shows 

the simulated comparison of these proposed algorithms, which concludes that better suppression 

of sidelobes are achieved by CSA. Maximum suppression of sidelobes achieved by the proposed 

algorithms is given in Table. 4.22. 

Table 4. 22 Sidelobe power levels at different locations occupied by LUs using our proposed 

algorithms in a spectrum sharing scenario, Case IV 

 

Algorithm used 

Sidelobe power in Locations of LUs 

I III V VII IX 

Without CCs -33dB -27dB -26dB -25dB -28dB 

GA -52dB -46dB -44dB -42dB -46dB 

FFA -54dB -48dB -47dB -45dB -49dB 

DE -60dB -51dB -48dB -48dB -54dB 

CSA -75dB -64dB -60dB -54dB -70dB 
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Figure 4. 38 Power spectrum of OFDM signals of 4 different SUs using proposed algorithms i.e. 

GA, FFA, DE and CSA; 16 data subcarriers in location II, 32 in IV, 64 in VI and 128 in VIII; Kl 

= Kr = 2 CCs, qn,s = 1, n = 0, 1, …, Ns – 1; Case IV 

4.5.5 Case V 

In this case interference suppression spectrum sharing scenario in OFDM having unequal 

bandwidth between the spectral white spaces II, IV, VI and VIII i.e. location I, III, V, VII and IX 

have un-equal bandwidth, while location II, IV, VI and VIII is also have an un-equal bandwidth 

comprising 16, 32, 64 and 128 subcarriers utilized by SUs, SU 1, SU2, SU3 and SU4 respectively 

is discussed.  In order to not to interfere with the PU’s two CC’s on either side of the location II, 

IV, VI and VIII are inserted. So N = 16 data subcarriers and M = 4 CC’s are there in location II, N 

= 32 data subcarriers and M = 4 CC’s are there in location IV, N = 64 data carriers and M = 4 CC’s 

are there in location VI and N = 128 data carriers and M = 4 CC’s are there in location VIII. The 

Optimization range for the calculation of weights spans the sidelobes in the location I, III, V, VII 

and IX, here we have taken 10 samples per sidelobes to keep the computational complexity low.   
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Table 4. 23 Amplitudes of CCs calculated using GA (Case V) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

GA 

SU 1 0.13910977 0.63090059 0.63090059 0.13910977 

SU 2 0.13101062 0.62952007 0.62952007 0.13101062 

SU 3 0.13547502 0.61891019 0.61891019 0.13547502 

SU 4 0.13565122 0.64327628 0.64327628 0.13565122 

 

Figure 4. 39 Power spectrum of OFDM signals of 4 different SUs using GA; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs , qn,s = 1, n = 1, 2… Ns; Case V. 

4.5.5.1 Performance of GA 

In this section, we consider the spectrum sharing scenario, where the spectral holes occupied by 

SUs and the spectrums utilized by PUs are of un-equal bandwidth. GA is used in this section for 

the calculation of CCs that are given in Table 4.23. The effectiveness and reliability of GA and its 

comparison with other techniques are shown in Figures. 4.39 – 4.40. 
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Figure 4. 40 Comparison of GA with existing techniques; 16 data subcarriers in location II, 32 in 

IV, 64 in VI and 128 in VIII; total of K = 4 CCs, qn,s = 1, n = 1, 2… Ns; Case V. 

4.5.5.2 Performance of FFA 

In this section, performance of FFA in spectrum sharing scenario, consisting of four SUs utilizing 

the spectral holes II, IV, VI and VIII having un-equal bandwidth and with PUs operating in the 

neighboring spectrums I, III, V, VII and IX also of un-equal bandwidth is discussed. The 

effectiveness, performance and reliability of FFA using simulations in terms of PSD in comparison 

with existing techniques found in the literature is shown in Figures. 4.41 – 4.42.  

The amplitudes of CCs of all four SUs utilizing in spectrum white holes II, IV, VI and VIIII 

calculated by FFA using our proposed fitness function are given in Table. 4.24. 
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Figure 4. 41 Power spectrum of OFDM signals of 4 different SUs using FFA; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs, qn,s = 1, n = 1, 2… Ns; Case V. 

 

Figure 4. 42 Comparison of FFA with existing techniques; 16 data subcarriers in location II, 32 

in IV, 64 in VI and 128 in VIII; total of K = 4 CCs , qn,s = 1, n = 1, 2… Ns; Case V 
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Table 4. 24 Amplitudes of CCs calculated using FFA (Case V) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

FFA 

SU 1 0.13896577 0.62909059 0.62909059 0.13896577 

SU 2 0.13101062 0.62652007 0.62652007 0.13101062 

SU 3 0.13197502 0.62990019 0.62990019 0.13197502 

SU 4 0.13895122 0.63999098 0.63999098 0.13895122 

 

Figure 4. 43 Power spectrum of OFDM signals of 4 different SUs using DE; 16 data subcarriers 

in location II, 32 in IV, 64 in VI and 128 in VIII; Kl = Kr = 2 CCs, qn,s = 1, n = 1, 2… Ns; Case V 

4.5.5.3 Performance of DE 

In this section we consider spectrum sharing scenario in which four SUs utilizing the spectral holes 

of un-equal bandwidth and the PUs operating in neighboring holes are also of un-equal bandwidth. 

Here DE is used for the calculation of amplitudes of CCs that are used for the suppression of 
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sidelobes. The amplitudes of CCs are given in Table. 4.25, while the performance of DE is shown 

in Figures. 4.43 – 4.44 respectively. 

 

Figure 4. 44 Comparison of DE with existing techniques; 16 data subcarriers in location II, 32 in 

location IV, 64 in VI and 128 in VIII; total of K = 4 CCs, qn,s = 1, n = 1, 2… Ns; Case V 

Table 4. 25 Amplitudes of CCs calculated using DE (Case V) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

DE 

SU 1 0.12610316 0.61205280 0.61205280 0.12610316 

SU 2 0.13686577 0.63049059 0.63049059 0.13686577 

SU 3 0.13969887 0.63702942 0.63702942 0.13969887 

SU 4 0.14901664 0.64871389 0.64871389 0.14901664 

4.5.5.4 Performance of CSA 

In this section the performance of CSA in spectrum sharing scenario, where four different SUs  
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occupying four spectral holes II, IV, VI and VIII and of un-equal bandwidth and the spacing 

between them are also of un-equal bandwidth is discussed. The effectiveness and reliability of 

CSA in term of PSD are shown in Figures. 4.45 – 4.46, while the amplitudes of CCs are calculated 

using CSA, given in Table. 4.26. 

Table 4. 26 Amplitudes of CCs calculated using CSA (Case V) 

Amplitudes of left and right sided CCs 

Algorithm 

used 

 First left 

CC 

Second left 

CC 

First right 

CC 

Second right 

CC 

CSA 

SU 1 0.13009249 0.61528217 0.61528217 0.13009249 

SU 2 0.13886577 0.63149059 0.63149059 0.13886577 

SU 3 0.14369887 0.63822942 0.63822942 0.14369887 

SU 4 0.13895122 0.63627628 0.63627628 0.13895122 

 

Figure 4. 45 Power spectrum of OFDM signals of 4 different SUs using CSA; 16 data subcarriers 

in location II, 32 in, 64 in VI and 128 in; Kl = Kr = 2 CCs, qn,s = 1, n = 1, 2… Ns; Case V 



89 

 

 

Figure 4. 46 Comparison of CSA with existing techniques; 16 data subcarriers in location II, 32 

in IV, 64 in VI and 128 in VIII; total of K = 4 CCs, qn,s = 1, n =1, 2… Ns; Case V 

4.5.5.5 Performance comparison of proposed algorithms 

Here the performance comparison of proposed algorithms in a spectrum sharing scenario, where 

four spectral holes II, IV, VI and VIII of un-equal sizes are detected that are utilized by four 

different SUs and the spectral spacing between these holes also of un-equal bandwidth are utilized 

by different PUs is considered. Figure. 4.47 shows the performance comparison of all four 

proposed algorithms i.e. GA, FFA, DE and CSA in terms of PSD with each other and with the 

existing techniques found in the literature, which shows that CSA got better suppression of 

sidelobes as compared to the GA, FFA, DE and with the existing techniques. Maximum 

suppression of sidelobes achieved in terms of dBs by the proposed algorithms are given in Table. 

4.27. 
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Figure 4. 47 Power spectrum of OFDM signals of 4 different SUs using proposed algorithms i.e. 

GA, FFA, DE and CSA; 16 data subcarriers in location II, 32 in location IV, 64 in location VI and 

128 in location VIII; Kl = Kr = 2 CCs in each of the location II, IV, VI and VIII, qn,s = 1, n = 1, 2… 

Ns; Case V 

Table 4. 27 Sidelobe power levels at different locations occupied by LUs using our proposed 

algorithms in a spectrum sharing scenario, Case V 

 

Algorithm used 

Sidelobe power in Locations of LUs 

I III V VII IX 

Without CCs -30dB -29dB -21dB -27dB -32dB 

GA -48dB -48dB -38dB -44dB -50dB 

FFA -50dB -50dB -40dB -48dB -54dB 

DE -55dB -54dB -42dB -53dB -57dB 

CSA -70dB -62dB -44dB -58dB -74dB 

4.6 Conclusion 

In this chapter, we have discussed the CCs based sidelobe reduction scheme. Here some  
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subcarriers are reserved or inserted mainly on the edges of the OFDM spectrum of SUs, that are 

basically not used to carry information but to cancel the sidelobes of the OFDM spectrum of SUs. 

To calculate the amplitudes of the main lobe of CCs, we have proposed four different HA: GA, 

FFA, DE and CSA by using our proposed Fitness function. Five different spectrum sharing 

scenario are considered to check the performance, efficiency and reliability of the proposed 

algorithms.  

  



92 

 

Chapter 5 

Reduction of out of Band Radiation using Generalized Sidelobe 

Canceller 

 

5.1 Introduction  

In this chapter, we present a novel technique for the reduction of OOB radiation in OFDM-based 

CR by using a generalized sidelobe canceller (GSC) at the transmitter of OFDM. It has been 

observed that so far in OFDM-based CR system, a GSC has not been used to tackle the OOB 

radiation problem. In the proposed technique, the signal is passed through two branches of a GSC. 

The upper branch consists of the weight vector designed by multiple constraints to preserve the 

desired portion of the signal, while the lower branch consists of a blocking matrix followed by a 

weight vector. The blocking matrix blocks the desired portion and preserves the undesired portions 

(sidelobes). The weight vector adjusts the undesired portion (sidelobes) in such a way that when 

subtracted from the signal of the upper branch, it results in significant cancellation of the sidelobes 

of the OFDM signal. We have compared the performance of the proposed technique with already 

existing techniques via simulations. The proposed technique achieves better suppression of the 

sidelobes as compared to the existing methods. 

The data model used for our proposed technique that we will discuss in this chapter will be same 

as we have developed in chapter 4. 
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5.2 Proposed Methodology 

In this section, we propose a novel technique by using GSC at the transmitter of OFDM. GSC is 

the simplest version of linearly constrained minimum variance (LCMV), where the constrained 

optimization problem is converted into an unconstrained problem. The block diagram of GSC is 

shown in Figure 5.1, having two branches, the upper branch and the lower branch. The upper 

branch is the main channel of the GSC, usually called a Fixed Beamformer (FBF). It consists of 

quiescent weight vector wq, which preserves the signal coming from SU, i.e., the OFDM signal, 

and provides the necessary gain to the desired portion, i.e., the region from f1 to fN satisfying the 

constraint, as shown in Figure 5.2. The lower branch consists of the blocking matrix B followed 

by an adaptive weight vector wa. The blocking matrix B blocks the desired portion of the signal 

and preserves the sidelobes of OFDM signal, as shown by region f < f1 and f > fN in Figure 5.2. 

The adaptive weight vector wa adjusts the amplitudes of the sidelobes. The sidelobes that are 

preserved and adjusted in the lower branch are then subtracted from the signal of the upper branch, 

resulting in the signal of OFDM having suppressed or zero sidelobes. 

To find the expressions for wq, B and wa, consider the OFDM signal given in equation (4.3), 

represented by M samples, which are collected in the vector 1 2[u ,u ,...u ]T

Mu  with uncorrelated 

elements. After passing through GSC it is given as: 

HY  w u  (5.1) 

where the superscript H represents Hermitian and 0 1 1[w ,w ,...,w ]T

Mw  is a weight vector with 

dimension M × 1.  
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LCMV determines the optimal weight vector H
w  that minimizes the output power having multiple 

linear constraints. The optimization problem for LCMV is given by: 

min H

u
w

w R w  s.t 
H Hw C g  (5.2) 

 

Figure 5. 2  OFDM signal in Frequency domain 

On solving Equation (5.2), we obtain: 

1 1 1H H H H

o

   u uw g (C R C) C R
 

(5.3) 

where 
2[ ]HE  uR uu I  is the correlation matrix, with dimension M × M, I is the identity matrix 

with dimension M × M, 
2 is the variance, while C is the constraint matrix with dimension M × 

N, having N steering vectors given by equation (5.4): 

1 2[ , ,..., ]NC s s s  (5.4) 
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where N represents the total number of frequencies in the desired portion of the signal, as shown 

in Figure 5.1; 1 2[ , ,... ]i M

Ts s ss is an ith steering vector with dimension M × 1 containing M 

samples of the ith spectrum; and [1,1,...,1]Tg  is called the gain vector with dimension N × 1, 

which contains the desired gain related to each steering vector. 

 

 

Figure 5. 1 Generalized sidelobe canceller (GSC) (a) Block Diagram of GSC (b) Equivalent 

Diagram of GSC 

 

The effective implementation of LCMV is the division of a field with dimension M × M into the 

constraint subfield defined by columns of C, an M × N matrix, and an orthogonal subfield defined 

by columns of B an M × (M − N) matrix such that 
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H C B O  (5.5) 

where O is a null matrix with dimension N × (M − N) and B is a blocking matrix that blocks the 

desired portion of the OFDM signal. 

Now consider the decomposition of 
H

ow  given in equation (5.3) as: 

H H H

o o c o o w w P w P
 

(5.6) 

where 
H

o cw P  represents the projection of 
H

ow  onto the constraint subfield and
H

o ow P  represents the 

projection of 
H

ow  onto the orthogonal subfield. cP and oP  are the projection matrices onto the 

constraint and orthogonal subfields with dimension M × M given by: 

1[ ]H H

c

P C C C C
 

(5.7) 

1[ ]H H

o

P B B B B
 

(5.8) 

where oP  can also be written as 

o c P I P  (5.9) 

where I is an identity matrix with dimension M × M. 

The first component of equation (5.6) represents the upper portion of GSC, which on solving 

becomes: 

1 1 1 1[ ] [ ]H H H H H H

o c

    u uw P g C R C C R C C C C
 

(5.10) 
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1[ ]H H H H H

o c q

w P g C C C w
 

(5.11) 

where 
H

qw  is the quiescent weight vector having dimension 1 × M. 

The second component of equation (5.6) represents the lower portion of the GSC. On substituting 

the values for 
H

ow  and oP , equation (5.6) becomes 

1 1 1 1[ ] [ ]H H H H H H

o o

    u uw P g C R C C R B B B B
 

(5.12) 

As equation (5.12) is not particularly useful for implementation, it is divided into two parts. The 

first part consists of blocking matrix B, and the second part consists of an adaptive weight vector 

H

aw  with dimension 1 × (M − N). 

The blocking matrix B can be constructed by first finding the Po as given in Equation (5.9), then 

orthonormalizing Po and choosing the first (M − N) columns of the orthonormalized matrix that 

will be the resulting blocking matrix B, having the property given by 

H B B I  (5.13) 

The output of the GSC as shown in Figure 5.2 after replacing 
H

ow  with ( )H

q aw Bw  will become: 

( )H

q aY  w Bw u
 

(5.14) 

the output power of which is given by: 

( ) ( )H
q a q aP   uw Bw R w Bw

 
(5.15) 
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Solving equation (5.15), we get the optimum adaptive weight vector ( )a optw , given by the following 

equation: 

( )

1( )H H

a opt q

H  u uw w R B B R B
 

(5.16) 

5.3 Results and Discussions 

In this section both the accuracy and the reliability of the proposed technique are discussed for the 

reduction of sidelobe suppression of the OFDM signal. The performance comparison of the 

proposed technique has been done in terms of normalized PSD with already existing techniques in 

this area. Several cases have been discussed on the basis of spectral white spaces and its bandwidth 

between spectral white spaces. Throughout the simulations, the number of samples M is taken as 

501, while the number of frequencies N in Case I is taken as 16, in Cases II and IV as 32, while in 

Case III and Case V, it is taken as 16, 32, 64, and 128, respectively. 

5.3.1 Case I 

In this case, we are considering a spectral white space that is not used by the PU and is available 

for the SU. The total number of OFDM subcarriers used by SU is 16 modulated with BPSK, whose 

power is normalized to |dn|
2 = 1. The performance of the proposed technique is compared with 

different existing techniques. In CC techniques, two CCs have been used either side of the data 

subcarriers, whereas in advanced subcarriers weighting techniques all subcarriers are used for 

weighting. Figures 5.3 and 5.4 show the comparison of the proposed technique with the existing 

techniques in terms of PSD. It can be observed from Figures 5.3 and 5.4 that the existing techniques 

give a maximum of 36 dB improvement, while the proposed technique gives 92 dB improvement  
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Figure 5. 3 The PSD comparison between the proposed technique and existing techniques, Case I 

 

Figure 5. 4 The PSD performance comparison between the proposed technique and existing 

techniques, Case I 
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compared with the original OFDM spectrum and 58 dB improvement as compared with the 

existing techniques.  

5.3.2 Case II 

In this case, we are considering nine sub-bands mentioned as regions in Figures 5.5 and 5.6. We 

assume that regions I, III, V, VII, and IX are occupied by PUs, while regions II, IV, VI, and VIII 

are occupied by SUs. Each SU has an equal number of subcarriers, i.e., 32 OFDM subcarriers 

modulated with BPSK, whose power is normalized to |dn|
2 = 1. The bandwidth allocated to each 

PU is considered equal in all regions. The comparison of the proposed technique is done with 

already existing techniques. In CC techniques, two CCs have been used on either side of data 

subcarriers, while in the advanced subcarrier weightings technique all subcarriers are taken into 

consideration. Figures 5.5 and 5.6 show the superiority of the proposed technique in terms of PSD, 

even in a spectrum-sharing scenario. The proposed technique performs well and outclasses all 

these techniques and gets significant suppression in all regions. 

 

Figure 5. 5 The PSD comparison between the proposed and existing techniques, Case II 
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Figure 5. 6 The PSD performance comparison between the proposed technique and existing 

techniques, Case II 

5.3.3 Case III 

In this case, we are considering the spectrum-sharing scenario shown in Figures 5.7 and 5.8, 

consisting of nine sub-bands in total. Out of these nine, four are given to different SUs designated 

by regions II, IV, VI, and VIII, while the remaining regions I, III, V, VII, and IX are given to PUs. 

Consider that the bandwidth II, IV, VI and VIII allocated to these four SUs is equal, while the 

bandwidths I, III, V, VII and IX allocated to different PUs are unequal. Each SU divide the 

available bandwidth into 32 OFDM subcarriers modulated with BPSK with normalized power 

equal to 1. Figures 5.7 and 5.8 shows the performance, reliability and effectiveness of our proposed 

technique with already existing sidelobe suppression techniques in terms of PSD which shows that 

our proposed technique has got effective reduction of sidelobes.  
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Figure 5. 7 The PSD comparison between the proposed and existing techniques, Case III 

 

Figure 5. 8 The PSD performance comparison between the proposed technique and existing 

techniques, Case III 
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In all CC techniques, two CCs have been taken on both sides of the data subcarriers. In terms of 

normalized PSD, Figures 5.7 and 5.8 show that clear reduction of OOB radiation is achieved in all 

regions of PU by the proposed technique. 

5.3.4 Case IV 

In this case, we are considering the spectrum-sharing scenario consisting of a total of nine sub-

bands mentioned as regions in Figures 5.9 and 5.10. We assume that regions I, III, V, VII, and IX 

are used by PUs, while regions II, IV, VI, and VIII are used by SUs. An equal bandwidth is 

allocated to each PU, whereas it is unequal in the case of SU. The SU operating in region II has 

16 subcarriers, region IV has 32, region VI has 64, and SU, operating in region VIII, has 128 

subcarriers, modulated with BPSK, whose power is normalized to |dn|
2 = 1. The performance of 

the proposed technique is compared with different existing techniques. 

 

Figure 5. 9 The PSD comparison between the proposed and existing techniques, Case IV 
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Figure 5. 10 The PSD performance comparison between the proposed technique and existing 

techniques, Case IV 

In CC techniques, two CCs have been taken on either side of the data subcarriers, and in SW 

techniques all subcarriers are used for suppression. Figure 5.9 and 5.10 show that the proposed 

technique outclasses all these techniques and gives a significant suppression in all regions of the 

spectrum-sharing scenario. 

5.3.5 Case V 

In this case, five out of nine sub-bands of unequal bandwidth are allocated to the PUs, designated 

as regions I, III, V, VII, and IX. Four sub-bands of unequal bandwidths allocated to SUs, 

designated as regions II, IV, VI, and VIII, are shown in Figures 5.11 and 5.12. 

We consider that the SU operating in regions II, IV, VI, and VIII has 16, 32, 64, and 128 OFDM 

subcarriers, respectively. The comparison of the proposed technique is done with the existing 
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Figure 5. 11 The PSD comparison between the proposed and existing techniques, Case V 

 

Figure 5. 12 The PSD performance comparison between the proposed technique and existing 

techniques, Case V 
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techniques. Two CCs have been taken on both sides of the data subcarriers in all cancellation 

carrier techniques. In terms of normalized power spectral density, Figures 5.11 to 5.12 show that 

the proposed technique achieved significant suppression when compared to the existing techniques 

in all regions of PUs. 

5.4 Conclusion 

We have proposed a novel wave-shaping technique, GSC, for the reduction of sidelobes of OFDM 

signal. The proposed technique allows the desired portion of the signal to pass and blocks the 

undesired portion, i.e., the sidelobes. The performance comparison of the proposed technique in 

different spectrum-sharing scenarios with already existing sidelobe suppression techniques is done 

through simulations, which show that the proposed technique achieves more than 90 dB reduction 

in sidelobes as compared to the existing techniques. 
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Chapter 6 

Reduction of out of Band Radiation using Combination of Different 

Techniques 

 

6.1 Introduction  

In this chapter, an OFDM framework is presented as shown in figure 6.1, which has an ability of 

representing any OOB radiation reduction technique, regardless of individual or multiple schemes 

are applied. Then, according to the place where different schemes are applied are categorized into 

three groups, namely symbol mapping, precoding and times domain techniques. Based on that 

framework, different techniques are introduced that can be viewed as the two level suppression 

techniques. In the first level the OOB radiation is reduced by using CCs with existing and our 

proposed CCs techniques, while in the second level, further reduction of OOB radiation are 

achieved using GSC. The data model for this chapter is same as it is developed in chapter 4. This 

chapter is divided into two parts. Part I discusses the combination of our proposed technique GSC 

with the existing OOB radiation reduction techniques, while Part II discussed the combination of 

our proposed techniques discussed in chapter 4 and 5 i.e. combination of GSC with GA based CC, 

FFA based, FFA based CC and CSA based CC.  

6.2 Combination of our propsed technique i.e. GSC with the existing techniques  

In this section, we present four techniques, each having two levels to minimize the OOB radiation. 

In the first level OOB radiation is reduced using existing techniques including CC proposed by 
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Brandes, CC proposed by Pagadarai, ACC and ANCC, while in the second level further reduction 

is achieved using GSC. The performance of this proposed combined technique is checked by 

considering three different spectrum sharing scenario discussed below. 

 

Figure 6. 1: Framework of OFDM transmitter 

6.2.1 Results and Simulations 

In this section, we consider three different spectrum sharing scenarios to check the effectiveness 

and reliability of the proposed techniques. The performance of the proposed techniques in term of 

PSD has been compared with already existing techniques via simulations. In all the simulation 

results discussed in all three cases, the Proposed scheme I represents the combination of GSC with 

CC proposed by Brandes, Proposed scheme II represents the combination of GSC with ACC, 

Proposed scheme III represents the combination of GSC with ANCC and Proposed scheme IV 

represents the combination of GSC with CC proposed by Pagadarai.  

6.2.1.1 Case I 

In this case, assume that CR detects a single vacant band available for the SU, it is considered that 

the total number of OFDM subcarriers used by the SU in this band is 16, modulated with BPSK.  
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Figure 6. 2 PSD curve of single SU with Proposed technique I; Case I 

 

Figure 6. 3 PSD curve of single SU with Proposed technique II; Case I 

In first step suppression two CCs are taken on the left and right sides of the OFDM spectrum. Ten 

sidelobes are taken on both sides of the spectrum with one frequency sample taken in the middle  
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Figure 6. 4 PSD curve of single SU with Proposed technique III; Case I 

 

Figure 6. 5 PSD curve of single SU with Proposed technique IV; Case I 
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of every sidelobe in the optimization range, resulting in Ml = Mr = 10. For the second step 301 

samples are taken. From Figures 6.2 – 6.5, it is observed that the proposed techniques give better 

suppression of sidelobes as compared to other techniques. 

6.2.1.2 Case II 

In this scenario, assuming that CR detects four vacant bands, denoted by II, IV, VI and VIII all 

having equal bandwidths. The spacing between these bands are also considered as of equal 

bandwidths. SUs operating in band II, IV, VI and VIII use 32 OFDM subcarriers, modulated with 

BPSK. In first step of suppression two CCs on either side of the original spectrum are inserted in 

all the CC based suppression techniques. Ten sidelobes on either side of the used spectrum in the 

optimization range are considered. In the second step of suppression 766 samples are considered. 

Figures 6.6 – 6.9, show clearly that the proposed technique get a significant reduction in all regions 

compared with other existing techniques. 

 

Figure 6. 6 PSD curve of four SUs having equal spacing with Proposed technique I; Case II 
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Figure 6. 7 PSD curve of four SUs having equal spacing with Proposed technique II; Case II 

 

Figure 6. 8 PSD curve of four SUs having equal spacing with proposed technique III; Case II 
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Figure 6. 9 PSD curve of four SUs having equal spacing with Proposed technique IV; Case II 

 

6.2.1.3 Case III 

In this scenario, considering that white holes detected by CR are given by II, IV, VI and VIII, have 

same bandwidth. The spacing between white holes I, III, V, VII and IX having un-equal 

bandwidths. Equal number of OFDM subcarriers i.e. 32 subcarriers is used by each SU operating 

in holes II, IV, VI and VIII, modulated with BPSK with normalized power equal to 1. The 

performance, reliability and effectiveness of the proposed techniques as compared with the 

existing techniques in terms of PSD are shown using computer simulations. Figures. 6.10 – 6.13 

that show the performance comparison of our proposed techniques with the existing techniques 

which clearly depict that better reduction of sidelobes are achieved using our different techniques 

proposed in this subsection of the chapter.  
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Figure 6. 10 PSD curves of four SUs signals having un-equal spacing with Proposed technique I; 

Case III 

 

Figure 6. 11 PSD curves of four SUs signals having un-equal spacing with Proposed technique II; 

Case III 
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Figure 6. 12 PSD curves of four SUs signals having un-equal spacing with Proposed technique 

III; Case III 

 

Figure 6. 13 PSD curves of four SUs signals having un-equal spacing with Proposed technique 

IV; Case III 
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6.3 Combination of our proposed techniques  

In this section, we will also present four techniques, each having two levels to minimize the OOB 

radiation. In the first level OOB radiation is reduced using our proposed technique discussed in 

chapter 4, including GA based CC, FFA based CC, DE based CC and CSA based CC, while in the 

second level further reduction is achieved using GSC discussed in chapter 5. The proposed 

techniques are constructed to maintain the advantages of the individual techniques. Simulation 

results show the PSD performance of the proposed techniques in comparison with already existing 

techniques, demonstrating that the proposed techniques minimize the OOB radiation significantly 

thus qualifying for more effective spectrum sharing. 

6.3.1 Results and Simulations 

In this section, we consider five different spectrum sharing scenarios to check the effectiveness 

and reliability of the proposed techniques. In all the simulation results discussed in all five cases, 

the Proposed technique I represents the combination of GSC with GA based CC, Proposed 

technique II represents the combination of GSC with DE based CC, Proposed technique III 

represents the combination of GSC with FFA based CC  and Proposed technique IV represents the 

combination of GSC with CSA based CC. The performance of the proposed techniques in term of 

PSD has been compared with already existing techniques via simulations.  

6.3.1.1 Case I 

In this scenario, assume that CR detects a single vacant band available for the SU, it is considered 

that the total number of OFDM subcarriers used by the SU in this band is 16, modulated with 

BPSK. The performance comparison of the proposed techniques in this scenario with already  
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Figure 6. 14 PSD comparison between proposed technique I and II with others; Case I 

 

Figure 6. 15 The PSD performance comparison between proposed technique III and IV with other 

techniques; Case I 
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existing techniques is shown in Figures 6.14 – 6.16. In all CC techniques two CCs are taken on 

the left and right sides of the OFDM spectrum.  

 

Figure 6. 16 The PSD performance comparison between proposed techniques; Case I 

6.3.1.2 Case II 

In this case, assuming that CR detects four vacant bands, denoted by II, IV, VI and VIII all having 

equal bandwidths. The spacing between these bands denoted by I, III, V, VII and IX are also 

considered as of equal bandwidths. SUs functioning in band II, IV, VI and VIII use 32 OFDM 

subcarriers, mapped with BPSK. The performance of the proposed techniques in term of PSD with 

others techniques and GSC is shown in Figures 6.17 – 6.19. Two CCs on either side of the original 

spectrum are inserted in all the CC based suppression techniques. Figures 6.17 – 6.19 show that 

the proposed technique get a reduction considerably, as compared with other existing techniques, 

while Figure 6.19 shows the performance of our proposed techniques with each other, which shows 

that proposed technique IV overall gets better suppression. 
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Figure 6. 17 The PSD performance comparison between proposed technique I and II with the other 

techniques; Case II 

 

Figure 6. 18 The PSD performance comparison between proposed techniques III and IV with the 

other techniques; Case II 
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Figure 6. 19 The PSD performance comparison the proposed techniques; Case II 

 

6.3.1.3 Case III 

In this scenario, considering that white holes detected by CR are given by II, IV, VI and VIII, 

having the same bandwidth are utilized by four different SUs. The spacing between white holes 

are given by I, III, V, VII and IX respectively, having different bandwidths are utilized by five 

different PUs. Equal number of OFDM subcarriers (i.e. 32) are used by these four different SUs 

operating in these white holes, mapped with BPSK and with normalized power equal to 1. The 

performance, reliability and effectiveness of the proposed techniques are shown in Figures. 6.20 – 

6.22 that show the comparison with current techniques in term of PSD. These Figures 6.20 – 6.22 

shows that our proposed techniques, get better suppression of sidelobes in that spectrum sharing 

scenario, and outclasses all the existing techniques. 



121 

 

 

Figure 6. 20 The PSD performance comparison between proposed techniques I and II with the 

other techniques; Case III 

 

Figure 6. 21 The PSD performance comparison between proposed techniques III and IV with the 

other techniques; Case III 
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Figure 6. 22 The PSD performance comparison of the proposed techniques; Case III 

 

6.3.1.4 Case IV 

In this case, the bandwidth of the spectral white holes detected by CR is considered as unequal 

represented as II, IV, VI and VIII which is considered to be utilized by four different SUs. The 

spacing between these spectral white holes I, III, V, VII and IX are considered to be of equal 

bandwidth and is in possession of different PUs. SUs operating in white hole II divides the 

bandwidth into 16 subcarriers, SU operating in white hole IV divides the bandwidth into 32 

subcarriers, SU operating in white hole VI divides the bandwidth into 64 subcarriers and SU 

operating in white hole VIII divides the bandwidth into 128 subcarriers, each modulated with 

BPSK with normalized power equal to 1. Figures 6.23 – 6.25 show that the proposed techniques 

are effective and reliable in such a spectrum sharing scenario, get significant reduction of sidelobes 

in comparison with the current techniques.  
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Figure 6. 23 The PSD performance comparison between proposed techniques I and II with the 

other techniques; Case IV 

 

Figure 6. 24 The PSD performance comparison between proposed techniques III and IV with the 

other techniques; Case IV 
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Figure 6. 25 The PSD performance comparison of proposed techniques; Case IV 

 

6.3.1.5 Case V 

In this scenario, our spectral white spaces are considered to be detected by CR, represented by II, 

IV, VI and VIII, have unequal bandwidth occupied by four different SUs. Spacing I, III, V, VII 

and IX between the spectral white spaces are also considered to be of unequal bandwidth. SUs 

operating in spectral white space II divide the bandwidth into 16 subcarriers, operating in spectral 

white space IV divide the bandwidth into 32 subcarriers, operating in spectral white space VI 

divide the bandwidth into 64 subcarriers while SU operating in spectral white space VI divide the 

bandwidth into128 subcarriers, modulated with BPSK with normalized power equal to 1. The 

performance of our proposed techniques for that scenario compared with the current techniques is 

given in Figures. 6.26 – 6.28, which show that the proposed scheme outclasses all the existing 

techniques and gets significant reduction. 
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Figure 6. 26 The PSD performance comparison between proposed techniques I and II with the 

other techniques; Case V 

 

Figure 6. 27 The PSD performance comparison between proposed techniques III and IV with the 

other techniques; Case V 
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Figure 6. 28 The PSD performance comparison of the proposed techniques; Case V 

 

6.4 Conclusion  

In this chapter, we present an OFDM framework that has a capability of describing any OOB 

radiation reduction technique, no matter whether we are applying a single or multiple techniques. 

In this framework according to the location where the OOB radiation reduction techniques are 

employed, these are divided into three groups, which are Symbol mapping, precoding and time 

domain methods. Based on this OFDM framework, eight, two level OOB radiation reduction 

techniques are proposed, which are divided into two major groups: The first one is the combination 

of our proposed technique GSC with four different existing technique including CC by Brandes, 

CC by Pagadarai, ACC and ANCC. The second one is the combination of our proposed techniques 

discussed in chapter 4 and 5 i.e. combination of GSC with CC (GA), combination of GSC with 

CC (FFA), combination of GSC with CC (DE) and combination of GSC with CC (CSA). The 

purpose of combining different techniques is, to take advantages of the individual techniques for 
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further enhancing the suppression of sidelobes. The strength and reliability of the proposed 

techniques are shown via computer simulations in different types of spectrum sharing scenarios, 

which show that the proposed techniques get far better reduction of OOB radiation as compared 

to the existing techniques. 

  



128 

 

Chapter 7 

Conclusion and Future Work 

 

7.1 Conclusion  

In order to prevail the problem of spectrum shortage, request for more bandwidth and higher data 

rates, competency of spectrum has to be improved. An encouraging methodology is the 

coexistence of two or more users operating in the same frequency band without disrupting each 

other. Multicarrier communication techniques have been acknowledged as promising applicants 

as it has an ability of occupying the available spectral holes in an efficient manner. The most 

common multicarrier technique is OFDM, presented as a best candidate for this purpose.  

The major issue in the successful coexistence between different users is the mutual interference 

between the users that arrises due to the high sidelobes of the subcarriers of OFDM. The objective 

of our dissertation is to efficiently reduce the sidelobes of OFDM to keep the interference between 

the users at a minimum possible level. 

This dissertation is divided into three parts: In the first part, we have proposed different heuristic 

algorithms namely GA, FFA, DE and CSA that uses our proposed Fitness function for the 

calculation of amplitudes of main lobe of CCs, which are used to suppress the sidelobes. The 

effectiveness of our proposed algorithms are shown via extensive simulations by considering five 

different spectrum scenario and shows that better reduction of sidelobes are achieved as compared 

to the existing techniques. 
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In the second part, we present a novel technique based on a GSC for the reduction of sidelobes. 

The upper branch of the GSC consists of a weight vector designed by multiple constraints to 

preserve the desired portion of the input signal. The lower branch has a blocking matrix that blocks 

the desired portion and preserves the undesired portion (the sidelobes) of the input signal, followed 

by an adaptive weight vector. The adaptive weight vector adjusts the amplitudes of the undesired 

portion (the sidelobes) so that when the signal from the lower branch is subtracted from the signal 

from the upper branch, it results in cancellation of the sidelobes of the input signal. The 

effectiveness and strength of the proposed technique is verified through extensive simulations. The 

proposed technique produces competitive results in terms of sidelobe reduction as compared to the  

existing techniques. 

The aim of the third part of this dissertation was further improvement in the reduction of sidelobes. 

For that, we proposed combination of different techniques that are categorized into two groups: 

First one is the combination of our proposed technique GSC with the techniques found in the 

literature including CC (Brandes), CC (Pagadarai), ACC and ANCC. Second one is the 

combination of our proposed techniques with each other, i.e. combination of GSC with CC (GA), 

CC (DE), CC (FFA) and CC (CSA). Again the effectiveness of these combined techniques are 

shown with the help of extensive simulations that shows that effective suppression of sidelobes 

are achieved.  

7.2 Future work 

Future direction for extending the work of this dissertation are as under. 

1. Spectrum sensing in cognitive radio networks is challenged by several sources of 

uncertainty ranging from channel randomness to device level and network-level 
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uncertainties. Since spectrum sensing should perform robustly even under worst case 

conditions, such uncertainties usually have implications in terms of the required detection 

sensitivity. Under channel fading or shadowing, a low received signal strength does not 

necessarily imply that the primary system is located out of the secondary user’s interference 

range, as the primary signal may be experiencing a deep fade or being heavily shadowed 

by obstacles. Therefore, spectrum sensing is challenged by such channel uncertainty since 

cognitive radios have to be more sensitive to distinguish a faded or shadowed primary 

signal from a white space. Under severe fading, a single cognitive radio relying on local 

sensing may be unable to achieve this increased sensitivity since the required sensing time 

may exceed the sensing period. By proper combination of local signal processing, user-

level cooperation among cognitive radios, and system-level coordination among different 

cognitive radio networks. Research on spectrum sensing thus far has mainly focused on 

meeting the regulatory requirements for reliable sensing. An important venue for further 

research, can be explored is the interplay of spectrum sensing and higher-layer 

functionalities to enhance the end user’s perceived QoS. In this respect one can outline 

some of the major cross-layer trade-offs involved in spectrum sensing.  

2. Today’s wireless networks are characterized by a fixed spectrum assignment policy. 

However, a large portion of the assigned spectrum is used sporadically and geographical 

variations in the utilization of assigned spectrum ranges from 15 to 85% with a high 

variance in time. The limited available spectrum and the inefficiency in the spectrum usage 

necessitate a new communication paradigm to exploit the existing wireless spectrum 

opportunistically. This new networking paradigm is referred to as NeXt Generation (xG) 

Networks as well as Dynamic Spectrum Access (DSA) and cognitive radio networks. The 
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influence of these functions on the performance of the upper layer protocols such as routing 

and transport can be investigated and open research issues in these areas.  

3. CR networks can provide high bandwidth to mobile users via heterogeneous wireless 

architectures and dynamic spectrum access techniques. However, CR networks impose 

challenges due to the fluctuating nature of the available spectrum, as well as the diverse 

QoS requirements of various applications. Spectrum management functions can address 

these challenges for the realization of this new network paradigm. To provide a better 

understanding of CR networks, one can present recent developments and open research 

issues in spectrum management in CR networks. More specifically, one can focus the 

discussion on the development of CR networks that require no modification of existing 

networks. The four main challenges of spectrum management can be discussed: spectrum 

sensing, spectrum decision, spectrum sharing and spectrum mobility.  

4. The spectrum sensing issues in the CR networks of opportunistic unlicensed spectrum 

access can be investigated. The cognitive radios can perform a communication using the 

incumbent user spectrum band without the interference caused by the cognitive radio users. 

In this case, the cognitive radios must know the real-time radio environments of the 

incumbent user spectrum band using the spectrum sensing, beacon signals, and geo-

location database access. Then he can provide spectrum sensing issues which include the 

sensing techniques, the regulatory requirements, the analysis of DTV detection threshold, 

and main considerations associated with the spectrum sensing design in cognitive radio 

systems. Also, design trade-offs can be introduced in order to optimize the sensing 

parameters such as sensing time and sensing complexity.  
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5. Protection of interference on the primary system is the key requirement for deployment of 

a CR system. Typically, spectrum sensing is interleaved in the transmission process of a 

secondary user to detect the return of primary user for quick evacuation, resulting in 

frequent stopping of transmission. A novel method of agile spectrum evacuation can be 

introduced that ensures continuous transmission by the secondary user until the primary 

user actually returns. The sensing process can go on simultaneously by a dedicated set of 

users working in a cooperative manner. The proposed method can be evaluated under 

fading and shadowing conditions and better interference protection and improved 

utilization of RF spectrum can thus be obtained.  

6. The CR technology allows a group of potential users to identify and access available 

spectrum resources provided that the interference to the users for whom the band has been 

licensed is kept below a prescribed level. However, this research area is at a very immature 

stage because various research challenges have to be addressed and solved. An overview 

of some research issues for CR networks can be presented. Specifically, one can present 

some research and development in CR networks with focus on: information-theoretic 

aspects, spectrum sensing, link adaptation, advance transceiver design and admission 

control. One can also discuss some important research problems related to these specific 

topics that needs to be addressed before deployment of CR systems in practice 

7. One critical issue in dynamic spectrum access of CR networks is the analysis of 

interference caused by SUs. Most of the current works focus on mitigating the aggregated 

interference effects of SUs at PUs in the physical layer. However, the interference is also 

dynamically related to the communication behaviors between PUs and SUs. The 

interference caused by SUs in the MAC layer can be analyzed by taking into account the 
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dynamic behaviors between PUs and SUs. Based on the ON-OFF primary channel state 

model, one can derive the close-form expressions for the probability of interference caused 

by SUs and quantify the interference effect in two scenarios: slotted secondary network 

and non-slotted secondary network. It can also be discussed how to control SUs’ access 

behaviour such that the normal communication of PUs can be guaranteed. Finally, 

simulation results can be shown to verify the effectiveness of the analysis.  

8. Currently, the radio spectrum is beginning to be crowded due to the rapid growth of 

wireless technologies this century. However, many studies show that the major licensed 

bands, such as those allocated for television broadcasting, amateur radio, paging, etc. are 

underutilized and some of the remaining bands are heavily used. This fact leads to spectrum 

wastage. Therefore, new techniques are needed to take advantage of the spectrum 

opportunities causing a reasonable level of interference in the licensed bands. Hence, CR 

has become an important research topic in these last years since it tries to take advantage 

of the unused spectrum by the licensed users. In addition to spectrum sensing algorithms, 

sharing protocols, policies, among other things, the interference management has become 

an important topic in CR in order to manage and fulfil the regulatory constraints. The 

management of interference is, unquestionably, required to treat and quantify all the 

interference produced by the unlicensed users at the licensed receivers. In order to manage 

this interference, the secondary users must be able to adjust their parameters to fulfil these 

constraints. An overview of CR and interference management can be presented. Several 

quantitative and performance criteria can be studied as well, in order to illustrate the effect 

that the different parameters produce on the interference in the licensed bands.  
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