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ABSTRACT

Hybrid designs in modern radar technology have drawn significant consideration
of research community. They have got numerous advantages over stand-alone models. The
prominent stand-alone radar models include phased array radar (PAR), frequency diverse
array radar (FDA) and cognitive radar (CR). The PAR generates an energy focused beam
pattern towards desired direction and has an ability to suppress interferences. An FDA radar
provides additional degrees-of-freedom and generates a 3-D range-angle dependent beam
pattern. Similarly, a CR adjusts the design parameters on- the-fly using situational
awareness ability.

The work presented in this dissertation include the hybrid designs of CR with PAR
and FDA that combines the benefits of either sides. The work is primarily divided into two
parts. First part contains a novel hybrid design of CR with PAR i.e., hybrid cognitive
phased array radar (HCPAR). This radar model contains the benefits of both sides. A low
probability of intercept (LPI) property with transmit beamforming is also incorporated in
the proposed design. The performance of proposed model is analyzed on the basis of
situational awareness, which is proved to be an important parameter. The proposed hybrid
design shows better signal to interference and noise ratio (SINR) and detection probability
as compared to conventional stand-alone PAR model. Moreover, this design is energy
efficient compared to previous models due to the reason that it illuminates only the region
in vicinity of target predicted position received as feedback.

In second part of the work, a novel hybrid model of CR with FDA is presented i.e.,
hybrid cognitive frequency diverse array (HCFDA) radar. The objective is to combine the
benefits of both sided for improved target localization and tracking performance. This
hybrid design is further divided into two categories. In first category, the HCFDA design
with uniform frequency offset is analyzed. In this case, a uniform frequency offset for an
FDA transmitter is computed based on the receiver feedback. Situational awareness of the
proposed design helps to improve SINR, detection probability and energy efficiency as
compared to conventional stand-alone designs. In second category, the HCFDA design is
proposed with non-uniform frequency offsets. The non-uniform frequency offsets are

computed based on the receiver feedback using
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four different methods i.e., i) mu-law companding formulae based offsets, ii) Hamming
window based tapering offsets, iii) Genetic algorithm (GA) based fractional offsets and
iv) non-uniform but integer frequency offsets. To analyze the performance of proposed
designs, the situational awareness along with the non-uniform offsets, computed using
various methods, have proved to be an important basis. The proposed designs achieve
better SINR, detection probability, energy efficiency and improved Cramer Rao lower
bound (CRLB) on range and angle estimations as compared to conventional stand-alone
FDA design. The proposed designs also provide improved transmit energy focusing
towards target position, which results in improved range and angle resolution as compared
to the existing designs.

The proposed hybrid designs provide a strong base for the development of modern
radar generations with intelligent target steering ability in space. At present, the proposed
schemes are investigated only for linear array, yet they can be extended to planar arrays

and other topologies according to the requirement.
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CHAPTER-1

INTRODUCTION

The term radar, acronym for radio detection and ranging, was devised in 1940 by
the U.S. Navy. It uses radio waves for detecting and tracking of spacecraft, aircraft, ships,
guided missiles, weather formations and motor vehicles etc. It determines range, direction,
altitude, speed and velocity of objects. The theory and design of modern radars is
dominated by signal processing, controls, information theory, probability theory and
statistical techniques to make it powerful, robust and adaptive. The design range is
extended from simple air traffic controller (ATC) to phased array radar (PAR), frequency
diverse array (FDA) radar and cognitive radar (CR), achieving the ultimate goal of serving
the civilian and military world in diverse ways.

In this chapter, we shall introduce the existing modern radar technologies, which
will be followed by the motivation and contribution of this research and finally the

organization of dissertation.

1.1. Background of modern radar technologies

Two fundamental categories of radars based on the number of antennas used are
the single antenna radars and multiple antenna radars. The single antenna radar
conventionally uses mechanical rotations for scanning the surveillance region in all

directions. Later on, the electrical beam steering was introduced in PAR, developed in



Lincoln Laboratory in 1958, which was the initial form of involving multiple antenna
elements in radars.

The PAR, a group of antenna elements, exploits a relative phase variation between
the elements to steer the radiation pattern in a desired direction and suppress in the
undesired directions. These high gain PAR beam patterns are easy to compute, allow
greater frequency agility, generate multiple beams and track multiple targets with greater
accuracy, which justify wider use of these arrays in modern radar applications. Electronic
phase shifters have been used to achieve these objectives, which are much more expensive
compared to a traditional reflector antenna used for surveillance. However, beam steering
of phased array is fixed in angle for all values of range cells i.e., independent of the target
range, which degrades the performance in different applications dependent on range, e.g.,
range-dependent interference suppression, range ambiguities suppression and directional
communications etc.

To address these issues in an elegant and less expensive manner, a range-angle
dependent electronic beam steering by using successive frequency offsets at array elements
is a solution, which results in a frequency diverse array (FDA) radar. In an FDA, the
frequency offsets enable it to generate a range, angle and time dependent beam pattern that
may help to suppress range-dependent interferences. Since an FDA beam pattern is
periodic in range, angle and time, it periodically illuminates a specific range- angle pair of
object position.

During last decade, another modern radar design proposed by Simon Haykin, is
termed as cognitive radar (CR). According to the Oxford dictionary, a thought process for

gathering knowledge of the outside world is known as cognition, it also embodies



processing of information, applying gathered knowledge and changing preferences based
on situational awareness. Similarly, the visual brain has been characterized with functions
for having perception of the outside world in one part, while taking action to control the
environment in a separate part of the brain. Working in this coordinated fashion is known
as perception-action cycle.

Similarly, the CR continuously senses its environment and learns from experiences.
It is intelligent enough to utilize the extracted information as feedback between the receiver
and transmitter to facilitate computational intelligence. It also preserves information in an
implicit way to enhance the overall performance of radar i.e., it enhances receiver’s
performance directly and transmitter’s performance indirectly. Therefore, the feedback link
is the back bone of a cognitive system.

To understand the importance of the feedback link, the echo-location system of a bat
is an example. Bat acquires information about the target of interest e.g., range, relative
velocity, size, azimuth and elevation angles etc., within a nominal time and consequently,
makes changes in its transmit signal. It is proficient enough to utilize the previous
knowledge about the surroundings in addition with the knowledge gathered through

continuous interactions with the environment.

1.2. Motivation: Hybridization of cognitive radar with modern radar

systems

Previously, the conventional radars were the major focus of researchers to address
various problems, such as, range estimations, speed measurements, velocity measurements,

direction of arrival estimations and radar cross section (RCS)



measurements etc. Moreover, there are two major objectives supposed to be performed by
the radars, which are scanning of area under surveillance and tracking of single/multiple
targets simultaneously.

With the availability of quick processing machines, we are now in a position to
implement algorithms demanding high computational cost, such as, neural networks,
heuristic computing algorithms and advanced signal processing techniques, which pave our
way towards intelligent radars.

Although, a lot of research is being carried out in this direction, yet the analogy
between visual brain and radar systems has not been fully exploited. Obviously,
hybridization of cognitive radar with modern radar systems is a step forward towards this
direction i.e., learning from a human brain. Hence, we emphasize that hybridization of
cognitive radar with modern radar technologies like PAR and FDA can indeed build a more
powerful generation of radar systems. To achieve this objective, we shall utilize the
cognitive information processing and learning techniques in addition with the available
tools in modern radar systems.

The main objective of this dissertation is to give an idea for building a new generation
of intelligent radars, which may address all the problems related to radars in an efficient
way by hybridizing the modern radar systems i.e., PAR and FDA with cognitive radar

properties.

1.3.  Objectives and Contribution of the dissertation

There are two fundamental objectives of this dissertation.

e Hybridization of CR with PAR (i.e., HCPAR) and its performance analysis



e Hybridization of CR with FDA radar (i.e., HCFDA) and its performance analysis

We are focusing to propose hybrid radar systems that may achieve improved signal to
interference plus noise ratio (SINR) and detection probability with improved transmit
energy focusing towards target position. It provides improved Cramer Rao lower bound
(CRLB) on target position estimation and better range and angle resolution as compared to
the existing modern radar technologies. The major contributions incorporated in this
dissertation can be summarized below.

A hybrid cognitive PAR with transmit-receive beamforming for tracking the targets in
real time is the first contribution. This versatile cognitive design has the ability to sense the
environment adaptively. It selects/decides the active number of elements, sufficient for
target range, at the transmitter and receiver arrays after each scan. This reduces the
computational complexity and hardware cost of the system compared to a conventional
fixed element PAR. Moreover, the proposed radar system avoids continuous scanning of
the surveillance region. Instead, the transmitter, based on the receiver feedback, ensures
maximum power towards the target future position. This results in improved SINR and
detection probability. It saves a lot of energy as the transmitter only illuminates the area of
interest. Another significant feature of the proposed system is its low probability of
intercept (LPI) transmit beamforming ability. The transmitter generates a set of defocused
beams of low power, which are difficult to be detected by interceptor. These low power
beams are combined at the specific position of the target in constructive manner. Hence,
overall performance of the proposed system is not compromised.

The second contribution included in the dissertation is a hybrid cognitive FDA radar

with a uniformly increasing frequency offset. The proposed design has an adaptive range-



angle dependent beamforming ability for tracking of targets and ensures enhanced signal
to interference and noise ratio (SINR) with improved detection performance. The
improvement in SINR and detection probability is mainly due to incorporation of cognitive
radar properties. The receiver of the proposed design estimates the current and future
positions of target and tunnels this information to the transmitter for adjusting its
beamforming parameters, adaptively. The proposed scheme includes an analytical
formulation to compute the value of frequency offset based on the feedback, which helps
to generate the desired range-angle dependent beam pattern. The proposed system ensures
an improved target localization performance, detection probability and SINR at the receiver
as compared to the conventional FDA and PAR systems. This scheme also saves a lot of
power as it illuminates only the desired area from the entire surveillance region. In addition,
the computational complexity and electromagnetic pollution of the environment is
decreased.

The third contribution included in this dissertation is a hybrid cognitive radar with
uniformly-spaced FDA having non-uniform but symmetric frequency offsets across the
array elements. Unlike the conventional frequency diverse array (FDA) radars with
uniform frequency offset that exhibits maxima at multiple ranges and angles, the proposed
schemes achieve a single maximum towards the target position. Thus the problem of
detecting the target among potential interferers is automatically eliminated. Two cases have
been considered under given scenario i) non-uniform but integer values of frequency
offsets ii) non-uniform and fractional values of frequency offsets. The proposed design
with non-uniform but integer values of frequency offsets has low half power beam width

(HPBW) compared with previous designs. i.e., the beam is more



focused in this case. The fractional offsets values result in achieving a single maximum
beam pattern. These are computed in three different ways in this dissertation. In the first
case, these fractional offsets are computed using well known mu-law formulae from
communication theory to achieve a single maximum beam pattern at the target position for
improved detection and SINR performance. In the second case, the GA has been used to
calculate non-uniform fractional offsets for localizing targets with the same directions but
different ranges. Finally, in the third case, the hamming window function has been used to
compute these fractional offsets for improved side-lobe suppression and transmit energy
focused beam pattern performance.

The proposed cognitive design improves transmit beam pattern based on the feedback,
and hence achieves improved detection probability, SINR and a better Cramer- Rao lower
bound (CRLB) on target angle and range estimation. The symmetric frequency offsets
scheme has been observed to achieve better null depths compared to the non- symmetric

scenarios.

1.4. Organization of the dissertation

The dissertation has been organized as follows.

In chapter 1, an overview of the research problems addressed in this dissertation
has been mentioned. Moreover, the motivation, objectives and achievements of the
presented research work have been highlighted.

In chapter 2, a brief history of radars and introduction of modern radar designs i.e.,
PAR, FDA radar and cognitive radar has been given. Afterwards, the latest research work

on these modern radar is highlighted.



In chapter 3, the proposed hybrid cognitive phased array radar (HCPAR) design has
been discussed. Additionally, an evolutionary computing based low probability of intercept
(LPI) transmit beam forming technique has been discussed for the proposed HCPAR.

In chapter 4, the proposed hybrid cognitive frequency diverse array (HCFDA) radar
with uniform frequency offset design has been presented. The frequency offset selection
has been formulated based on the receiver feedback. The transmitter of the proposed design
has been illustrated and transmit beam-pattern has been derived to illuminate the target
position.

In chapter 5, the proposed HCFDA radar design with non-uniform frequency offset
has been described. The non-uniform offset selection methods have been proposed for the
FDA design to generate beam patterns having single maxima with sharpened half power
beam width (HPBW). Additionally, a transmit beam pattern with a hamming window based
tapering frequency offsets has been presented for the FDA design under consideration. This
scheme ensures the focusing of transmit energy towards the target position with increased
side lobe suppression outside the area of interest.

In chapter 6, we have concluded the dissertation and suggested future directions for

research in this field.



CHAPTER-2

PAR radar, FDA radar, Cognitive radar and Evolutionary

computing: An Overview

In this chapter, a brief history of radar followed by the fundamentals of phased array
radar (PAR), frequency diverse array (FDA) radar and cognitive radar (CR) is presented.
Furthermore, a detailed overview and literature review of these modern technologies is

given. At the end of this chapter, the recent research challenges in this area are highlighted.

2.1. Radar history

The basic principle of radar is to detect objects in its surrounding using the reflected
radio waves, which was originally used in the early twentieth century [1]. Its early
applications were to detect ships in the surroundings to avoid collision. Later on, a working
radar system was patented in 1935 by Sir Robert Watson-Watt [2], which had all the
important characteristics of a useful radar. The capabilities of radars significantly improved
during World War I1, when German radars steered the beam to scan the whole surveillance
region by rotating the directional antennas mechanically [3].

Most of the radar applications demand high directivity in one direction instead of

mechanically rotating directional antennas. Another key requirement for radar antennas



has been the capability to scan a large volume of space. Traditionally, scanning was done
by means of mechanically rotating systems, which used to rotate the antennas on a pedestal.
As the applications demand more versatile systems, more delicate means of scanning were
introduced, including electronically scanned phased arrays or phased arrays [4]. A radar
system exploiting these phased arrays is coined as phased array radar (PAR).

An electronic beam-steering technique using an antenna array was originally
investigated and employed in military and civilian radars in the late 1970s [5]. However,
mechanically steered radars are still in use e.g., the airport surveillance radar ASR-9 [6]
built in 1980s along with hybrid systems, which employ both mechanical and electronic
scanning at the same time, e.g., the TPS-117 radar [7].

Based on the topologies, there are three major classes of arrays, i.e., the linear array
[8], the planer array [9] and the circular array [10]. We have considered a uniform linear
array in this dissertation due to its simple structure and mathematical model, yet this work

can be extended for the planer and circular arrays as well.

2.2. Phased array radar (PAR)

Phased array is a most common arrangement of radars with multiple transmit antennas.
It has been used initially in late 1930s [11]. Since, phased arrays have been used in its
simplest form during World War 11, the attention of researchers towards their advancement
started gaining attention in the 1950s and 1960s [12]. Nevertheless, the researchers are still

investigating towards improvement in phased array radar technology [13]-[15].
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Phased array antenna radar consists of a group of antennas, which are combined in
such a manner that the relative phase among the elements is varied in a specific pattern to
achieve a constructive and destructive interference at desired locations. This is meant to
achieve a beam pattern having high directivity in the desired direction, while side lobes in
undesired directions [16]. The high gain offered by phased arrays facilitates in detecting
and tracking weak targets with small cross section, while suppressing strong interferences
from other directions [17]. The relative phased between the elements is varied using
electronic phase shifters. In order to control the side lobe levels (SLL), an appropriate
amplitude distribution is applied across the phased array [18].

The phased array antennas radars having the properties of electronic steering, high
gain and low side lobes, narrow beam width, multiple beams, variable scan rates and
interference cancellation etc., have benefitted variety of radar and satellite applications
[19]. These antennas have much more flexibility and advantages compared to a
conventional reflector antenna. However, the high cost is one of the limiting factors [20].

A uniform linear array architecture [21] is shown in Fig-2.1.

OISO ORI C)

Figure-2. 1: Uniform linear phased array with N elements
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An array of N elements is organized in a straight line with a uniform inter-element
spacing d, where w are the respective weights of each element, while 6 is the direction

of target.

The spacing between the elements can be non-uniform as well in many applications
for achieving less complex beam forming performance [22],[23] . Moreover, the antennas
can be placed in a rectangular plane area to form a planar grid of antennas according to the
application requirement [24]. In any case, each element is fed with the same frequency and
waveform [25]-[27]. With identical antennas, the overall electric field radiated by an array
towards a point target in the surveillance region is equal to the electric field of a single
antenna multiplied by an array factor, which depends upon the distance between the array
elements and phase shifts [21]. The inter-element phased offset are varied, appropriately,
to steer the beam pattern in the whole surveillance region, while the amplitude associated
with each phase shifter controls the shape of radiation pattern quite effectively [25].

In this case, the N element array transmits single waveform towards a point target

from its antennas scaled by complex weights wg,w,,...,w,_, as shown in Fig. 2.1. The

array factor of PAR is given as [28]

6) g g n(vasing) @1)
AF — Wnenvsm

where v=21r/ represents the wave number, while A denotes the wavelength, d is
A

inter-element distance and 6 is desired direction. The vector form of this array is given

as
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AF (6)=w"a(0) (2.2)

here ()H is denotes the conjugate transpose of a vector, w is the weight vector and a(6)

is the array steering vector which are given as [29]
yW o W ]T (2.3)
1 N-1
(2.9)
a(e):trlejkdsine pidkasing ej(N—l)kdsinG ]T

here []T represents the transpose of a vector. With uniform weights, i.e.,w =1, the array

factor may be expressed as [30]

sin' M kd sin(e)\ (2.5)

AF (6)= L2 ]
Nsin‘ﬁ kdsin(6) ‘|
(2 J

The beam pattern is generally used to represent the radiation pattern of an array,

which shows the space distribution of transmitted power. The beam pattern for the PAR

antenna is given as [21]

P (6)4AF(8) g w"a(6) ‘ (2.6)

It is apparent from (2.6) that a beam pattern towards a desired target position can
be generated by applying a suitable weight vector known as beam former. It can be either
adaptive to compute a weight vector adaptively for optimal performance or non-adaptive
where weights are fixed to get high directivity in the desired direction. The two commonly
used adaptive beam formers are minimum variance distortion less response (MVDR) and
linear constrained minimum variance (LCMV) beam formers. On the other hand, non-
adaptive beam formers compute weights with uniform or non-uniform amplitude

distribution [31]-[33]. The non-uniform distribution includes binomial,
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triangular and Dolph-Chebyshev distributions etc., while uniform weight distribution is

known as conventional beam former [30].
These conventional weights are generally computed as w=a(6o), where 6, is

the desired direction. Therefore, the beam pattern of a PAR using conventional beam

former is expressed as [33]

2 sin(ﬂvd (sin6-sin6 )\ :
) ,4} 2 i J 2.7)
Si L?/d (sme—smeo)J

N-1
Pe (6)= \WH a(e Jy ? * Zein(Vd (sin —sin6
n=0

Fig-2.2 shows the synthesized beam pattern of a PAR using a conventional beam

former weight vector. The maxima of the beam pattern is towards 6 =6, as apparent

from (2.7) and rejects all the interferences outside the illuminated spatial sector.
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Figure-2. 2: Synthesized beam pattern using a conventional beam former
(N=1560=40vd=1r)
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A A .
If the inter-element distance exceeds , ie, d> )’ the beam pattern maxima may occur

at other angles causing grating lobes. To avoid this phenomenon, inter-element distance

| A -
is taken less than or equal to the half wave length i.e., 4 < , Therefore, in this case we

: A . :
have considered vd =1, where d =~ . The PAR beam pattern helps to localize targets in
2

the angle dimension with great success.

2.2.1. Advantages of PAR

Phased array antennas allow beam agility, multi-function radar operations, beam
thinning, beam broadening, low side lobes in desired look area and nulls placement in the
undesired directions to suppress interference [34].

Adaptive beamforming is another advantage of phased array antennas, which
allows the computation of complex weights to form a transmit-receive beam pattern that
suppresses multiple interferences, simultaneously, for improved SINR performance [35],
[36].

Phased arrays also have the ability to detect a moving target in the presence of a
clutter. For this, the space-time adaptive processing (STAP) uses the space-Doppler
properties of clutter to adaptively suppress clutter in real time [37].

Angle estimation of multiple targets has been performed using phased arrays quite
effectively. Multiple signal classification (MUSIC) algorithm [38], [39] and estimation of

signal parameters by rotational invariance techniques (ESPRIT) [40] algorithm have been
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widely applied in the radar field to estimate the direction of multiple targets. Likewise,
ranges of targets have also been computed effectively, using phased arrays exploiting time
delay between the transmitted and received signal peaks [41].

Phased array radars have the flexibility to choose one of the beamforming array
structures in real time, such as narrow and wide band array structure with the choice of
amplitude taper in transmit/receive modules [42], [43]. Likewise, symmetric PARS have
been used to obtain better null depth and thus improved signal to interference and noise
ratio (SINR) at the receiver [44]-[46].

Phased array radar antennas have also been exploited in moving target tracking
problems, which is the requirement of modern radar systems. The well-known Kalman
filter (KF) [47] and its variants such as extended Kalman Filter (EKF) [48] , unscented
Kalman filter(UKF) [49], cubature Kalman filter (CKF) [50] etc., have been widely applied
in modern phased array radar systems to improve the target tracking and prediction
performance [51]-[53].

The unequal spacing between the elements increase the aperture of array without
increasing the employed number of antenna elements, this helps in thinning or broadening
of beam-width and reduces the side lobe level (SLL) with a reduced number of elements
[54]. A variety of algorithms have been applied in literature to suppress interferences for

unequally spaced phased arrays [55], [56].

2.2.2. Disadvantages of PAR

Although phased arrays have many advantages, but we will highlight some of its
drawbacks and disadvantages in many applications. One of the major disadvantage is their

high cost. Depending upon the application, a more directed high gain beam with low
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side lobes requires a greater number of antenna elements and so the greater number of
electronic phase shifters, which are quite expensive and hence increase the cost drastically.
Therefore, researchers have investigated the alternative array structures exploiting a less
number of elements to reduce the cost [57].

Another disadvantage is that most of linear arrays require an equal inter-element
spacing, which is not applicable for wideband applications. In phased arrays, exceeding
inter-element distance beyond half wavelength results in the appearance of grating lobes in
the visible regions that deteriorates the radar tracking performance [58]. Different
techniques [18], [23] have been used in literature to reduce the disadvantages of non-
uniform inter-element distances.

The phased array antennas with the advantage of higher gain compared to isotropic
antennas, are very likely to be detected by the jammers and intruders due to the amount of
energy transmitted towards the target based on conventional techniques. It is very common
that intruders degrade, exploit and prevent radar operations. The competition between the
radar and intruders is termed as electronic warfare (EW) [59].

To achieve a low probability of intercept (LPI ) beamforming, various techniques
have been proposed to ensure an effective detection range [60]-[62]. Three widely used
LPI techniques include i) spreading energy in time domain by means of high duty cycle
waveforms ii) spreading energy in frequency domain by means of wide-bandwidth
waveforms and iii) spreading energy in spatial domain by means of broader transmit
antenna beams [60], [63]. Hybridization of these techniques also helps to enhance the

overall performance [62], [64].
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The commonly used techniques are high duty cycle, wide-bandwidth waveforms
that are extensively exploited in LPI based applications [65]. Moreover, the side lobes are
suppressed, effectively, to reduce the probability of being detected up to some extent [66].
In [67], a pseudo random frequency jitter for the fundamental frequency has been presented
to design an LPI waveform for orthogonal frequency division multiplexing (OFDM)
systems. In [68], time-energy management techniques have been presented for digital array
radar (DAR) to analyze its LPI performance. Along with the waveform design, numerous
other techniques using different types of antennas modifications are available in literature
to improve the LPI performances. Antenna hopping technique presented in [69] uses a
switch to connect two or more spaced antennas linked with a single input or output.
Additionally, multiple input multiple output (MIMO) antennas have been employed in
different techniques to shape the transmit beam in such a manner that restricts the radiations
in undesired directions to achieve improved LPI performance [70]. Similarly in [71], a
frequency hop multiple access technique is used for evaluating an LPI performance for a
network, where the intruder determines whether a network is active or not, based on the
received energy.

Another disadvantage is that a phased array antenna produces a power maximum
at a fixed angle for all ranges. Therefore, it is very difficult to suppress range-dependent
clutter and to localize multiple targets having same direction but different ranges using
phased arrays. Although many techniques exist to suppress a range-dependent interferences
such as STAP techniques [72], [73] but they increase the computational cost and

complexity.
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A major disadvantage is that an overall phased array radar system is not aware of
changing characteristics of non-stationary environment in real time as the receiver is not
linked with transmitter. It cannot perform intelligent signal processing at transmitter based
on its learned knowledge of the environment. It cannot adjust parameters or learn about the
environment changes on the fly or use the prior knowledge. It is not capable of changing
beam steering pattern adaptively, while in operation. It is the need of modern time that a
radar should learn from its experience to deal with diverse type of targets with diverse
properties in an effective manner.

Due to range ambiguity, a phased array generated beam pattern cannot estimate the
target range directly because it generates a pattern which has maximum power at a fixed
direction for all ranges. Likewise, the desire for more advanced array antennas such as
multitask radar [74] to radio astronomy [75] and pursuit to localize and track multiple
targets in more than one dimension, have come up with a novel beam steering technique

exploiting frequency diverse array (FDA) [76].

2.3. Frequency Diverse Array (FDA) radar

The frequency diversity was originally exploited to get independent measurements of
radar cross section [77]. In order to do so, a single antenna was used to transmit frequency
diverse pulses sequentially. In contrast, an FDA radar is multiple element radar like PAR.
But it is different from a conventional phased-array antenna radar in a sense that it uses a
frequency offset across the array, which help to generate a range, angle and time dependent

beam pattern [78].
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fN-1
Figure-2. 3: A linear FDA structure with N antennas

An FDA uses a small frequency offset Af compared to the fundamental frequency f,,

across the array elements [79]. Fig-2.3 shows a linear FDA structure having N antenna

elements.

where the input frequency at n™ antenna element is given as [80],

fo=fo +nAf ; n=0,1,..,(N-1) (2.8)

where fo is a fundamental frequency and Af is a frequency offset value. Each antenna

element transmits a signal waveforms (t) given as

sn (t)=exp(—j21 fit); n=01,...,(N-1) (2.9
The distance between the antenna elements is d=—, Where )_ ¢
2 i

max

and fmax=f0+(N —1)Af .

The array factor of an FDA has been derived in [81]. Therefore, adapting from (2.1) to

the notations used in this dissertation, we can write
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n=0 rn |L A | J

(2.10)
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where m=ro+ndsin(6) denotes a path difference and A denotes wavelength. Assuming

a point target in space, the generated FDA beam pattern P, with uniform weights

i.e., w, =1 can be written as [81], [82].

N-1 1 ” ( r )\l |2 (2.11)
Peoa (4, AF,1,0)=> expj—j2ﬂ| ft—_" |}
n=0 L k 2:”
For a far field target i.e. r,~r, and considering f, , the pattern can be
>Af
approximated as [82]
exg( jy )N~ (2.12)
Proa (1, Af,1,0) » Zexp{ inw
n=0
( TAfr
where y=-2rr (,_To)and W= 2maft - +vdsi n(@)
ol | | |
L) k ¢ )
The beam pattern can also be expressed as (adapting from (2.5))
{N?Z maft— 2T L dsi n(Q)JJ sn|( }
PeoA(t, AF 1.0)  —-2 \ c A2 2.13)
(1( 21TAfr 1 (1)
smk| K|2rrAft +vdsm(9)))| Sml\ )|

The FDA generated beam pattern in (2.13) is not merely a function of

angle (6 ) butalso a function of time(t) , target range (r ) and frequency offset value (Af ).

From (2.13), following observations can be concluded [83]

(i): With  Af =0, the FDA steering vector is alike a linear phased array steering

vector,

(i) : With a constant Af , an FDA beam pattern changes as a function of target range.
22



Additionally, with a fixed r, it becomes a function of frequency offset.
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FDA is quite different from multiple input multiple output (MIMO) [84] radar as it
transmits overlapped signals closely spaced in frequencies, while MIMO employs
orthogonal signals from widely separated antennas over multiple independent paths to
provide spatial diversity [85] or uses multiple waveforms to provide waveform diversity
[86] and improved signal to noise ratio (SNR) . Likewise, it is also different from
orthogonal frequency division multiplexing (OFDM) [87] as different from FDA, an
OFDM technique uses orthogonal sub-carriers [88]. An FDA is also different from the
conventional frequency scanning arrays [89], where each element uses the same frequency

at a given time [90].
2.3.1. Advantages of FDA

Different from phased arrays, the FDA beam pattern provides a global maximum,
as well as, a number of local maxima at diverse angle and ranges values [91]. This ability
can be utilized for detecting multiple targets having same directions but different range
values. Figs-2.4 (a) & (b) show the comparison between phased array and FDA beam

patterns. It is noteworthy that several maxima are generated in the range dimension only.

Using (2.13) , the magnitude of maxima can be achieved as

y=2mm ; m=0,£142,... (2.14)
ie. (277Aft _ 2mAlr +Vdsin (6 )\: 21Tm : m=0,+1,+2,... (2.15)
c

where v =217 /A.
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Relative Power,dB
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Figure-2. 4: (a) PAR generated beam pattern (d =A/2 N =15, fo =10GHz)
(b) FDA generated beam pattern (d=A/2, N =15, fo =10GHz, Af =450Hz)
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that there exist enormously many pairs of range and
We can see from (2.15) y many p 9

angle values for a fixed time t =to , which cause multiple peaks in the range dimension.
Similarly, keeping two parameters fixed changes the FDA pattern into a periodic function

of third parameter [81]. Figs-2.5 (a) -(c) show the periodicity of an FDA beam pattern.

Beam pattern power vs Range (t,and 0, fixed) ) Beam pattern power vs Time (ry and 6y fixed )
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Figure-2. 5: Periodicity of FDA generated beam-pattern in a) range dimension b) time
dimension and c) angle dimension having parameters (d=A/2, N =15, fo =10GHz, Af =10kHz)
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The fundamental periods of the FDA pattern w.r.t the range, time and angle are

L, 1 and 2_77 , respectively [81]. Therefore, the periodicity property of an FDA
Af  Af vd

pattern can be utilized to generate power maxima at desired range-angle position pairs by

controlling Af across the array antenna elements.

The apparent scan angle of an FDA beam pattern is different from the nominal scan
angle [76] and its array factor is dependent upon on both the range and angle [92].
Therefore, precise beam steering alike phased arrays is not sufficient. Moreover, its
apparent scan angle can be outside of the real beam space that provides additional degrees
of freedom to perform multiple operations simultaneously [93].

The frequency offset plays a vital role to improve the performance of FDA radar
therefore, researchers have shown their keen interest to investigate different ways for its
proper selection. Consequently, FDA radars with small inter-element frequency offset [94],
[95] has been used to generate range dependent pattern. On the contrary, large frequency
offset [82], [92], [96] has been exploited to achieve independent echoes from the target for
improved localization performance. Similarly, an FDA with an adaptive frequency offset
selection scheme was proposed in [97] to improve localization performance. Likewise, in
[98] an FDA with a time dependent frequency offset was proposed to get improved beam
pattern for a given range and direction. Moreover, the characteristics of an FDA beam
pattern by changing frequency offset, inter-element spacing and array number have been
investigated in [99] using the finite difference time domain (FDTD) method.

The range-angle dependent FDA beam pattern allows the radar system to illuminate

a desired spatial sector, while suppressing the range-dependent clutter and
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interferences [91]; thus resulting in improved SINR. On the other hand, this range angle
coupling may degrade the range and angle estimation performance of an FDA, therefore,
in [100] a range-angle coupled beam pattern for improved performance has been explored
with frequency diverse chirp signals. Likewise an FDA structure for bi-static radars has
been introduced in [101], [102] for improved estimation performance . Furthermore, an
FDA design with transmit sub-apertures has been proposed in [103] for improved range
angle estimation of targets. Some useful investigations about application of frequency
offset across an FDA have been made in for improved range- angle localization
performance [104], [105].

An FDA design for forward looking ground moving target indication (GMTI)
benefits has been analyzed in [106], while multipath characteristics of FDA over a ground
plane have been examined in [107]. The usage of a linear frequency modulated continuous
waveform (LFMCW) for FDA and its mathematical design have been proposed in [108].
Different frequency diverse array receiver structures have been proposed in [109] , while
planer FDA receiver architectures have been proposed in [110]. The FDA concept has
also been applied towards synthetic aperture radar (SAR) systems for achieving high
resolution imaging of targets [111],[112]. Furthermore, two patents [113], [114] have been

issued vitalizing the range-dependent characteristics of an FDA.

2.3.2. Disadvantages of FDA

Frequency diverse array (FDA) radar with uniform inter-element frequency offset
generates a range-angle dependent beam pattern, which exhibits maxima at multiple range

and angle values [76]. It also causes broadening of half power beam width
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(HPBW). Certainly, this multiple maxima property and broadening of the main beam are
undesirable due to the facts that it allows the interferers located at any of the maxima to
affect the target- returns. Moreover, it decreases the maximum reachable range and does
not facilitate to distinguish between targets that are very close in range. It is also unable to
localize the targets and interferences having same direction but different ranges. Therefore,
it results in weak signal to interference noise ratio (SINR), which degrades the probability
of detection and parameter estimation performance.

Therefore, researchers are finding different methods to mitigate these
disadvantages. Consequently, in [82], an FDA with non-uniform frequency offsets has
been proposed and hence simulations are carried out to indicate the modified shape of beam
pattern in terms of null depths and placements. Likewise, the inter-element spacing of FDA,
proportional to the wavelength was investigated in [105] for improved localization
performance. Uniform linear array with logarithmically increasing inter- element
frequency offset has been presented in [115], which generates a single-maximum beam
pattern for an arbitrary value of frequency offset and also suppresses interferences.

Since, the current radar designs are often confined to adaptive receivers, they are
unable to sense the environment through transmitters. Therefore, researchers’ pursuit to
develop an intelligent radar system, adaptive in both the receiver and the transmitter, paved

a way for an intelligent radar system known as cognitive radar (CR).

2.4. Cognitive Radar (CR)

The research towards an intelligent radar, which can adapt itself to the statistical
changes of environment and unknown time varying scenarios, has been one of the dynamic

research areas since last decade [116]. To address this issue, modern radar
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design technologies have been dominated not only by signal processing and control
techniques alone, but also with the hybridization of both to meet numerous milestones
[117]. These advancements in the field of radar design have addressed diverse radar
problems, such as range estimation, radar cross section (RCS) measurement, speed
estimation, and direction estimation [118],[119] etc., quite effectively to enhance the radar
detection and tracking performance. But there is always room for optimum solutions of
these problems.

For the first time, an adaptive waveform transmission [120], [121] was considered by
Delong and Hofstetter, where they studied adjustable pulse amplitude and phases with
limited dynamic range to suppress clutter. Similarly, information theory was considered
for radar waveform designs for the first time by Bell, where he assumed a random extended
target to generate a desired waveform [122].

Since a radar can be used for detection and tracking, an optimal design of waveforms
is task dependent because for a detection task; a waveform should put maximum energy in
the largest mode of target to get better SNR. On the other hand, for estimation and filtering
task; a waveform should allocate energy towards different modes of target to enhance
mutual information between target signature and received signal [123]. A radar with an
optimal waveform design, which can give more information about a target rather than just
detecting it, is far better than that of a simple radar. Likewise, an intelligent dynamic system
like a human brain that can have the properties of problem solving, decision making,
memory, learning and perception etc., may outperform all the conventional system.

Therefore, the idea of cognitive radar was firstly coined by Simon Haykin in [124].
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In [124], the emphasis is made on the four essential points of cognitive radar i.e.,
Bayesian filtering in the receiver, dynamic programming at the transmitter, memory and
global feedback, which acts a facilitator of intelligence. A basic cognitive radar should
have following properties [124]:

1) It should be continuously sensing its environment and should be intelligent enough to
utilize the extracted information effectively.

i) It should be embedded with a feedback to facilitate computational intelligence for radar
systems.

iii) It should be able to preserve information in an implicit way to enhance the overall
performance of radar system i.e., extracted information that enhances the receiver’s
performance directly and the transmitter’s performance indirectly.

Fig-2.6 shows the difference between a basic cognitive and a monostatic radar
structures [125], [126]. These structures show that a radar interfaces the environment,
having potential targets, while the transmitter is connected with receiver through a
feedback link in a cognitive structure, which is missing in a monostatic radar structure.

The basic cognitive cycle of this structure begins with the transmitter illuminating
the radar environment. Echoes contain the information about the targets/interceptors in the

space.
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Figure-2. 6: a) Block diagram of monostatic radar (b) Block diagram of a cognitive radar

The receiver senses the radar environment by continuously interacting with it to
get the necessary information regarding targets/interceptors. This information is sent as a
feedback from the receiver to the transmitter. The transmitter of cognitive radar contains
the intelligent signal processing block which allows to change its properties for transmitting
an appropriate beam pattern in accordance with the statistical variations in the environment.
This cycle is known as perception- action cycle and keeps on repeating itself for improved
performance [126]-[129].

To utilize the benefits of a feedback, a cognitive tracking radar was proposed for
the first time in [130], where the cubature Kalman filter (CKF) was used for estimation in
the receiver instead of Bayesian filtering, while dynamic programming was used for
waveform selection in the transmitter and global feedback embodied transmitter, receiver
and the radar environment.

For surveillance applications, the situational awareness is of great interest. A radar
is connected with its surrounding environments through an electromagnetic link to sense
it. It strongly depends upon the echoes form one scan to the next for identifying targets on

unknown locations in the surveillance region [131], [132].
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Usage of a recursive state- space model is essential to represent estimates of certain
varying parameters of the non-stationary radar environment. Since, the current radar
designs are often confined to adaptive receivers [133], they are unable to sense the
environment through transmitters. In concrete terms, a feedback [134]-[136] that connects
the receiver to the transmitter is very essential for improved radar performance. A cognitive
FDA radar with situational awareness has been proposed in [137], where frequency offset
is selected based on the receiver feedback [134]-[136] to improve the received SINR and
direction of arrival (DOA) estimation performance.

A radar should have an ability to perform intelligent signal processing at both the
transmitter and receiver based on the preserved or acquired knowledge of the
environment in real time [138]. Moreover, it should learn from its experience to tackle
different types of targets in diverse environments [127]. A CR continues to learn from the
environment and keeps on updating its statistical variations on-the-fly [124], [126], [127].

Cognitive radar utilizing adaptive waveforms and machine learning techniques has
been considered in [139],[140] where it was used to achieve improved performance for
sensor scheduling, scene analysis and target recognition. In [141], a cognitive radar system
has been proposed that can exploit and mitigate various interference sources. A cognitive
radar network for extended target recognition was proposed in [142], likewise scheduling
and power allocation for multiple target tracking using a cognitive radar network has been
proposed in [140].

A cognitive single-tone waveform design for target recognition in cognitive radar
has been proposed in [143], while optimal waveform design for improved performance in

cognitive MIMO radars was presented in [144]. Diverse waveform designs for a

33



cognitive radar in the presence of signal dependent interferences and clutters have been
investigated in[145], [146]. Moreover, to sense a radar environment and exploit the useful
information for improved detection performance, a passive coherent location as cognitive
radar has been proposed in [147], [148]. An investigation has been made in
[149] for a cognitive beamforming considering multiple secondary data stream having
constraints on individual SNR of each secondary data stream.

Additionally, various cognitive radars working in parallel, improve the overall
system performance as compared to a single cognitive radar and it has been investigated in
[150], [151]. Extensive investigation on cognitive radar networks and its application has

been made in [152].

2.5. Biologically and nature inspired evolutionary computing based

algorithms

The biologically and nature-inspired techniques, i.e., genetic algorithm (GA) [153] ,
particle swarm optimization (PSO) [154], differential evolution (DE) [155] , Neural
networks (NN) [156]-[159] etc., offer near optimum solutions with affordable
computational costs [160]. The heuristic techniques have a vital advantage of avoiding the
local minima along with the best performance in low SNR scenarios [161]. With these
tools, diverse engineering problems have been addressed effectively [162]. Researchers
have also been applying these techniques in the fields of radars [163]-[165].

Genetic algorithm, one of the most useful biologically inspired techniques, was
developed by Holland [166], where he presented an easy solution to natural selection. A

GA based nature-inspired technique has been exploited in [153] to optimize the search
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problems that are computationally complex to solve. In [167], some new methods are
proposed for achieving interaction of mutation rate, selection and self-adaptation for GA.
GA presents an iterative method to reach the optimum solution, which starts with a
fixed number of random possible solutions called population. Population contains a number
of individual solutions that represent the length of a chromosome. Each randomly generated
chromosome contains a specific number of genes [168]. After a population is generated,
the best solution is chosen based on selection operator during each generation. This process
creates a set of chromosomes known as parents. These parent chromosomes contribute to
find the best solution using the process of crossover, mutation, and elitism etc. The outcome
is a new set of chromosomes, which are known as the offspring. This process keeps on
searching the best chromosome until the termination criterion is met[161], [162]. The

pseudo steps for GA are given below [162], [164].

Algorithm. 2.1: Genetic Algorithm

Step 1: Generate a random chromosome set ensuring an appropriate upper and lower
bounds. Also define No. of generations, fitness limit, crossover fraction, elite count,
number of cycles etc.

Step 2: Calculate a fitness values for each chromosome and sort results by keeping the

highest fitness value on top and lowest on the bottom. .

Step 3: Terminate the GA, if best available fitness value is achieved or the maximum
number of cycles is reached.

Else go to step 4

Step 4: Select the parents based on their best chances to survive in the next generation.
Step 5: To improve the fitness, reproduce a new generation using crossover and
mutation functions.

Crossovers: This process exchanges the information among the chromosomes to find
different ways to create offspring.

Mutation: This process randomly changes the gene in a chromosome when the fitness
function does not improve for a long time.

Step 6: Select the offspring to generate a new generation of chromosomes using elitism
or generation replacement etc., methods.

35



The pattern search (PS) algorithm is used as a local optimizer to optimize the
performance of a system. Hooke and Jeeves developed this algorithm for the first time in
[169] , which was used to find the solutions of numerical and statistical problems. The PS
attempts to find a sequence of points in each step, known as mesh, around the previous step
to reach optimal results [170]. Although, PS solution search performance is not as good as
a GA or other evolutionary algorithms, but its hybridization with these global optimizers
can facilitate to reach more accurate results [171].

We have chosen GA in this dissertation for estimating directions of arrival (DoA) of
sources’ signals impinging on an array [172], [173] due to its ability of autonomous
learning and satisfactory performance in low SNR scenarios. Additionally, an appropriate
fitness function selection has always been an open area of discussion. Mostly in radar
applications, mean square error (MSE) between the desired and estimated DoAs is taken

as a fitness function [172], [173].

2.6. Conclusion

In this chapter, an overview of PAR, FDA radar and Cognitive radar has been
mentioned, which are directly linked to the work presented in this dissertation. Although,
all these radars have their own advantages, yet hybridization of these modern technologies
can indeed build a new generation of radar that can outperform the existing radar systems.

For example, a cognitive radar may be hybridized with a LPI based phased array
radar. Similarly, an FDA radar is novel radar technology, which may be hybridized with

CR properties for improved detection and tracking performance.

36



CHAPTER-3

Hybrid Cognitive Phased Array Radar (HCPAR)

In this chapter, an idea of a hybrid cognitive phased array radar design is presented,
which uses cognitive radar (CR) properties hybridized with phased array radar (PAR). This
new design improved the overall radar performance. The chapter starts with a brief
introduction of CR and PAR followed by the hybrid cognitive phased array radar (HCPAR)
design. Afterwards, each block of the proposed HCPAR design is discussed in detail.
Moreover, an LPI transmit beamforming technique is also presented for the given HCPAR
system, which protects the transmitter from being detected by interceptors. At the end of
the chapter the simulation results are provided, which show improved detection, SINR and
target tracking performance of the proposed design. The results are compared to the

conventional phased array radar.

3.1. Introduction

The echo-location system of a bat is the motivation of an important concept of linking
the receiver to transmitter [124] . A bat acquires information about the target of interest
e.g., range, relative velocity, size, azimuth and elevation angles etc., within a nominal time
and consequently, makes changes in its transmit signal. It is proficient enough to utilize
previous knowledge (i.e., memory) about the surrounding environment, as well as, to learn

through continuous interactions with the environment [127].
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Accordingly, a cognitive radar (CR) has three essential elements, which include
feedback, memory and signal processing in the receiver and transmitter [125]. A feedback
link embodying the transmitter, radar environment and receiver acts as a tunnel for
information delivery and acts as a facilitator of intelligence [124]. These three essential
properties of CR are combined with high gain and interference suppression properties of
PAR for improved target tracking, detection and SINR performance.

The receiver of the proposed design estimates the directions of arrival (DOA) of target
and interferences using genetic algorithm (GA). It also calculates ranges of the target and
interferences using conventional range calculation formula. An appropriate number of
array elements has been selected for the phased array antenna block to generate nulls in
accordance with the sensed number of interferences. Moreover, the well-known minimum
variance distortion-less response (MVDR) beam-former is used to generate distortion-less
response towards the estimated target direction and minimum variance towards the
interference directions for improved SINR.

Consequently, the target position, i.e., the direction along with target range value are
supplied to an extended Kalman filter (EKF) predictor block, which estimates the target
next position. This predicted estimation position is sent to the transmitter as a feedback.
An appropriate number of active elements of the transmitter array has been chosen on the
basis of the predicted range value. A conventional beam-former computes a transmitter
weight vector to direct a beam towards the target predicted direction at each scan.

Moreover, most of the targets/interceptors are equipped with modern warfare
technologies, in the recent era, to detect the direction of transmitter from which they are

receiving bursts of energy. Therefore, due to the high gain generated by PAR towards the

38



target position, it is very likely to be detected by an interceptor, which may affect the PAR
performance. Since, the aim is “to see but not to be seen”, we have proposed an
evolutionary computing based low probability of intercept (LPI1) beamforming technique

for this transmitter without affecting the overall system performance.

3.2. Proposed HCPAR System Design

The block diagram of the proposed design is discussed in this section. Fig-3.1
demonstrates the working principle of the proposed hybrid cognitive phased array radar

(HCPAR) at time k.
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Figure-3. 1. Block diagram of the proposed HCPAR radar
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As seen in Fig. 3.1, the transmitter contains three sub-blocks that are phased array
antenna, transmitter selector and memory. Similarly, the receiver contains four sub- blocks
that are DOA estimation block, range estimation block, predictor block and a receiver
selector. The feedback link tunnels the target predicted position from the receiver to

transmitter. The phased array antenna block, illuminates the surrounding environment at

time (k -1) . The radar-returns are received by two receiver sub-blocks; the DoA
estimation and range estimation blocks. In DoA estimation, GA is used to
compute the directions of target (Go,k) and interferences (el:pyk), where pis the number of

interferences.

The receiver selector selects an appropriate number of receiver array

elements (M ), while the minimum variance distortion less response (MVDR) adaptive

beam former calculates the weight vector (wr) for the selected array elements. This

weight vector is used to place nulls in the estimated interferences directions to improve

SINR. In parallel, the range estimation block computes the target range (r,, )using the
conventional range estimation formula. Consequently, the computed target position

estimates i.e.,(eoyk ,ro,k) at k" time instant, are sent to the predictor to get the estimate of

the next position (GAOM, r;M) . An extended Kalman filter [50] is used to predict the future

position of target, which is delivered as feedback.

The transmitter selector examines the target predicted range (r;, , ) and decides an
appropriate number of elements (N) of the transmit phased array using a predefined

lookup table kept in the memory. It also updates the conventional beam former weights
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(wr) to direct the maximum power towards the target predicted direction. This perception-

action cycle keeps on repeating itself for improved performance. Each block of the

proposed system design has been discussed in detail.

3.2.1. Receiver

The receiver in the proposed design consists of four sub-blocks detailed as below.

3.2.1.1. DOA estimation

The DOAs of targets are estimated using GA [162], [172], [173]. The MSE

between the actual and estimated DoAs of the signals impinging on receiver array defines

the fitness function. Several sources (F) signals are impinging on a passive array from

different directions.

Fig-3.2 shows a uniform linear receiving array having M elements with inter-element

distance d . The output of m™ element o_, provided F <M , is given as [173]

' (~jkd (m-1)sin(8 ))
e " +n

| m

o - (31)

here n is additive white Gaussian noise added for m" element and AI is an amplitude of

I far field source.
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Figure-3. 2: A linear receiver array having M elements for HCPAR design

The MSE between desired and estimated response is computed using the following
fitness function.

2 m=1,2,....M (3.2)

1 M
MSE =—" -0
m M;:]_Pm 0 m

The desired response is given by equation (3.1), while estimated response is given as:

A E (-~ Jka(m-L)sine ) (33)
e

Fal
Om !
1=1

The basic steps of a GA based estimation are given in the introduction of the dissertation.

3.2.1.2. Range Estimation block

This block computes the range of a far field target by measuring the time delay

(Ta ) between the peaks of the transmitted and received signals given as [174]

FoCT (3.4)

where ro is the target range and c is the velocity of light.

3.2.1.3. Receiver Selector
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This block decides the number of array elements ( M ) for the receiving phased

array. The decision is based on the required number of nulls to be placed in the direction
of interferences. The number of array elements must be greater than the number of

interferences [31].

3.2.1.4. EKEF based predictor

Kalman filter (KF) provides a recursive solution to the linear filtering problem of
stationary, as well as, non-stationary linear dynamical systems [47]. However, KF cannot
be applied to nonlinear systems. Therefore, some variants of KF such as extended Kalman
filter (EKF) [48] and unscented Kalman filter (UKF) [49] have been presented in literature
to solve this problem. We have used EKF based predictor for the proposed system. All
these algorithms necessitate the knowledge of transition and measurement functions [48]—
[50]. Therefore, with a known transition matrix and learned measurement function, the
position of target is estimated for the next step. For an extended Kalman filter, the process

equation of a nonlinear dynamical model is given as [48]
where x, represents the system state at time k , F is a non-linear transition matrix; n, is

a zero mean Gaussian process noise with covariance matrix Q as

for k =1 (3.6)
for k =1

ErernﬂJ:‘{gk

where superscript T denotes transpose of a vector. The measurement equation is given as

z, =Hx, +V, (3.7)
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where F is a nonlinear measurement matrix, z, Jenotes an observation vector at time k

and v, is zero mean Gaussian measurement noise with covariance matrix R given as

{Rk for k =1 (3.8)
for k =1

E vaKvT ] =

Moreover, the process noise n, is uncorrelated with the measurement noise v, .
In an EKF algorithm, first order Taylor series approximation has been used to
linearize F and H functions, then a standard Kalman filter is applied for estimation and

filtering [48], [50]. The approximation of H is as follows

H (x )=H (X )+ k(x—x ) (3.9)
The updated state x, is estimated as the linear combination of previous states and a new

measurement z, . Therefore, the conditional mean and covariance is given as [50]

K = ErL)& |le(—h (3.10)
X =E |_|_)§+1 | Zi—h (3.11)

The filtered P « . and predicted covariance P « .y« Matrices are given as [50]

p _El(x —X )(x —X )|zk| (3.12)
k/k L k/k k/k

p _Ef(x —x 0 )x -x )| (3.13)
k+1/k | kel keUk kel kel 1|

The prediction error is defined as

Xisam = Kiar — X k +1/k (3- 14)

where X, ., =F%X,, and F is known. In the same way, we define the prediction

measurement error vector as
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Zaw= L1~ z k +1/k (3-15)

Where 2 k+l/k — Hk+1X k+U/k

These errors are meant to be minimized to improve the overall performance of the

system. In this case, the target direction and range has been predicted using this EKF
block. The predicted target position (GAo, ro ) iIs sent as feedback to the transmitter.

3.2.2. Transmitter

For the given HCPAR design, we have proposed two different types of transmitter
blocks. One has a transmitter antenna with high power gain, while second type of
transmitter antenna block has low probability of intercept (LPI) beamforming property.

Both of the transmitter blocks have been discussed below in detail.

3.2.2.1.  Transmitter with high power gain

The transmitter selector, a sub-block of the transmitter, selects an appropriate

number of elements N for the transmit array. The decision is based on the target predicted

range I, and direction éo received as feedback. This feedback is like a one bit feedback

used in [134]-[136]. The memory, residing in transmitter, maintains a predetermined
lookup table of the number of elements vs. range values. A basic feed forward neural
network (NN) [158] is selected for implementation of memory as shown in Fig-3.3.

In a feed forward NN, the information moves in a forward direction only, i.e., from
input nodes, through any available hidden nodes and then to the output node. There are
further two types of NN based on the hidden layers, i.e., single layer perceptron (SLP) and

multi-layer perceptron (MLP) [156]. For the precision of the output, the MLP with 5
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hidden layers is used to implement memory in this case, while the back propagation
algorithm has been applied for offline training [157], [159]. The chosen neural network

takes the predicted range r, as single value input and gives out the corresponding

appropriate number of elements (N).

Hidden layers Output layers
Input(range Output
value)
P
<
./ : flilZg™
+
b
1 N(No. of elements)

Figure-3. 3: Neural Network block diagram (Memory)

As each antenna element is connected with a weight, therefore, the weight vector

is wr =[wy,wy,...,wy_; |. Hence, the steering vector a(6) for this antenna array is given as

akU ):I le jvd(sine—siney) € j2vd(sin9—sin9f) - -8 j(N—l)vd(sinG—sinGAu) T (3.16)
o |

here v =21 /A is the wave number, A is the wavelength,@ is the target direction and
d is inter-element distance.

The phased array antenna structure is given in Fig. 3.4, where the transmit weight vector
w; is computed using a conventional beamformer for this antenna [33]

ae )

WT ||=a@

(3.17)

Using these weights, the phased array antenna steers the maximum power towards the

target predicted direction8, , received as feedback. The beam pattern is given as
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P (9; k) :‘lwa a(6" ) xs(k)f (3.18)

T 0

where s (k) is the transmitted waveform at any time k..

v
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©

Figure-3. 4: Uniform linear transmit array with N elements for HCPAR design

3.2.2.2.  Transmitter having LPI beamforming property

The second type of proposed transmitter design is based on LPI beamforming
property. Once the target predicted position i.e., predicted DOA and range of target is
received as feedback, the transmitter of the proposed design generates a beam pattern
having low probability of intercept property without affecting the system performance.

One of the methods presented in recent past for achieving LPI beamforming is
presented in [62]. In this method, high-gain scanned beam patterns have been spoiled into
a series of low-gain basis patterns. This has been achieved by applying an additional phase
shift across the array elements. Afterwards, complex weight vector has been computed to
coherently combine these spoiled beam patterns to generate a high gain pattern in desired

direction. Since the total incident energy on the target remains same,
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the detection performance of radar is not affected. The spoiled patterns with reduced peak
power in any direction ensure the reduced probability of being detected. Using the
approach of [62], we have proposed a transmitter with GA based LPI beamforming
property. Fig-3.5 shows the block diagram of HCPAR having LP1 beamforming property.
The receiver is same as of HCPAR with a high gain but the transmitter side
contains four different sub-blocks. The phased array antenna, memory, set of phase shifts
to spoil beam and transmitter selector blocks. The phased array antenna in the transmitter
block, with a predetermined extra phase shifter value for each element, has been designed
to get spoiled/low gain basis pattern to ensure the LPI property. In order to maintain its
detection performance, a suitable set of complex weights is needed to linearly combine

these spoiled pattern to synthesized high gain beam pattern towards the desired direction.

Environment
. Echoe
(Gox-2 rO,k—l)
Range DOA
Phased Array estimation estimation
— Py
0 I L . A—J 3
7 Set of Receiver @,
g_ phase : Selector (MVDR, <
o shifts to Transmitte Array elements
N r %i'ecmr selection) .
- rray o i
5 N=18 Elements
£ | N=24 & EKF based
= | N=30

(eo,kﬂ ’ 'EJA,k+1)

Feedback

Figure-3. 5: Block diagram of a HCPAR with LPI beamforming
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Unlike the method used in [62], we have used GA based evolutionary computing
block to calculate these complex weights with a vital advantage of avoiding the inversion
of a matrix. Here, these offline GA based calculated weights for three different number of
array elements are kept in the corresponding memory block of the transmitter. The memory
block consists of a feed forward neural network (NN) with a back propagation algorithm
for training [158], [159].

Since a maximum value of gain towards a desired direction equals the array antenna
elements [31], the higher target range requires more number of transmit array elements to
achieve improved detection performance. Consequently, the selector block of transmitter
examines the predicted range to select a suitable number of array elements using a
predetermined look up table. It also interacts with the memory block to set corresponding
phase shifts to spoil beam. Moreover, it gets an appropriate weight vector from memory to
synthesize a high gain beam pattern towards the desired direction using these low gains

basis patterns.

Figure-3. 6: N-element phased array antenna. @, represents the phase shift values for
spoiling beam
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The fitness function for this GA algorithm is mean square error between the desired and
synthesized beam pattern using these complex weights. The proposed algorithm is
simulated for environment containing Additive White Gaussian Noise (AWGN). A
uniform linear array (ULA) with LPI property having inter-element distance d is shown
in Fig-3.6
We start with the output of a ULA, given as

h(wo)=1+€ o +e o t.te o (3.19)

(3.19) may be written as

h(w,) = D™ (3:20

n=0
where o=vd (sin@—sin@A and v =21/ isthe wave number. This pattern generates
) A
a high-gain towards the predicted target directiond , The high gain beam pattern scans

the surveillance region using a linearly applied progressive phase shift across the array.

The fundamental scan phase shift can be defined asy =2 /N, where N is the

number of transmitter array elements. Therefore, we can define Y, =y, +by;

b=0,1,...(N-1). The remaining set of N -1 scanned pattern except the fundamental

pattern throughout the surveillance region can be obtained as
N-L1. .
h(y )=2 e ;b=12,.(N-1) (3.21)
n=0

To achieve a LPI property, the high gain scanned beam pattern have been spoiled in a
specific manner to reduce their peak power in any specific direction significantly. In [62],

quadratic phase variance technique has been presented to compute a set of phase shifts (¢,
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) for defocusing the high gain beam patterns. The corresponding phase shift values
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from the set are applied to each element of array antenna respectively as shown in
®n

Fig.3.6. These N spoiled or basis patterns I(¥,) ; b=0,1,...,(N-1) can be expressed

as:

1 0)=41+t "€ “+E€ & +..tEe " -
\¥o) J 1" o 2y i® IIN-Dy

I =1+e e '+e e '+..+e Mg !
((,Ul) e iy i J2w ie JIN-Dyw

(3.22)

I(wn-1)=1+€ e "i+e 2 N4 .t+e e v
(wn-1) Yo v i ioy o iN-Dw

These scanned patterns are assumed to be linearly independent. It is a requirement
to synthesize a high gain beam pattern using the linear combination of these spoiled beam

patterns I(*¥,), such that h(w, is the closest to h(y, in the mean square error sense.

) )
This can be written as
[ hA(l[b ) —||  Woo Wy Wy —|||[ I(w,) —||
wow W | w
h"(u{) | 1,0 11 1,N-1 ( l)

= : SR , (3.23)

h(g ) w w W
| N1 | N-1,0 N-1,0 N—1,N—1_ _| ((’UN—l)J

The vector forms of |(L,Ub) h(w, and complex weight matrix are given as l,,, h,

: )
and W, respectively. We can rewrite (3.23) as

h=wiI (3.24)
In this section, a GA hybridized with pattern search (PS) is used to derive these complex

weights in the presence of AWGN noise. The general steps to implement a GA algorithm
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are given in [162], while the fitness function for the proposed system is given as
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MSE:ZN:Pb (i)-h (if; b=0,1,2,....(N -1) (3.25)

where h denotes b™ element of the vector h and h’ =§\N I(w)

b b b,i i
i=0

This procedure for computing MSE is repeated for all rows of this weight matrix. The GA
is hybridized with pattern search (PS) for improved beam synthesis performance in an

AWGN scenario.

3.3. SINR and Detection Analysis

The equivalent of signals received at the array can be given as [32]

(3.26)

y(k)= pob(GO)s(k)+inl:pib(9i)s(k)+n(k)

where, o =w"a(6), p=w"a(6) are directional gains for the target and

0 T 0 i T i

interferences, a(6o ) is the transmit steering vector , b(8;) is the receive steering vector,
which can be of different length at each cycle. s(k) is the transmitted waveform at any

time k ,while n(t) is zero mean additive white Gaussian noise with variance o2.

We define the virtual steering vector uo(6o)=00b(6) and ui(6i)=pib(6:),

therefore, the array output after match filtering in vector form is given as

y =Uo (90)+Zui (ei)+n (3-27)
The MVDR beam former has been used to calculate weight vector w; that gives

distortion less response in the target direction and maximizes SINR. The MVDR
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optimization problem is stated as [32], [117]
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minw:R_ w (3.28)

Wg HNn R

where R, is the interference plus noise covariance matrix. The solution of (3.28) is

given in [30], [31] as

R'u () (3.29)
WR= itn C uO
0o i+n 0% 0

These are the receiver array weights, which generate distortion-less response in the target
direction while minimizing the interferences. The signal to interference and noise ratio

(SINR) has been evaluated as [31]

2
SR VAR CA] (3.30)

The signal at the array after the suppression of interference is given by

y=uo(6o)+n (3.31)

where Uo (8o ) is the desired target signal and nis the additive white Gaussian noise.

The radar detection problem is modeled as

ﬁf| Ho:y=n (3.32)
H:uy=u (6 )+n

|L 1 0 0

where it is assumed that the noise process is independent and identically distributed (i.i.d)

Gaussian random noise wih zero mean and o2 covariance.

The probability density function (PDF) for Hois given by [32]

n

p(y;Ho)= exp(— M:_J (3.33)
o

Likewise, the PDF for Hiis given by [32]
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u(6,)+ nH2 w (3.34)
20

n

o

n

2 (
( ;Hl)zex (—”y” )xex |—‘
pLy pt J pL

The likelihood ratio test is given as

. H,
p(y:H ) . 5 (3.35)

A= &
p(yiHo)
where, & is the threshold for detection.

Therefore, the probability of detection and probability of false alarm is given as

Rt (1- 3.36
p =p(/\>6|H )=1_F {OHFX(Z)(l pfa)\) ( )
i ' x| M*NZ¥0° |
(Z)I\ N
(3.37)
p =p(~r>0|H)=1-F (28]
i ’ o |

where M represents the receiving array elements , while N denotes transmitting array
elements. Both are adaptively selected at each scan, and play a vital role for improved

detection probability. Likewise x, is chi-square distribution having 2 degrees-of-

freedom and F(.) is the cumulative distribution function. In this case, the proposed

HCPAR achieves an improved detection probability than that of conventional phased

array radar, where the array elements are kept fixed.

3.4. Performance analysis of the proposed HCPAR design

MATLAB 2012 has been used for simulations. Its nntool and optimtool toolboxes have
been used for implementing the neural network and GA based estimations, respectively.
The transmitter and receiver have same number of elements at the first cyclei.e., N=M,

with half wavelength inter-element distance.
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3.4.1. Energy efficiency

In both type of transmitter antenna cases, the surveillance region is in between —m/2
to /2 as shown in Fig- 3.7 (a). The proposed system design avoids the continuous scanning
of the surveillance region. Instead, it only steers the predicted target position received as
feedback as shown in Fig-3.7 (b).

Therefore, the ratio of transmitted energy by the proposed transmitter to conventional one
is given by

n= H"ixloo (3.38)

m

where QOHP denotes half-power beam width (HPBW) in 6, direction, while we neglect

the side-lobes energy effects. The proposed system design saves (100-17)% energy as

compared to a conventional PAR. Moreover, it has the ability to sense the environment

and consequently, makes changes in its attributes and parameters adaptively.

e =O ° Half-power
mwidth(B+e )

YYY Y
-90 @ +90 )

Figure-3. 7: Energy transmitted in one cycle (a) by a conventional PAR (b) by the
proposed radar
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3.4.2. Target range estimation performance

For range estimation, if the total time delay (T,) (from transmitter to target and then to

receiver) is calculated as 30us using the delay estimation formula in this case. Hence, the

C
target range value can be calculated as ro = ET" =4500m .

3.4.3. DOA estimation performance

The reflected echoes from five far field sources at any time k have been provided to the
DOA estimation block with a receiving passive array having 11 elements i.e.,
M = 11with half wavelength separation. The optimtool toolbox of MATLAB has been used
for GA based simulation. The performance of GA for estimating the DoAs of five far field

sources has been shown in Table-3.1.

Table-3. 1: Target direction estimation using the GA for HCPAR design

Estimation performance of DoA using the GA

Desired DoA 45° 60° 75° -30° 0°

Estimated DoA 45.003° 59.997° 75.0012° -30.0012 0.0001°

The direction of target is already known for the first time i.e., 0°, while four interference
are at -30°, 75°, 60° and 45°, respectively. Table 3.1 shows that the estimated results are
quite close to the desired results, which is very essential for an efficient estimator to predict

the next position.
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3.4.4. Target tracking performance

A

The target position (Golk ,rAO’k) calculated at time k, along with all the previous position

states, is given to the prediction block for estimation of predicted target position
(OA r )using EKF algorithm. x=/64 rr.ou—|T is the state of a nonlinear system,

0k+1 Ok+1 |_ J

while 6 and 6 are the angle and velocity components of target position, rand r ‘are the

range and its velocity component and w is the turn rate. The transition matrix is taken as

[1T0000

101000
F=(001T,0

2
00010 |
2
100000 ||

where Tois the sample time. We assume that the process noise is zero mean Gaussian

with a covariance matrix given as Q = diag[0,02,0,02%,02], where 02=02%=0.10.

Likewise, the initial value of measurement function H is given as

H=

- [to000]
0010 0]

We aslo assume that the measurement noise is zero mean Gaussian with covariance

matrix given as R =diag ([02,02]) ,Where 0%2=0.2 and 0% =0.15. These parameters

6 r [¢] r
are preferred to achieve the best performance. Keeping the SNR value as 10 dB, Fig. 3.8(a)
show the performance of position predictor block a nonlinear trajectory using EKF without

feedback loop and with feedback loop. Fig-3.8(b), (c) show the comparison of prediction
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error plots of this trajectory w.r.t. range and angle.
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loop in angle (8) dimension

62



EKF prediction error without feedback loop
------ EKF prediction error with feedback loop

40

30

20 i
o
S
5 10f .
S
5
or i
“
l||
dit |
-10 1 I:"l:
IR R AR !
AL
_20 |

frames

(c) Prediction error performance comparison of the EKF without feedback loop and EKF with feedback
loop in range ( I ) dimension

Figure-3. 8: (a)-(c) Performance Analysis of the EKF for a monostatic radar and EKF for
the proposed HCPAR design with comparison of their respective prediction errors

These results show that EKF algorithm for the proposed HCPAR with feedback loop has a
better tracking performance than a radar without a feedback loop in predicting the true

positions of a nonlinear target trajectory.

3.4.5. Adaptive beam former performance

The MVDR is used to calculate the weight vector for the selected array, which ensures the
maxima in target direction and nulls in the interference directions as shown in Fig.
3.9. Consider the target direction is at 0°, while the interferences directions are taken

as 45° , 75° and —30°.
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Figure-3. 9: MVDR performance for beam pattern maxima towards target at 0°whereas
nulls at -30°, 45° and 75°, fo =10GHz,M =11, d=A/2

The MVDR beam-former technique improves the SINR at the receiver as it suppresses
the interferences quite impressively.

A

For this design to be cognitive, the predicted target position (Oolkﬂ,r;,kﬂ) is sent as

feedback to the transmitter.
3.4.6. High gain transmitter beam forming performance

Once these predicted positions are received at the transmitter, the selector chooses

an appropriate number of transmit array elements. A lookup table is maintained, which

has the information about the appropriate number of array elements (N) needed for a

specific range limit. Table-3.2 shows the lookup table. For simulations, the initial range

value of target is taken as 1 km. Likewise, maximum 54 array elements can be taken for a
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transmitting array. The predicted target positions (GA r ) on two different cycles are

0k+1 Ok+L

sent as feedback and are given as (30°,2.8km) and ( 0°,3.1km) , respectively.

Table-3. 2: The predefined lookup table

Range limits vs. an appropriate number of active elements

Range (km) 0-3 3-6 6-9 9-12 12-15 >15

N 18 24 32 40 48 54

For the first position, the range is 2.8km, which yields 18 transmitter active array

elements i.e., N =18 using the lookup table. On the other hand, when the range is

3.1km in the received next position, 24 active array elements have been selected. These
elements have been selected, adaptively, using a feed forward NN shown in Fig 3.3. In
both cases, the transmitter array generates high gain beam patterns towards the target
direction.

The corresponding beams generated towards the target directions are shown in Fig-
3.10. It shows when the target range is 2.8km , the maximum gain value in its direction
using 18array elements is 11.3dB but when the target range increases to 3.1km,
the transmitter gain also increases t012.55dB . This feature is an addition to the
conventional PAs.

In the nutshell, as soon as the range of target increases/decreases, the transmitter
increases/decreases the active number of transmitting elements that results in less
computational complexity as compared to a fixed element transmitter without affecting the

overall radar performance.
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Figure-3. 10: Beam patterns generated by the HCPAR high gain transmit array

3.4.7. LPI beam forming performance of the transmitter

A high gain of PAR is undesirable in some applications, where the objective is “to see but
not to be seen”. Therefore, an LPI beamforming has been used to hide the radar from

potential interceptors.
An array with 32 antenna elements with half wavelength inter-element distance is

considered i.e.,(N=32) for performance evaluation of proposed LPI technique. The

gain value of high gain beam pattern is compared with a low gain spoiled beam pattern and
is shown in Fig 3.11. The spoiled beam pattern is achieved using an additional phase shift

set (i.e. set of ¢, shown in Fig.3.6) across each element of the array.
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Figure-3. 11: Comparison between High gain beam pattern and spoiled beam pattern for
a 32-element linear phased array, steered at 0 deg

The high gain beam pattern has 15dB gain, while spoiled beam pattern has gain of
1.7dB that is significantly low. Other scanned high-gain and low gain basis patterns can
be constructed by applying a linear phase progressive phase shift to the fundamental

patterns. Fig. 3.12 shows the first four spoiled patterns.
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Figure-3. 12: First four spoiled beam patterns, 4 basis patterns

These spoiled basis patterns have very low-gain (less than 2dB) as compared to high gain
beam patterns (15dB). With the complex weights computed using a GA, we can synthesize
high-gain pattern in any desired direction using low gain spoiled beam patterns. The

performance of GA based synthesized beam pattern in presence, as well as, in absence of
the AWGN is discussed in the next section.

3.4.7.1.  LPI beam forming with no AWGN
For the first case, we assume that no AWGN disturbs the process of spoiling high
gain patterns. The complex weights computed using GA avoids the inverse of a matrix (see

(3.23)) as used in [62]. Fig. 3.13 shows the genetic algorithm (GA) based

synthesized high-gain patterns directed towards 0,45 and —45° .

68



High Gain Patterns synthesized with GA using set of Spoiled Patterns
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Figure-3. 13: GA based synthesized high gain beam patterns steered at 0,-45 and +45
deg respectively.

We can see from the above figure that high gain patterns have the similar gain of
15dB towards the desired direction as of conventional array antennas. It also ensures that

this LP1 beamforming property does not affect the overall performance of a radar.

3.4.7.2.  LPI beam forming in presence of AWGN

In second case, an AWGN has been added to the spoiled patterns, while maintaining
a SNR of 10 dB. Fig-3.14 shows the comparison of a GA performance alone and GA
hybridized with pattern search (PS) performance for synthesizing a high gain beam towards
0". The hybridized GA with PS algorithm shows improved performance as
compared to GA alone as it has considerably low side lobes than a GA alone synthesized

beam.
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Figure-3. 14: Synthesized beam using GA alone and hybridized GA with PS in AWGN
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(a) All spoiled beam patterns
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Performance comparison of synthesized patterns using GA and using method in [62]
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(b) Pattern synthesis performance of the GA and the author’s method in[62].
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(c) Scanned high gain beam patterns

Figure-3. 15: Performance analysis comparison of the GA and already existing
technique in [62]
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Figs-3.15 (b) & (c) show that GA based computed weights, synthesize the high gain beam
patterns using these spoiled beam pattern quite accurately. All spoiled beam patterns have
low gains i.e., less than 2dB as shown in Figure 3.15 (a). Fig. 3.15 (b) gives a clearly shows
that the GA method used for synthesis of a high gain beam pattern shows almost equal
performance as compared to the method used in [62]. But the advantage of GA is low
complexity, specifically by avoiding the matrix inversions (see (3.23)) as used in [62].
Table 3.3 gives parameter setting for the GA and PS algorithms.

Table-3. 3: Parameter settings of the used algorithms

GA PS
Parameters Settings Parameters settings
population size 40 mesh initial size 1.0
chromosome size 64 mesh maximum size | infinity
creation function Uniform initial penalty 10
selection function stochastic uniform | penalty factor 100
reproduction crossover fraction | 0.6 bind tolerance le-3
mutation function adaptive heuristic | mesh tolerance le-6
crossover function Heuristic max iterations 6400
migration direction Both function evaluation | 128k
hybrid function None time limit infinity
no of generations 1000 X tolerance le-6
function tolerance 1e-10 function tolerance le-6
constraint tolerance 1e-10 constraint tolerance | 1e-6
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For the given HCPAR scenario, the transmitter increases or decreases the number
of active array elements based on the receiver feedback about the target predicted position.
Fig-3.16 shows the dB gain of three synthesized beam patterns. We can see that when the
target range is increasing, the gain towards the target also increases, adaptively. The high
gain value is generated in the direction of target received as feedback using a conventional
beam-former.

Increase in a target range value, decreases incident power on the target. The proposed
hybrid cognitive PAR selects an active number of elements according to range value of
target to maintain a reasonable incident power (directivity) for better detection
performance. Fig-3.17 shows the comparison of incident power on the target between the

proposed radar and a fixed elements uniform linear array transmitter.

Sythesized high gain beam patterns for different ranges
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Figure-3. 16: Synthesized respective beam patterns for different target ranges and
directions
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Comparison of directivity towards the target w.r.t the range
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Figure-3. 17: Comparison of incident power on the target w.r.t. the range

We can see that the proposed radar increases the directivity towards the target direction
as soon as the range of the target increases. On the other hand, when the range of target is
low, the proposed radar uses a lesser number of elements in the transmitter array that results
in a lesser size of the transmitter and target steering vectors and lesser size of the weight
vector for it. Hence, the computational complexity is reduced as compared to a fixed sized
transmitter array. The generation of beam pattern maxima in accordance with the target

position sent as receiver feedback reduces computational complexity even more.

3.5.  Overall performance of the proposed HCPAR design

The overall performance of the proposed radar design has been evaluated on SINR and

detection probability performance.
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3.5.1. SINR performance of the proposed HCPAR design

To evaluate the overall SINR performance, noise power is fixed to 0 dB and the
interference to noise ratio (INR) is taken as 30dB . Fig-3.18 shows the SNR vs. SINR

performance of the proposed system.
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Figure-3. 18: SNR vs. SINR performance of the proposed HCPAR design

A significantly higher SINR has been achieved using the proposed cognitive PAR as

compared to a conventional PAR.

3.5.2. Detection performance of the proposed HCPAR design

The detection performance of the proposed CPAR in comparison with the
conventional PAR fixed array elements is shown in Fig. 3.19. SNR is maintained at 5dB,
the figure shows improved detection performance of the proposed CPAR based on its

cognition properties.
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Figure-3. 19: Detection performance comparison of the proposed HCPAR and
conventional PAR

3.6. Conclusion and discussion on HCPAR performance

Different from existing radar systems, the proposed radar avoids continuous scanning
of the surveillance region. Instead, only the predicted regions based on the receiver
feedback are scanned during next cycle. It saves a lot of power. The receiver phased array
varies the number of elements to place nulls in the interferences directions, adaptively. This
results in a higher signal to interference noise ratio (SINR). Moreover, it consequences in
reduced computational and hardware complexity as compared to the fixed element phased
array. Accordingly, the selected number of transmitting and receiving array elements,
based on sensing the environment, result in improved detection probability.

The receiver and the transmitter of proposed system change the attributes after sensing the

environment for improved performance.
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CHAPTER-4

Hybrid Cognitive Frequency Diverse Array (HCFDA) Radar

with Uniform Frequency Offset

In this chapter, we present a new design of hybrid cognitive frequency diverse array
(HCFDA) radar, which combines the cognitive radar (CR) properties with range-angle-
dependent beamforming property of frequency diverse array (FDA) radar. We consider an
FDA having uniform frequency offset applied at the input of array. The chapter starts with
brief introductions of CR and FDA with range-angle dependent beam forming ability.
Afterwards, the idea of HCFDA system design with uniform frequency offset is presented
in detail. A novel analytic method to calculate this frequency offset based on receiver
feedback is also presented. At the end, the simulation results are provided, which show
improved detection, SINR and tracking performance of the proposed radar as compared to

the conventional FDA and phased array radar.

4.1. Introduction

Cognitive dynamical systems theory is an emerging discipline, which use the basic
ideas of neuroscience and statistical signal processing. It paves the way for a new
generation of dynamic systems, such as, cognitive radio, cognitive radar, etc.,[128]. The
analogy that exists between a human brain and radar signal processing methods is the

inspiration behind a basic cognitive radar (BCR) [128], [129]. BCR consists of a global
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feedback, which connects the receiver, surrounding environment and the transmitter [127].
BCR equipped with memory is known as CR and its idea was originally presented in [124].
The signal processing techniques alongside with the memory and global feedback make
these cognitive systems flexible for intelligence [125].

Moreover, if the environment is non-stationary, the estimation and updating of target
state vector turns out to be a challenging task. To deal with this problem, recursive updating
of a system state has been utilized to make the transmitter adaptive based on the statistical
variation information received as feedback [127], [135]. The CR senses the surrounding
environment, continuously, to improve its performance consequently [124].

Additionally, an FDA radar is quite different from a conventional phased-array radar
because it generates a time, range, angle dependent beam pattern [76]. The frequency
diverse array utilizes a small frequency offset, as compared to the carrier frequency, across
the employed array elements to generate a range-angle dependent beam pattern. These
frequency offsets can be either uniform or non-uniform.

In the proposed HCFDA design, a uniform frequency offset configuration has been
considered. The receiver estimates the current along with the future target positions, which
are sent as feedback to the transmitter. Since an FDA utilizes a small frequency offset for
generating a range-angle dependent beam pattern, we have provided an analytical
formulation to compute the offset based on the receiver feedback. The transmitter
illuminates, merely, the predicted target position, which results in saving a lot of energy
and ultimately decreasing the electromagnetic pollution of environment. Additionally, it
reduces computational cost. The proposed system avoids continuous scanning of the

surveillance region. Instead it only scans the desired area received as
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feedback from the receiver. The illumination and energy focusing towards the desired
target position consequences in an improved SINR and probability of detection in

comparison with a conventional PAR and FDA.

4.2. Proposed HCFDA System Design

The receiver contains four sub-blocks i.e., the DOA estimation, the range estimation,
memory and EKF based estimation block. In the same way, the transmitter contains two
sub-blocks i.e., a frequency diverse array block and the selector. Fig. 4.1 shows the block
diagram and corresponding information flow of the proposed HCFDA radar at any

time Kk .

Transmit Radar
GA R

; ; | based ange

¢ |Frequency Diverse : | estimation estimation

5 Array antenna | : 6,, I ox
@ : | Py
E g §
5 <
c B
@ :
= :

EKF based position prediction

block
iyt

70441

Selector of Af

90,k+] >

B,,.,%

0,k+? "0/+1

Feedback

Figure- 4. 1. Block diagram of the proposed radar
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The transmitter illuminates the surrounding environment consisting of many

potential targets at timek —1. The echoes z, are received, simultaneously, by two sub-

blocks i.e., the range estimation and GA based DOA estimation blocks. The filtered

A

target position pair (90,k ,rAQk) is estimated at time k. The filtered target position, as well

as, the previous target position estimates are passed into the EKF block for predicting the

target future position (GAOM, r;,kﬂ) . This predicted position is sent to the transmitter block

as a feedback. With the target current and predicted positions estimates i.e.,

(9A0,k Tk ) and (é r ) , the selector, a sub-block of transmitter, calculates frequency

0k+1 0k+1

offset value Af,, for the new cycle. This new frequency offset ensure maximum power

peaks towards the target predicted position.
This cognitive cycle keeps on repeating itself for improved radar performance.

Each block of the proposed receiver, as well as, the transmitter is discussed below.

4.2.1. Receiver

The receiver has four sub-blocks. DOA estimation, range estimation, memory and EKF
based estimation and prediction block.

4.2.1.1. Direction of arrival estimation
The fitness function for DoA estimation is taken as the mean square error between the
desired and estimated DoA. Fig-4.2 shows the receiving passive array with M elements

for the HCFDA design.
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Figure- 4. 2: A receiver passive array with M elements for HCFDA design

The array has a half wavelength inter-element distance, while there are F far field

source signals that imping on a passive array from diverse directions. The output of m"

array element is given as [160], [164]

—jvd(m-1)sin(6 ) .
0 =2Aqe( J % +n (4.1)
=1

where m=1,2,...,M and F<M; A, denotes the amplitude of g™ source, while n,

represents an AWGN at the output of m™ array element. The estimated output of m™"

array element is given as
A :Z SoCvam-psing ) (42)
Om Ae P
Following are the GA steps used for DOA estimation:
Step 1: Generate a set of random chromosomes with an appropriate upper and lower
bounds. The lower bound for DOA is—90", in this case, while upper bound is +90°. The
population size is 20, while the size of chromosome vector is F.

Step 2: The fitness value of each chromosome is computed using the following fitness

function.
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M
MSEmziZq) = oAmf where m=1,2,...,M (43)

M™
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Step 3: Crossover operation is performed for production of offspring using a selected parent
set. In this case, we have selected a 2 point heuristic crossover type, while the
crossover fraction is kept 0.8.

Step 4: Generate a fresh population set.

Step 5: Mutation is performed for improved convergence rate. We have selected a adaptive

feasible mutation function in this case.

Step 6: Termination criterion is analyzed after either achieving a best fitness value or

maximum cycles are reached. In this case, we have used a maximum cycle length of 500

in this case.

Step 7: Otherwise jump to step 2.

4.2.1.2. Range estimation block

In the range estimation block, the target range is estimated using received echoes.
In FDA case , the total time delay not merely depends upon the target-transceiver

distance but also on the used frequency offset value Af [81]. Consequently, the signal

arrival time 7ar + from a FDA transmitter to a desired target position is given as [81]

T :r°+|m—gsin(9)”il (4.4)

SRR VT Y3

where ¢ denotes speed of light, ro is target range value, 6, represents the direction of

target, Af is the used frequency offset and m stand for an integer value, which stands for
grating lobes.

The proposed transmitter and receiver are collocated, therefore, the time delay 7ar r from
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the target to the proposed receiver is given as:
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I o= I (4.5)

The complete time delay T, is stated as:

T=r 4T :Zr°+|m—gsin(9)|{i‘ (4.6)

d ar_t ar_r C | L A 0 |J|K Af )|
The angle information (6o ) and time delay are already known in this case. Therefore, the

target range can be found as (using (4.6))

=< —lm—gsin(e)“AH (4.7)
ool L4 ol

With the information of frequency offset, time delay and DOA, we can compute target

range at each cycle.
4.2.1.3. EKEF algorithm for position prediction
For a nonlinear radar environment, extended Kalman filter (EKF) has been used
for implementing the prediction block [48]. The process equation of EKF state space model
is described at any time | using [50]
X =FX, +N, (4.8)

where X, is system state at time k, F represents a nonlinear transition matrix and n,

stands for process noise which is assumed AWGN with zero mean and covariance matrix
Q given by

for k=1 (4.9)
for k =1

El[nnl 1= {Ok

Similarly, the measurement equation is given as

z, =HX, +V, (4.10)
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where z, fepresents an observation vector at timek, H stands for a nonlinear

measurement matrix and v, is assumed to be zero mean AWGN with covariance matrix

R, given by

k=1 (4.11)

Eerva,hzizek |

Moreover, a Gaussian distribution can be totally characterized by a state mean and

covariance matrix [52]

K =Elg 128 ] (4.12)
X =E |_|_)§+1 | Zl{h (4.13)

In the same way, the filtered covariance matrix and predicted covariance matrix are given

by [22]
P =El(x -x )(x-%x )|z (4.14)
k/k ko ki ko ki 1
P =Elx -x )x -x )|z (4.15)
k+1/k | © kel keUkT kel keUK 1|

The prediction error vector is stated as

)N(k+1/k é Xk+1 _)2 k +1/k (416)
where X, ., = F&,
Likewise, we define the prediction measurement error vector as

zk+1/k = L~ z k +1/k (4-17)

where 2|+1/| = HI+1XAI+JJI
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4.2.1.4. SINR and detection Performance Analysis
The objective is to minimize the prediction measurement error. Strong echoes
from the target promise in minimizing the error.

An echo from a target position (6o, r0) can be expressed as [32]

m(Go,ro,k)=p(90,r0)wHTu(90,ro,Af)s(k) (4.18)

where o (6o, 1o )represents the reflection coefficient, u(6o,ro,Af) represents a target

steering vector, s(k) denotes a transmit waveform at any time k, while w" is the

T

weight vector computed using conventional beam-former.
We also assume that there are multiple interference sources, which are located at (6i,ri),

therefore echo at the receiver array is given as [117]

y(k)=m(60,ro,k)b (60,10, Af )+ 3 "m(6i,ri,k)b (6, ri, Af )+n(k) (4.19)
where b(6o,r0,Af) represents receive steering vector, while n(k)is AWGN with zero
mean and o2 variance. After match filtering, the array output can be given as

y =Uo (60,0, Af )+ > Ui (6:,1i,Af )+n (4.20)

where Uo (6o, o, Af ) =m(6o,ro,k )b (60,10, Af ) and ui (6i,ri,Af ) =m(6i,ri, k)b (6i,ri, Af).

The receiver beamforming weight vector w is computed using MVDR beam-former.

The MVDR beamforming ensures the suppression of interferences, while generating

distortion-less response towards the position of target [31].
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where. Ri..is interference plus noise covariance matrix. The SINR is evaluated as

‘W u (6, ,Af)‘2 (4.22)
SlNR: R ON 0 O

W' R W
In the proposed case, an adaptive frequency offset calculation promises improved FDA
radar performance, at each cycle, even more.

The signal at receiver array after suppressing interferences is given as

y=uo(r0,60,Af )+n (4.23)

Uo (10,80, Af ) is the desired signal of target, while nis AWGN.

Furthermore, a hypothesis testing problem for a radar detection is modeled as:

“ Ho y=n (4.24)
H:y=u (r,0,Af)+n
|L 1 00 0

We assume that the noise process is independent and identically distributed (i.i.d)
Gaussian random noise process with zero mean and o ? variance.
The probability density function (PDF) that is basically the likelihood for this random

variable y to achieve a value of Hg is given as [104]

2
p(y;Ho) = exp( Mz_
o

n

] (4.25)

The PDF of H:is given by [104]

(

2
i Uo (10,00, Af +n‘
oyt — ] DT eonp] 2 0841}
On | 20n |

\ )

2 (4.26)

The likelihood ratio test is expressed as
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y;H) 4.27
A:P‘(—l) <5 (4.27)
p(y;Ho)

1

where & is detection threshold.

The false alarm probability and detection probability is expressed as [104]

4.28
p =p(A>0|H )=1-F (25) (4.28)
“ T el

2r1 _
p =p(A>0|H)=1-F GnFX(2>(1 pfa)\)
d 1 X2| VN T |

(2) l\
n

where M and N represent the receiving and transmitting elements, respectively. The

(4.29)

expression x(zz) is the chi-square distribution having 2 degrees-of-freedom, while F(.) is

a cumulative distributive function. In the same way, a probability of miss detection is

computed as
pv =p(A<O|H1)=(1-pa) (4.30)
The frequency offset is computed at every cycle in this case, which also

contributes in minimizing the prediction and measurement errors. The strong echoes

promise the increase in target detection probability( ps ) and at the same time ensuring

decrease in probability of miss( pm ).

If the estimated range and angle values of target are not in the bounds provided, the

transmitter starts scanning the surveillance region, continuously.

4.2.2. Transmitter

The proposed transmitter adjusts its parameters and properties based on the
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feedback. It contains two sub-blocks that are selector and FDA antenna block. The FDA
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periodicity property facilitates to compute an appropriate frequency offset value Af that

ensures FDA beam pattern maximum towards the predicted target position.

4.2.2.1. Calculation of frequency offset based on the feedback

In [81] , a formulation has be presented to compute the time delay (7o) of signal

peak between a FDA transmitter and target position (6o, o) is given as
="+ m—O_sin(G )\xi (4.31)
° c L A 00 ) Af,
where ¢ represents velocity of light, m symbolizes an integer standing for grating lobes,

while Afo denotes an appropriate frequency offset for an FDA. r,, is the range value of

target and oo is the target direction. This 7, depends upon r,, and Af, used. As target

range value is not in our control, we can choose an appropriate frequency offset to control

this time delay. Similarly, we can express the time delay value for the next cycle, taken
between FDA maxima and a next fixed target position (90,1, rovl) as

r:'°_’1+{m—0_sin(6 )| l_ (4.32)
Yoc L A ot ) Af

Time delay from FDA transmitter to reach target position is kept equal for all cycles.

Therefore, we equate (4.31) and (4.32) to get the following expression

"m-%sin© )’ (4.33)
A = A i J
1 (ro,o_ro,1) +( Q \ 1
— |Km—Asin(90,o))|>< Af,
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Therefore, a frequency offset value at time I+1 can be formulated in the proposed

cognitive radar design scenario as
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"m="sin@ )’
f |K A 0,k+lJ

A Kk+l >~ (p [}
-\ ! 7
1

d .
—0k  0ksl v m—sin(@ el
c ( A o ))X Af,

(4.34)

This frequency offset (Afk+1) ensures the FDA beam pattern maxima with power peaks at

the predicted target position (QTM, o k+1) .

Fig- 4.3 shows the information flow in the generic form. The system state at time k is

denoted as X, , which contains target angle and range information at timek .

The HCFDA transmitted beam pattern results in observation vector z, at time k —1. The

complete computation sequence at k™ instant is stated as under

)] It finds a filtered state estimate x, i.e., X, 4,

~

i) Afterwards, it calculates filtered error covariance matrix F,, to estimate target

future state.

iii) It also estimates the next state i.e., X, .,

iv) It estimates the error covariance matrix i.e., PQWk .

V) The predicted state is sent as feedback.

vi) The transmitter computes new value of frequency offset for new cycle.

vii) It generates an FDA beam pattern ensuring power peaks towards the target
predicted position.

viii)  The design repeats the sequences for improved performance.
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Figure- 4. 3: Information flow cycle in basic form for HCFDA design

4.3. Performance of the HCFDA radar design having uniform

frequency offset

Ky = {Go,k ke U ok \

PEETVERIEN|

The performance analysis of the proposed HCFDA design has been given below in

terms of energy efficiency, SINR and detection performance. Matlab 2012 and its toolbox

optimtool, has been used for simulations purposes. The carrier frequency is kept 1 GHZ

and we considered the receiving and transmitting arrays having 10 elements each with half

wavelength inter-element distance.
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4.3.1. Energy efficiency

We consider a surveillance region that lies between —/2 to n/2 (Fig 4.4. (a)). As
the proposed HCFDA transmitter merely steers the predicted target position (Fig 4.4. (b)),
in contrast with a conventional FDA transmitter that steers whole surveillance region.
Therefore, the ratio of energy transmitted by the proposed HCFDA transmitter to

conventional FDA transmitter is given by

m

where GOHP denotes the half-power beam width (HPBW) of FDA beam pattern
towards 6, direction. We ignore the effect of side lobes on this ratio. Consequently, the

proposed HCFDA design saves (100-1)% energy in comparison with the conventional

FDA radar. Additionally, it consequences in decreased electromagnetic pollution of

environment.

e =0 ° Half-power
mwidth(B+e )

YYY - Y
-T1/2
" @ e (b)
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Figure- 4. 4: Comparison of the transmitted energy in one cycle by (a) a conventional
FDA radar (b) the proposed HCFDA radar
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4.3.2. DOA estimation performance

The radar-returns are received at the GA based DOA estimation block. The parameter

settings of GA used for optimtool toolbox of Matlab are given in Table 4.1.

Table-4. 1. Parameters settings of the GA for HCFDA design

GA parameter settings

Parameters Settings
Population size 20

Chromosome size 1

Creation function Uniform
Selection function Stochastic uniform
Reproduction crossover fraction 0.8

Mutation function Adaptive feasible
Crossover function Heuristic
Migration direction Both

No of generations 500

Function tolerance le-22

Nonlinear constraint tolerance le-22

We assumed a single target in the surveillance region. The following Table 4.2 shows the
DOA estimation performance of proposed design.

Table-4. 2: Accuracy analysis of target direction estimation for HCFDA design

DOA estimation results using GA

Actual DOA 0° 40° 50° -30° -45°

Estimated DOA 0.0001° 40.0012° 49.9841° -30.0012 -44.9988

The estimation performance shows satisfactory results and it has been evaluated for five

different discrete time instants.
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4.3.3. Target range estimation performance

The total time delay is computed as 30us for the range estimation of target. We

assume that the target is at 6, =0°. Therefore, the computed target range is r, = 4500m.

In the same way, we can compute target ranges at different discrete time instants easily.

4.3.4. Prediction performance of the target future state using EKF

A

The filtered target position (eak ,r‘oj() computed at discrete time k is passed to the

HCFDA prediction block. An EKF predicts future position of target i.e. (Qfm,r&m).

We can define a state of a nonlinear system as x=[66rr¢ T, where 6 denotes an

L |

direction or angle component of the target position, 8 represents a velocity component
along angle dimension, r denotes a range component of target position, r represents
velocity component along range dimension and ¢ denotes the turn rate. We can write the

nonlinear transitional matrix as

%]

0

[ 00
F:. 10)
| : %
lloooo ol

o wapR
o oo

(@Y e] o o

The process noise assumed to be zero mean AWGN with covariance matrix given as
Q=diag[0,02,0,02,02], where 02 =02 =0.25.

Similarly, the measurement matrix can be given as
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The measurement noise is assumed to be zero mean AWGN with covariance

matrix given as R =diag([02,02]), where 02 =0.01 and 02 =0.2. Fig. 4.5 shows the
6 r 0 r

EKF tracking performance for two nonlinear trajectories..
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Figure- 4. 5: (a) & (c) Observations (b) & (d) target position estimation results using EKF
Figs- 4. 5 (a) & (c) show the trajectory observations, while Figs- 4.5(b) & (d) show the

EKF tracking performance. The EKF predicts the target next position with affordable
102



o r . .
error. The EKF predicted target position (90,.(+1 OM) is tunneled as feedback connecting

the receiver to the transmitter.
4.3.5. The transmitter beamforming performance

The receiver sends the predicted position of target (GA r ) to transmitter i.e.,
0k+1 0,k+1

(—30°, 3x10° m) .The current target position and frequency offset are (—32°, 3.03x10° m)
and 0.26kHz, respectively. The frequency offset for next cycle is computed and it comes

out as 0.25k Hz . Table-4.3 shows the frequency offsets for generating FDA beam pattern

with maxima at the predicted target position (QTM, r&kﬂ) .

Table-4. 3: Computed frequency offset values corresponding to positions of target

Cycle Instant (6.r) (af)
K (current) (~32°3.08x10° m) 0.26k Hz
(k +1)tn (predicted) (_300,3 x105 m) 0.25k Hz

Fig-4.6 (a) shows an FDA beam-pattern with Af=0.25k Hz . Figs- 4.6 (b) & (c) show 2-

D views of FDA beam pattern, which guarantee maximum power peaks at the target

predicted angle —30° and range value 3x10° m, respectively.
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Figure- 4. 6 : (a)-(c) FDA generated beam pattern with parameters given as
fo=1GHz ,Af =0.25kHz ,N =10, d=A /2

Likewise, Fig-4.7 (a) shows an FDA beam pattern with Af =0.26kHz. Figs. 4.7 (b) & (c)

show 2-D view of this FDA beam pattern, which promises peak power towards target
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position(—32°,3.03><105 m).
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Figure- 4. 7: (a)-(c) FDA generated beam pattern with parameters given as
fo=1GHz ,Af =0.26kHz ,N=10, d =A /2
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4.4. Overall SINR and Detection performance of the proposed

HCFDA

The SINR and detection performance of the proposed HCFDA is given below. We

assume the position of target is at (0”,300km), while the position of interferer is at

(10‘ ,350km). We assume that noise power is fixed to 0dB, while INR is taken as

400dB.

4.4.1. SINR performance of HCFDA

The SINR is computed for a conventional PAR, a cognitive radar with fixed Af

and the proposed technique with adaptive Af calculated at each cycle. Fig.4.8 confirms a

significantly improved SINR using the proposed technique.
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Figure- 4. 8: SNR vs. SINR performance of the cognitive FDA
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4.4.2. Detection performance of HCFDA

We have kept a constant false alarm probability p,,, while the SNR= 3dB. Fig.

4.9 shows the detection performance of proposed HCFDA radar as compared to
conventional FDA with fixed frequency offset and conventional PAR. The proposed
HCFDA radar design achieves improved detection performance due to the fact that a

relatively higher SNR is achieved at the receiver.
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Figure- 4. 9: Comparison of detection performance (probability of false alarm vs.
detection probability)

4.5. Conclusion and discussion on HCFDA performance

The proposed design adjusts its attributes, intelligently, based on receiver feedback for
improved performance. It ensures power peaks towards the predicted range and direction

of the target, which resulted in improved SINR and detection probability.
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CHAPTER-5

Hybrid Cognitive Frequency Diverse Array (HCFDA) Radar

with Symmetric Non-Uniform Frequency Offset

In this chapter, we have proposed a new design of hybrid cognitive frequency diverse
array (HCFDA) radar with non-uniform but symmetric frequency offset applied at the input
of array. A brief introduction of FDA and cognitive radar (CR) is presented at the beginning
of the chapter followed by the major challenges in a conventional FDA radar. Moreover,
four novel methods to compute the non-uniform frequency offsets are presented. The non-
uniform frequency offsets enable the transmitter to generate a single maximum range-
angle-dependent beam patterns with reduced half power beam width (HPBW).

In the last section of the chapter, the overall performance HCFDA radar design with
non-uniform but symmetric frequency offset has been evaluated in terms of SINR,
detection performance, range resolution, angle resolution and transmit energy focusing.
Cramer Rao lower bounds (CRLB) on range and angle estimations has also been taken into

consideration, while evaluating the radar performance.

5.1. Introduction

A frequency diverse array (FDA) radar with uniform inter-element frequency offset

generates a range-angle dependent beam pattern, which exhibits maxima at multiple
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range and angle values [76]. It also causes broadening of half power beam width (HPBW).
Certainly, this multiple maxima property and broadening of the main beam are undesirable
due to the facts that they allow the interferers located at any of the maxima to affect the
target- returns. Moreover, they also result in decreasing the maximum reachable range and
range resolution. Another limitation is its inability to localize the targets and interferences
having same direction but different ranges. The ultimate result is weak signal to
interference noise ratio (SINR), which degrades the probability of detection and parameter
estimation performance.

Non- uniform frequency offsets coefficients, which may be fractional or integer values,
achieve a single maximum beam pattern at the target position and sharpen HPBW. This
chapter presents the calculations of these non-uniform frequency offset
using following four methods:

i) Application of a well-known mu-law [175]-[177] companding schemes for

computing non-uniform fractional frequency offset in each step of an iterative
cognitive algorithm to generate single maximum range—angle beam pattern.

i)  Application of a well-known genetic algorithm (GA) [153], [162] to compute non-
uniform fractional frequency offsets for localizing multiple targets and
interferers having same direction but different ranges.

iii)  Application of a well-known Hamming window [36], [178], [179] to compute
non-uniform tapering fractional frequency offset for improved transmit energy
focusing towards the target position.

iv) Application of non-uniform integer coefficients of frequency offsets for

achieving sharpened HPBW.
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Considering the application of mu-law for HCFDA design, a non-uniform expanded or
compressed set of the frequency offset across the array is obtained. This enables the FDA
to generate a single maxima beam pattern for interference suppression along with
disturbing the main beam pattern in either way i.e., sharpening or broadening. The width
of main beam in the proposed scheme is kept inversely proportional to the prediction
accuracy for improved performance.

In the second case given above, the GA is used at the transmitter to focus the energy
towards the targets positions and suppress interferences having same direction but different
ranges. The predicted positions of target and interferences are received through receiver
feedback.

In the third case given above, Hamming window has been applied to compute non-
uniform frequency offset for focusing the transmit energy with suppressed side lobe levels
towards the target predicted position received as feedback from the receiver.

In the fourth case given above, the integer based non-uniform frequency offsets are
applied to get sharper HPBW towards the target position received as feedback.

The non-uniform frequency offset values are calculated at each cycle to achieve a better
detection probability, an improved SINR, improved range and angle resolution, improved
transmit energy focusing and better CRLB on range and angle estimation. The simulations
on these parameters are compared to the existing well-known radar designs.

It is also observed that the symmetric pattern [44] of offsets around the central
element achieves better null depths as compared to non-symmetric pattern. The
effectiveness of proposed scheme has been evaluated in simulations, which indicates an

outclass performance as compared to the previous similar works.
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In summary, the automatic adjustments of the radar parameters in this case i.e., the
selection of suitable inter-element frequency offset values, leads to an improved

performance in a moving target situation.

5.2. Proposed HCFDA design with non-uniform frequency offset

This section describes the block diagram of proposed system design. Fig- 5.1 shows the
information flow of proposed system. The proposed receiver consists of four sub- blocks
i.e., DOA and range estimation, receiver selector, EKF-based predictor and a memory
block. The proposed transmitter consist of two sub-blocks i.e., a transmit selector and the
FDA antenna block with non-uniform frequency offsets.

The FDA antenna block of transmitter illuminates the radar environment containing
potential targets. The DoA and range estimation block of receiver, collect the reflected
echoes to estimate the target DoA and range using well known MUSIC algorithm [39],
[180], [181] and conventional range estimation formula, respectively. The receiver

selector, a sub-block of receiver, calculates the weight vector wg using minimum

variance distortion less response (MVDR) adaptive beam-former to improve the SINR

performance. Consequently, the current target position estimates (OAOYk ,r‘qk) are forwarded

to the EKF based predictor for estimating the target predicted position (90~,k+1 o k+1) .

This estimated position along with the prediction error & is sent as feedback to the
transmitter. The transmit selector, a sub-block of transmitter, examines the prediction error

e to décide an appropriate method to compute the non-uniform frequency offset values.
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Figure- 5. 1: Block diagram of the proposed radar

The frequency offset values are computed using one of the techniques stated above, i.e.,

the mu-law, the GA, the Hamming window or the non-uniform integer value coefficients.

A conventional beam-former calculates the vector w; to generate maxima in the target

predicted direction (éo,k+1 ,“roykﬂ) . The perception-action cycle keeps on repeating itself

for improved performance. The receiver and transmitter of the proposed design are
discussed below in detail.

5.2.1. The Receiver

The DOA estimation, range estimation and EKF based prediction algorithm blocks of the

receiver have been discussed below.
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5.2.1.1. DOA estimation using ROOT MUSIC algorithm
ROOT MUSIC algorithm, one of the well-known DOA or angle of arrival (AOA)
estimation algorithms, has been used to estimate the target direction in this chapter. It has
the ability to resolve multiple signal directions, simultaneously, with affordable
computational time[182].

Consider a conventional symmetric FDA having M =2K +1 elements with inter

element distance taken asd =A/2. Let 6y be the location of the target to be estimated,

measured from the middle element i.e., origin of the array in this case. Considering

uniform weights at the receiver array, signal received by m™ element is given by [82]

x (t)=s g To \exp | jem f S SRL L (t); m=0,+1,..., +K (5.1)
m T CJ i mk C JT m
The total signal received at the array input is

x (t)=s 't="0" _exp j2mf "t="" "0 () (5.2)
A PO B Y

where f =f,+mAf; m=0,+1,..,#K and r,=r, —mdsin6,

Defining ¢ =21 (t_rref\ and ¢ £21r (t_mdsineo\
|

1 m| | m m|

T — T
\ Y \ )
Then, the above equation can be rewritten as
r . 8 .
x (t)=s . i‘exp(m&) > exp(jp )+n (1) (5.3)
m T L C J 1 m m
m=—K
(1)

Defining st Lt - c_|pr( j¢1)=S(t) and representing the above equation in vector form
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n () J‘ ©4)

+

X ea(is) |

Or equivalently, it can written as
x(t) = S(t)(a())n (1) (6:35)

here a(¢) is the steering vector. We assume that F far field target signals are impinging

on the array, then the output of array can be written as (ignoring t without the loss of

generality)

F-1 (56)
U =; S,a(¢)+n

The covariance matrix R, is given as

R =AR A" +0’| (5.7)

If A,>A,>A; . > A be the Eigen values of this matrixR,, vi>v, >v, be the

Eigen valuesof AR A" and q,q ,q ....... g be Eigen vectors of R , we can state that

S 1 2 3 P u

(lv+0?i=1,2,.,F (5.8)
A':i i o
¢ i=F4L,.M

Therefore, A"q; =0;ie.a” (¢)q =0;i=F +1,....,M and k=1,2,...,F

k i

5.2.1.2. Target Range estimation

The time delay to reach the target using FDA beam pattern depends upon the distance of

target from transceiver and frequency offset value used [81]. Therefore, time t, taken by
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a transmitted signal to reach a far field target can be given as [81]
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t="0 || 4 sm (6, )|{ lf (5.9)
< A

where ¢ is speed of light, ro is range of far field target, 6, is target direction, Af is

frequency offset value used and g is an integer, which stands for grating lobes.

Likewise, the time t, taken by reflected echo to reach the receiver is given by

r

t=" (5.10)
c
Therefore, the total time delay T, is expressed as

T ot +t="To4lg_ —sm(e)” 4| (5.11)
oo oo Iy ol A

With the known angle information (6o ) , the target range can be calculated as

=t —|g—gsin(9)”il| (5.12)
SR R BRI (PY5]

Hence, the target range can be estimated at every cycle.

5.2.1.3. The EKF algorithm for position prediction estimation
For a radar environment, which is assumed nonlinear but can be made locally linear,
extended Kalman filter (EKF) is one of the best choices in hand for implementation of

prediction block. The process equation of state space model is described by [48]
X1 =FX, +n, (5.13)

where x, denotes the state of system at discrete time k, F denotes a nonlinear transition

matrix, while n, denotes process noise and assumed to be zero mean Gaussian noise with
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covariance matrix Q as

Ellnn"1j=Q6, (5.14)
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Likewise, the measurement equation is described as [48]
z, =Hx, +V, (5.15)

where z, denotes an observation vector at discrete time k, H denotes a nonlinear
measurement matrix, while v, is measurement noise assumed to be zero mean Gaussian

with covariance matrix R, given as

Ellvv1]=R&, (5.16)

It is also assumed that the process and measurement noises are statistically independent of
each other. The Gaussian distribution can be completely characterized by a mean and
covariance and so is given as[30], [117]
i =El % 2] (5.17)
X =E FL)&l | Zi—h (5.18)
Similarly, the filtered and predicted covariance matrices are given as [117]
P =El(x -=x )(x-x )|z (5.19)
k/k k k/k k k/k 1

Po=El(x -x )x -x )|z (5.20)

k+1/k | kel keUk T kel kel 1

Hence, the state prediction error is defined by

)N(k+1/k 2 Xk+1_)A( k +1/k (5-21)
where X k+l/k — FN)A( kik*
Similarly, the prediction measurement error € is defined as

€1k 2 Zy—Zy (5.22)

Where 2 k+l/k — Hk+1X k+1/k
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The prediction error and prediction measurement error are meant to be minimized
and are strongly dependent on the returned echoes. But in the case of more non-stationary
radar environment, the target position prediction and filtering may become a challenging
task. As all estimators have inherent errors and their magnitude is a function of target
maneuver. If beam positional resolution does not match actual spatial dislocation of target,
beam will frequently lose track and enter search mode. Consequently, the detection
performance may deteriorate.

To cope up with this problem, the transmitter of proposed radar system is linked
with the receiver to intelligently change its parameters keeping in touch with the
environmental changes, as done by a cognitive radar. Therefore, the predicted target
position computed at the receiver along with the estimation errors are tunneled as feedback
to the transmitter to adjust its parameters adaptively.

5.2.2. The Transmitter:

The non-uniform FDA design, calculation of non-uniform frequency offsets and non-
uniform FDA transmit beamforming have been discussed below.

5.2.2.1.  Non-uniform FDA antenna
Fig. 5.2 shows the proposed uniformly-spaced FDA antenna with non-uniform frequency
offsets, having symmetrical elements around the origin. This symmetry is with respect to
frequency offsets. The inter-element distance is dand total number of elements

IS N=2P+1, here P is the maximum number of elements on each side of array from

origin, while w, are the transmitter weights.
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Figure- 5. 2: The proposed frequency diverse array structure

The frequency input at n® element is given as

f =f +Af ; n=0,%1,..,+P (5.23)

here, fo is the fundamental frequency, Af,is the frequency offset of n® element with

reference to fo , and is given by

Af. =a Af (5.24)
a, are a set of non-uniform frequency offset coefficients. These coefficients are either

integers or fractional values but non-uniform. In the fractional coefficient computation
case, these are further divided into three categories i.e., the computation using the mu- law,
the GA or the Hamming window according to the requirement.
5.2.2.2.  Non-uniform FDA beam pattern and Transmit Beamforming
Consider a far field target, the phase of signals transmitted by the middle
(reference) and adjacent elements are given by [83]

¥ = 21 Ty r and ¥ = 2mt, r (5.25)
0 c 0 121 1 c




here, cis speed of light, while r, @nd r, are the target distances from reference and

adjacent elements, respectively. The frequency f, is given asf, =f,+Af,
while Af,=a,Af and r,=r,—dsin@, where 6 is the target direction. The phase

difference of these signals is given as

v z_mlﬁ L g Af  CuAro ] (5.26)

0 c |° '  dsinB |J

Similarly, the phase difference between reference and ptelement can be written as

Y oy :_M?'Ff Pra PAF _apAfro|1 (5.27)
o c IL° P dsin |
since f, andr, apdsin(0), hence the term containing their product, i.e.,
>AAf >

2ma, PAfd sinf

c may be neglected. In case of far filed targets i.e., r, ~r, the steering

vector a(8,r,a) can be taken as

[ '/ 2 foRdsin@  21T.ag pAf .r*\ .}/ZTTfod sin@  21m.ae1Af .r*\ —‘
elk - },...,elk - ),
a(6,ra)=| _ _ |
1 ejjzmugsme _2m.guafr e_jfznfOP@sune_zn.%Af i (5.28)
LA\ ) N )

It can be represented in vector form, given as

a(6.r)=a(0)oa(ra) (5.29)
where
a(0) =] eyzmimsne | oy emtdid | o jonidsna’ o fomisssnd ] (5.30)
| [

and
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a(ra)=le- § Jreer € Lo ei I

L I

It can be noted that these non-uniform frequency offsets only affect the range steering

. jtzn_.agmj] (5.31)

vector i.e., a(r,a). The FDA beam pattern is a function of angle (6)and range (r),

therefore, following observations are in line [80]:
(i): If we take Af =0, then it reduces to a conventional phased array radar (PAR)
pattern.
(ii): If the values of a,are taken uniform, a conventional FDA beam pattern is
generated.
(iii) : The non-uniform frequency offset does not affect the angle dimension of

beam pattern as there is no a, ina(6) vector.

If a desired target position is at(GAO, ro ) then the weights for steered beam pattern to

achieve a maximum gain, can be given as

w  =exp [—j277f (erndsin(GAo)m’ n=0,%1,...,tP
o e Tﬁl (5.32)

where w; , is a weight of n"transmitter element. The array factor of a FDA system is

given by
277f ndsing 2m.a Af.r| (5.33)
AF = Zw expi ”K . T Jf

The beam pattern towards the desired target can be approximated as the magnitude
squared of the array factor [115] and is given by
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' M ) (5.34)
PFDA(';) 6 G) Zexp| JZTT| Sm Sm GM ) ||
i |L l\ c c U

This expression cannot be further simplified to get a closed form solution [98], [115],

therefore, simulations have been carried out to show the beam pattern results for given
target position (GA or‘o) .

5.2.3. Calculation of non-uniform frequency offset values

Now, we will discuss each method either fractional or integer based computation of non-
uniform frequency offset values with their effects on transmit beamforming in detail.

5.2.3.1. Calculation of non-uniform frequency offset values using mu-law
companding schemes

In the first case of fractional coefficient calculation, a, is not an integer, instead
it represents a non-uniform fractional coefficient of frequency offset value Af . The value

of middle coefficient is kept zero i.e.,a, =0, so that it can transmit waveform with

fundamental frequency fo. In the proposed design, Af, values are calculated using well

known mu-law formula due to its non-uniformity property. Previously in literature, mu-
law has been used in literature for non-linear quantization of pulse coded modulation
(PCM) and reducing peak-to-average-power-ratio (PAPR) of orthogonal signals of OFDM
systems etc., [176], [177], but here we will use it to compute the non-uniform frequency
offsets to generate a single maximum beam pattern.

In the given scenario, where the predicted target positions are tunneled as feedback
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to the transmitter, the accuracy of the estimator at the receiver plays a vital role. If the

position of the target is accurately predicted, the transmitter directs its sharp beam
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pattern peak, regardless of generated high side lobes, to detect the target. On the contrary,
if the target range and angle values are not in the given range or the estimated prediction
error is not affordable, the transmitter is set to increase the beam width of the main lobe
towards the target previous position to detect the target in the next cycle.

Based on the accuracy of the predictor block, there can be two cases, i) the estimate
IS accurate or with affordable error, ii) the estimate is not accurate or the predicted target
position is out of range (i.e., the target is lost).

For both the cases, the transmitter selector, a sub-block of transmitter computes the
non-uniform frequency offset values by selecting an appropriate companding factor (i.e.,
suitable values of mu) according to the requirement.

Therefore, a linearly increasing frequency  offset vector e,

[-PAf ..., —2Af ,—Af,0,Af , 2Af ..., PAf | is transformed into a non-uniform frequency

offset vector i.e. [-apAf ..., —aAf, —aquAf,0,01Af ,a2Af ,...,apAf | .

The mu-law compression expression used in this paper, is given as

In(1 Af
Af =sgn(nAf) n(1+p(n )) n=0,+1,.. 4P

where nAf is the input frequency offset, while Af. is the calculated frequency offset and

U is a compression factor. Similarly, the mu-law expansion expression used in this
paper, is given as

Af =2 (exp(ln (1+u)nAf)—1)sgn(nAf ); n=0,£1,.., P (5.36)
"
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Since, we are assuming a symmetric FDA with N =2P+1 elements, Fig- 5.3 shows the

employed frequency offsets of one side i.e. P elements. We can see that =0 assures

no change, solid lines show the compression, while black dotted lines show the expansion

expression results for different values of u .

paf a

Figure- 5. 3: Non-uniform frequency offset calculation using mu-law companding
schemes

To study the effect of mu-law compressing and expanding schemes on calculated frequency

offsets, Fig-5.4 shows a comparison of compression and expansion curves with y=5.
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Figure- 5. 4: Effect of mu-law companding schemes on uniform frequency offsets

The frequency offset for reference element is zero, i.e., Afo=0 and therefore, the

frequency offset difference between first and reference element is
Af, —Af, = B,AF =, Af (5.37)
Similarly, the difference for subsequent pairs of adjacent elements, as shown in Fig 5.4, is
Af, —Af, = BoAf (5.38)
Af, —Af, = BAf (5.39)
By generalizing it for M elements on each side of symmetric array, we have
Afy —Afy_, = BpAf (5.40)
In the case of mu-law compression scheme, we note that this frequency offset difference
is maximum at the first element and decreases as we go away from reference to the last

elements. On the contrary, in the expanding scheme this difference is minimum at the first

element, while it keeps on increasing. Applying these results on the symmetric array, we
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get two different cases as shown in Fig-5.5.
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Figure- 5. 5: Two array structures with respect to the frequency offset difference

The SBS (small-big-small) and BSB (big-small-big) offset structures effect the side
lobes level (SLL)[18], [23], [43], [54] of generated single maximum FDA beam pattern.
Thus, with a constant energy constraint of the array, these SLL are proportional to the
beam width of FDA pattern [18]. Therefore, BSB offset array structure generates a single
maximum FDA broad beam pattern with low SLL, while SBS generates a sharp beam with
high SLL.

The transmitter array structure along with the companding factor value u , are
selected according to the environmental changes received as feedback (a cognitive radar
property).

The non-uniform coefficient of frequency offset for 1% element is given as
a, =B, (5.41)
and

a,=B,+pB, (5.42)

Similarly, generalizing it for M™ value
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a; =P, + B, +Bs

(5.43)
' 5.44
Gb = B + B+ 549
Consequently, we can write
p =0p, + 85 (5.45)

Therefore, a recursive formula for calculating frequency offset for a symmetric array is
given as

Afa=(Gna+Bn)AF; n==£1,42,.,+P (5.46)

The use of non-uniform symmetric frequency offset affects the null depth of FDA pattern.
Therefore, Fig-5.6 shows comparison of the FDA beam pattern for non-uniform inter-

element frequency offset and symmetric non-uniform inter-element frequency offset
coefficients.
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Figure- 5. 6: Comparison of null depths of FDA using non-uniform non-symmetric and
symmetric offsets in range dimension N=11,r =3km, f, =10GHz,Af =30kHz
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It can be seen that by using the symmetric offsets, the disadvantage of losing null
depths can be reduced. Therefore, the frequency offset symmetry around the middle
element has been maintained for the subsequent sections.

Manipulating with non-uniform symmetric frequency offsets, it can be noted that
for higher values of y for mu-law compression scheme, the frequency offset value adjacent
to the middle element increases as compared to other frequency offset values. It results in
more directional beam i.e., half power beam width (HPBW) decreases but at the same time,
side lobe levels increase. Fig- 5.7 shows a beam pattern comparison with different values

of u onrange axis.
It is noteworthy that the HPBW for considered three cases decreases gradually, i.e.,

approximately 1800 m, 1500 mand1000 m, respectively, while side lobes levels increase.
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Figure- 5. 7: Comparison of range resolution (i.e. HPBW) among non-uniform
symmetric frequency offsets vectors. N=11,r =3km, f, = 10GHz, Af = 30kHz
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On the contrary, it is also evident that using expanding scheme of mu-law, the
frequency offsets near the middle element increase slowly, while increase fast as we go
towards end of the array. Therefore, it results in increased HPBW and low side lobe levels
(SLL). Lower SLL can be achieved by using higher values of y in expansion scheme.The
transmitter selector, a sub-block of transmitter, decides a suitable value of u along with

mu-law compression or expansion scheme, based on the feedback i.e.
(90,k+1’ 70,k+1’ e)'

Fig- 5.8 shows the FDA generated beam patterns using these non-uniform

frequency offset values. We assume that the target is located at (30",3km) . Fig-5.8(a) &

(b) show the normalized 3-D and 2-D FDA beam pattern using uniform frequency offset
along the array, which shows number of range-angle pairs in the surveillance region have
been illuminated. This multiple maxima property may deteriorate the SINR as it can allow
many interferes to affect the target-returns. In contrast, we can note from Figs-5.8 (¢)-(f)
that the non-uniform frequency offset calculated using mu-law facilitate to generate a
single maximum beam pattern. Different values of mu are selected on the base of receiver

feedback about the estimation error, which are given in fig-5.8(qg).
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Figure- 5. 8: FDA generated beam patterns with N=11,r" =3km, f =10GHz, Af =30kHz (8) &

(b) 3-D and 2-D views using uniform symmetric frequency offsets (c) & (d) 3-D and 2-D

views using non-uniform symmetric frequency offsets (compressed) (e) & (f) 3-D and 2-

D views using non-uniform symmetric frequency offsets (expanded) (g) calculated non-
uniform frequency offset using mu-law for the proposed HCFDA system.
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5.2.3.2.  Calculation of non-uniform frequency offset values using the GA

In this section, the GA has been used to compute the non-uniform frequency offset
values for localizing the targets and interference with same direction but different ranges.
First of all, the problem is formulated then the GA has been applied to compute such non-
uniform frequency offset values which enable the FDA transmitter to illuminate the target
positions only and suppress the interferences, simultaneously.
5.2.3.2.1. Problem formulation
As soon as the radar is switched on, it connects with its surrounding environments through
electromagnetic link to sense it. The radar strongly depends upon the reflected echoes form
one scan to the next to identify targets of interest on unknown locations in the surrounding
environment. Assume that there are u targets and v interferes at unknown locations having
same direction and different ranges. These targets reflect u+v
number of plane waves that impinge on the linear array. Due to the same direction of
targets, it is not possible for a linear array antenna to localize them in the range dimension
as PAR will consider them as a single target. Figure 5.9 shows the target

constellation, where u+v number of reflectors, with same direction but different ranges

contribute the target returns.
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Figure- 5. 9: u targets and v interferers constellation in space

5.2.3.2.2. Proposed solution

In this context, an intelligent and adaptive transmitter that can direct the power
peaks in the targets direction and their ranges to get high signal to noise ratios (SNR) at the
receiver for their localization. Once these targets and interferers are declared in
environment by the radar receiver, a state space model of surrounding environment is
needed to estimate the certain parameters and recursively updating the state vectors. The

design illustrates that the transmitter illuminates the radar environment containing

multiple targets and interferes of considered constellation at time instant k -1 as shown

in proposed HCFDA design in Fig-5.10.
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Figure- 5. 10: Block diagram of the proposed radar

The radar returns denoted as z, are received by the receiver MUSIC based DOA

and range estimation block. At first cycle, we suppose there are u targets and v

interferers in space with same direction and different ranges. The filtered target position

estimate (GAOV,( ,r}wk) atk" instant are calculated, where éAO’k denotes the direction of

targets and r",.,,, , denotes the range vector containing the range values of u targets and v

interferers at any time k. This extracted information is given to the EKF block to predict

the targets next positions (GAOM, r;uwykﬂ). The predicted positions of targets are sent as

feedback to the transmitter.
There are two cases regarding inter-targets distances, which are at the same angle.
First case is that if the targets are at periodic ranges (inter-targets distance is equal) then

due to the range periodicity property of FDA beam pattern, an appropriate frequency
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offset value is computed to put the peak power at these ranges. On the contrary, if the
targets with same direction are not at the periodic ranges (inter- targets distances are not
equal), then non-uniform fractional coefficients of the frequency offsets have been
calculated using the GA algorithm. The fitness function is taken as the mean square error

(MSE) between the desired and the estimated FDA beam patterns and given as

MSE :‘PFDA_d (9' I‘)— PFDA_e

(o, r)‘z (5.47)

A

Where Py, 4(6,1) is the desired beam pattern, while | (6,r) is the estimated

FDA_ e

symmetric FDA beam pattern and given as

( [  afr dsin (6 N
|—j2rrn|of Aft—a Ir — ( )||

) ! (5.48)
n=—p | |l c /\o||J|

PP (6,r)= pZexp%)

FDA_e

where o, are the coefficients to be estimated by the GA for non-periodic target ranges.

For the periodic range case these @', are taken unity and suitable frequency offset value

Af is computed using the range periodicity formula i.e., Af =° where ¢ is speed of
r-0

light and ro is the range of first target at each cycle.

5.2.3.2.3. Beam pattern synthesis with calculated non-uniform frequency offsets
using the GA
In case of non-periodic ranges of targets, by tuning the frequency offset

(Af) with suitable coefficientsd,, the range-angle dependent beam pattern can be
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controlled for putting power peaks at required ranges and angles, simultaneously.

140



Case 1: The inter-targets distances are at equal (at periodic ranges)

The target predicted positions are sent as a feedback from the receiver for five targets

given as (GAO‘M,I’EM]M)=(40°,0.5x105m,1.5><105m,2.5><105m,3.5><105m, 4.5x105m).

We can see that inter-targets distance is equal. The selectors, selects the frequency offset

Af =3000Hz that enables the beam pattern to generate power peaks at required target

angle and ranges. Figs-5.11 (a),(b),(c) shows the FDA generated range-angle dependent

pattern and its angle response and range response respectively.

<10 Af=3000 Hz

-100 -50 0 50 100
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Figure- 5. 11 (a)-(c) FDA beam pattern (linear frequency offsets) with parameters
fo=10GHz,Af=3kHz, N=11,d=A/2
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Case 2: The inter-target distances are not equal (at non-periodic ranges)

The predicted target positions of targets sent as feedback for five targets are taken as
(GA r ) =(0°,0.5><105 m, 2x10°m, 2.5x10° m,3.5x10° m, 4.4 x10°m, 4.7x10° m) in

0,k+1 1:5+1k+1
the second case. Since these target are at same angle but the inter-targets distances is not
equal. Likewise the interference is at (0°, 4.7x10° m) . In this case, the selector adaptively
use the nonlinear frequency offset vector calculated by GA to allow to the range-angle
beam pattern with peaks at the desired positions and nulls in the desired interferer range

value. Figure 5.12 (a),(b),(c) shows the FDA generated range-angle dependent pattern and

its angle response and range response, respectively.

10 Af= 2000 Hz
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Figure- 5. 12 (a)-(c) FDA beam pattern generated using GA based non-linear fractional
frequency offset f,-10GHz, Af=2kHz, N=11,d=A/2

The GA parameter settings of optimtool toolbox of MATLAB for this problem are given
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in Table-5.1.

145



Table-5. 1: The GA parameter settings for computing non-uniform frequency offset

GA parameters settings

parameters | Chromosome | Creation | Crossover | Function | Migration | No. of Population | Selection
Size function | function tolerance | direction | generations | Size function
Settings 10 Uniform | Heuristic | le-4 Both 400 40 Uniform

It is clear from Figs-5.11 and 5.12, that the proposed design generate the beam pattern with

maxima at the target directions and ranges, simultaneously. The non-uniform frequency

offsets are computed through the GA. The convergence performance of GA for computing

non-uniform frequency increment for the given problem is shown in Fig-5.13. We can find

that in about 60 iterations, the cost function mean square error is affordable, which justify

its practical implementation.

Cost function mse

10

10

10

--£-- GA convergence

30

60

No. of Iterations

Figure- 5. 13: Convergence of GA i.e., no. of iterations vs. cost function MSE
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5.2.3.3.  Calculation of non-uniform frequency offset using Hamming window

In this section, the well- known Hamming window has been used to compute the
non-uniform frequency offset, which outperforms all the existing techniques in terms of
transmit energy focusing and side lobe suppression towards the target of interest.
5.2.3.3.1. Problem formulation

The FDA range-angle dependent pattern offers the flexibility of transmit energy
focusing in a desired range-angle space, while rejecting the range-dependent interferences
to improve received SINR [76]. On the other hand, it generates a range- angle dependent
S-shaped beam pattern that exhibits maxima at multiple range and angle values. This
property allows a number of reflectors positioned at any of the maxima to interfere the
target-returns, thus weakening the received signal to interference and noise ratio (SINR).

In the HCFDA design scenario, once the receiver sends the feedback about the
target predicted position to the transmitter, it is very important for a transmitter to focus as
much energy as it can, towards the target position, while suppressing the side lobes outside
the area of interest.

A uniformly spaced linear FDA with logarithmically increasing frequency offset
i.e. log-FDA has been proposed in [115], which achieves a single maximum non-periodic
beam pattern to reject range-dependent interferences for improved SINR. Although, this
technique produces a single maximum beam pattern, but it achieves a poor resolution in
range and angle dimensions, which may degrade the radar performance in terms of range

and angle estimations.
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5.2.3.3.2. Proposed solution

In this section, we have proposed a uniformly spaced linear FDA radar with a
hamming window based tapering non-uniform frequency offsets applied along the
symmetric array. The proposed strategy generates an improved transmit single maximum
beam pattern that achieves better resolution in range and angle dimensions than that of all
existing techniques. Moreover, it outperforms the existing Log-FDA technique in side-
lobe suppression and transmit energy focusing.

In literature, different types of filtering windows such as Hamming, Hanning,
Binomial windows etc., have been applied to different types of arrays for spatial filtering
and side lobe reduction. due to moderate behavior of hamming window between
narrowband and wideband applications it has been used to find the frequency offset

applied at each element. The frequency offsets af, can be expressed as

Af =Af! 054-0.46c0s EV h_p1.. 2P (5.48)

S e

where (.)is the general hamming window equation used in literature.

5.2.3.3.3. Beam pattern synthesis with calculated non-uniform frequency offsets using
Hamming window
Due to the tapering offsets calculated using a hamming window function, it is
noteworthy that transmitted frequency decreases on both sides from the central element till
the last elements of the symmetric array, while central element transmits the waveform

with maximum frequency as shown in Fig- 5.14.
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Figure- 5. 14: Frequency offset values used for the proposed symmetric FDA with 15
elements

Fig-5.15 shows the synthesized normalized transmit beam pattern using our
proposed method. The synthesized beam pattern generates a focused maxima at the target
position. To make the comparison, log-FDA based normalized beam pattern has been
plotted in Fig-5.16. Both schemes generate maxima at the target position, but the proposed
scheme outperforms the log-FDA as it generates a more focused maxima at the target
position, which will result in increased SINR. The proposed pattern also outperforms the
log-FDA in terms of side lobe levels, as it has lower side lobe levels in the undesired

directions.

149



10050

80

60 f

40

20+

-100 i I i i j
0 10 20 30 40 50
Range,(km)
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Figure- 5. 16: Normalized pattern of log-FDA scheme with parameters
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Figure- 5. 17: (a) & (b) Comparison of normalized beam pattern in range dimensions
(c) & (d) comparison of normalized beam pattern in angular dimension

To analyze the range and angular resolution of the proposed scheme, Fig-5.17
shows the comparison of range and angle dimensions normalized beam patterns of our
proposed scheme and log-FDA scheme. It also verifies the better resolution of our scheme
as range span and angle span of the proposed scheme is much better than that of a log-FDA.
In this specific case, the range span of generated beam pattern through our scheme is less
than 8km, while log-FDA scheme has a much wider span. Likewise, the angle span of

beam pattern generated using our scheme is less than 25 degrees, while the
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log-FDA angle span is much wider than this. By utilizing these advantages a beam can be
steered more precisely towards the desired target. This scheme also eliminates the periodic
behavior of pattern, which is used for suppression of interferences located outside the target
area. This property makes it more useful than that of conventional FDA schemes.

This proposed scheme generates a more focused beam pattern with suppressed side-
lobes towards the desired target position. As a result a better range and angle resolution
compared to log-FDA has been achieved. This scheme also facilitates the generation of a
non-periodic beam pattern, which significantly suppresses interferences located outside the

target area.

5.2.3.4.  Using non-uniform symmetric but integer frequency offset values

In the case of non-uniform symmetric but integer frequency offset values, the

a, is taken as integer coefficient of the frequency offset applied at the n"element. This

design is same as the conventional FDA, except for the coefficients

a=[ap,...0,,0,0;....0 | that are non-uniform but integers. The value of the middle
coefficient is kept zero i.e.,a,=0, so that the middle element transmits signal with

fundamental frequency fo.

5.2.34.1. Problem formulation
All of the FDA based schemes with uniform frequency offsets cause broadening of
half power beam width (HPBW). Certainly, this broadening of the main beam is

undesirable due to the fact that it decreases the maximum reachable range and at the same
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time it allows interferes to affect the target- returns. The net effect is weak signal to
interference noise ratio (SINR), which deteriorates the performance.

A new FDA with non-uniform integer frequency offsets applied along the array is
proposed. The proposed design avoids the broadening of main beam and hence may

provide a better range resolution as compared to the previous designs.

5.2.3.4.2. Beam pattern synthesis with non-uniform but integer frequency offsets

The FDA with non-uniform frequency offset beam pattern expression has been

simulated with different combinations of non-uniform frequency offset integer co-

efficients a=[a_;,...0,,0y,0,....05] . The coefficient of middle element has been

assigned zero, i.e.,a,=0, this is to take it as reference having signal with the

fundamental frequency f,. The results are compared with conventional FDA for a given

target position (Q) 5 ) =(30°,3km) . The fundamental frequency is taken as 10GHz and

frequency offset value is taken as Af =30kHz, while the array elements are N =11 and

the inter-element distance is taken as A / 2 to avoid the grating lobes in angle dimensions.
Since, the angle dimension does not change due to non-uniform frequency offsets,
therefore only the range dimension results have been plotted and compared.

Manipulating with non-uniform symmetric frequency offsets, some other
interesting results have been obtained. For example, keeping all other parameters alike, the

following symmetric coefficients have been taken:

Cunitorm = |5, —4,-3,-2,-1,0,1,2,3,4,5]
anon—uniform_symml = [_61 _5’ _41 _31 _21 O’ 2 ) 3’ 4; 51 6]

=[-7,-6-5,-4,-3,0,3,4,5,6,7]
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In the non-uniform symmetric cases, the offsets coefficients adjacent to the
middle element differs with an additional Af in each case i.e, 2Af and3Af,
respectively, but all the other coefficients remain uniformly increasing.

Fig-5.18 shows, if the difference of frequency offset between the middle element
and the adjacent elements is increased, a better half power beam width (HPBW) is obtained.
i.e., the HPBW for the considered three cases is approximately 1800 m,1500
mand 1000 m , respectively. On the other hand, it is also evident that by increasing offset
difference the side lobes levels also increase, which is not desirable. Therefore, to deal
with this problem, the progressive increase of frequency offset can be

utilized, shown in Fig-5.19, i.e., the coefficient vector is taken as:

anou—uniform—progressive :[ -9 -8 5 -3 -2 0 2 3 5 8 9]

0 T -‘
¥y { “ “tp
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Figure- 5. 18: Comparison of range resolution (i.e. HPBW) among non-uniform
symmetric frequency offsets vectors. N=11,r =3km, f, =1GHz,Af = 30kHz
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Figure- 5. 19: Comparison of side lobes between the range profiles generated by non-
uniform symmetric and non-uniform symmetric progressive frequency offset
N:ll,roA =3km, f =1GHz,Af =30kHz
Fig-5.19 also shows the comparison between the generated range profiles using

O on-niform_symm1 AN Gon_unitorm-progssive - C1€AIlY, the use of more nonlinear frequency offset

coefficient vector decreases the side lobe level, approximately 8dB, than that of non-
uniform symmetric frequency offset coefficients on the cost of a little bit increase in
HPBW. The conventional FDA exhibit a periodic behavior in its beam pattern due to the
usage of a uniform frequency offset. Therefore, it is worth knowing that does the proposed
nonlinear frequency offset scheme affect the range periodicity?

The simulations are repeated for a ten times bigger range axis and results are

shown in Fig-5.20 with uniform offset coefficients @, , NON-uniform symmetric offset

coefficients &,y nitorm_symmz @Nd NON-uniform progressive coefficients a

non-uniform— progssive3
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given as:
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Aunitorm = |5, —4,-3,-2,-1,0,1,2,3,4,5]
non-uniform_symm3 = ['8!'7! -6,-5,-4,0,4,5,6,7, 8]
@noy—uniform- progssive3 — ['11! '10! '71 '51 '41 01 4, 5, 7, 101 11]




10.6

10.5

10.4

0,deg

©

Figure- 5. 20: (a) -(c): Comparison of range periodicity between the range profiles
generated by non-uniform symmetric and non-uniform symmetric progressive frequency
offset N=11,r"=30km,8 =30, f =1GHz Af =50kHz

0 0 0

Fig-5.20 suggests that the nonlinear frequency offsets does not affect the periodicity of

the FDA beam pattern as there are the same number of maxima in each case (i.e., Fig-

5.20 (a)-(c)) and repetition period i as given in [81].
Af

5.2.4. Overall performance of the HCFDA design

This section discusses the overall performance of the proposed HCFDA with non-
uniform frequency offsets. The performance is evaluated based on the transmit/receive

beamforming, SINR performance, detection performance and CRLB on target range and
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estimation performance.
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5.2.4.1. Transmit/receive beamforming:
The proposed FDA antenna has the ability to direct beam pattern maximum
towards the target look angle and range. Let the signal received at target be given as [31]

wha(6,ra)s(l) (5.49)

where a(8,r,a) is the transmit steering vector of an FDA, s(l)is a transmit baseband

signal samples of transmitted waveform at any discrete time interval | and w" is the
transmit beamforming weight vector.

Consider that the target is located at a position (6o, ro ) and the interference sources are

located at positions (6i, ri ) . Therefore, the signal at uniform FDA receiver is given by
[30], [117]

y(1) = Bob (60,10, A )s(1)+ Y. B (61,1i,AF )s (1) +n (1) (5.50)

where B, =w"a(6y,r0,a), is directional gains towards the target direction and range,

T

while B =wfa(8,,r,a) is the directional gain in the interference directions 6, and
ranges r;, respectively. b(6o,ro,Af)is receive steering vector, while n(l)is zero mean
additive white Gaussian noise with g2 variance.

Defining ui (Gi,ri,Af)éBib(ei,ri,Af) and uo(eo,ro,Af)é,Bob(Go,ro,Af), the array

output vy, in vector form, after match filtering is given by [31]
y:uo(Go,ro,Af)JrZui(Gi,ri,Af)+n (5.51)
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The minimum variance distortion less response (MVDR) beam former calculates the

receiver weight vector w;, to suppress the interferences, while giving distortion less

response in the target direction and range, is given by [32]

S -1
. Ru (8,1 ,Afz (5.52)
R i) [l H i) ]

0 0 0 i+h 0 0 O

A

R.., is interference plus noise covariance matrix and is given as [32]

R =Y 0% (6,r,Af)u"(8,r,Af)+0? (5.53)

5.2.4.2.  SINR analysis

Here, it is assumed that the target/ interferences complex amplitudes are mutually
uncorrelated with zero mean and variance o' 2. The signal to interference noise ratio (SINR)

is evaluated as [30], [32]

o?wHu (6,r,Af )r (5.54)
SlNR= S R O,\ 0 0
HD -1
WRRHnWR
O2N2P? (5.55)

- Zof ’a” (Oo,réa)a(ei,ri,a)W t{)H (6 ! bAf)b(Oi,ri,Af)‘#aznP

Here, 02 is variance of the desired target. If a desired target is in the background of

weak interferences that are well separated from target, then SINR term reduces to [32]

a2N2P (5.56)
SINR ~ S

O,

But if a desired target is in the background of a strong interference, then we can ignore the
noise power as compared to interference power and SINR term can be expressed as [30],
[32]

161



02N2P? (5.57)

SINR = ; ,
Loi“a” (60, ro,a)a(ei, ri,a)‘ PH (60, rdAf )b(Gi, r, Af )‘

These equations provide a proof that a strong echo from the target, which is the result of

proposed transmitter FDA design can indeed increase the SINR.

5.2.4.3.  Detection probability analysis
The signal at receiver array after interference suppression, can be given as

y:wHTa(GO,ro,a)b(Go, r,Af )+n (5.58)

Where b(8o,r0,Af) s the receive steering vector, while w"a(8o,r0,a) is complex

;
amplitude of the steered target and is a scalar value. n is the zero mean Gaussian noise
with varianceo 2 .

The hypothesis testing problem of a radar detection can be modeled as [30], [104]

{'HO y=n (5.59)
H:y=w"a(6 ,r,a)b(6,r Af )+n
|L 1 T 0 0 0 0

Here we assume that noise process is independent and identically distributed (i.i.d)
Gaussian random noise with zero mean and varianceo 2 .
The probability density function (PDF) i.e. the likelihood for a random variable y to take

on a given value of Ho, is given by [104]

p(y;Ho)= exp(— Mﬁ} (5.60)
O

n

The PDF of Hzis given by [104]
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2 :
‘HWT a(Go o G)” Hb(eo ro, Af j‘ +n‘ (5 61)

p(y;H,) = exp|| I ) exp| ,
| ) piof

The likelihood ratio test is given as [104]

!
: (5.62)
>0

Ho

=log ﬂ(m% = ‘Hw$a ©, 1@ )HZ Hb (6, 1, AF )HZ |
0

p(y;H

where & is threshold for detection. We suppose that the target signal is a Gaussian

process with zero mean and variance o©?. The Neyman-Pearson criterion based

S

probability of detection and false alarm can be given as [30], [104]

.63
P =p(A>5IH )=1- F (20) 9
X 0'2
(077 (1-p,))
J _p(/\>5|H) 1- FX(Z)LO G 2+02J (5.64)

where M and N are the receiving and transmitting array elements respectively, X(zz) is the

chi-square distribution with 2 degrees-of-freedom, while F(.) is cumulative distribution

function.  In this case, the strong received echoes increase the probability of
detection ( pa ).
5.2.4.4. CRLB analysis
In this section, the performance of proposed scheme has been analyzed in terms of

Cramer-Rao Lower Bound (CRLB) criteria for range and angle estimation. For CRLB, the

data vector can be taken as [183]
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yz(WTHa(GO,rO,a))b(GO,rO,Af)+n (5.65)
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where D (80.T0,Af) Is receive steering vector, while wHa(8o,10,a) is complex

;
amplitude of the steered target that provides improved SNR in this case. The improved
SNR is due to the use of non-uniform frequency offsets along the transmitter FDA
elements. n is the zero mean Gaussian noise with unit variance. Therefore, we can write

array output in SNR terms given as

y=<BNRb(6o,ro,Af )+n (5.66)

We assume that angle and range parameter vector i.e., y =[6,,r,]" is unknown. The mean

€ and covariance I' of the array output y are given as

€ =SNR b (60, o, Af ) (5.67)
—_ (5.68)

The Fisher information matrix (FIM) is derived as [30], [183]

1_9n [ de” | de ] 28NR| Joo  Jor I (5.69)
— e _1—1_ — 0o 00
[ dy = ay— J' e, i 1]

Where the related values of J,, and J__ are derived as [31], [183]

4rr*f?d*cos®(6 ) X 5.70

\]99 — 0 > 0 n2 ( )
(4 C =

ATT2Af%2 K2 (5.71)

.=, 2n
C n=—K
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while, Jeoro and ‘]roeo are derived as [31], [183]

2
) amr fOAfd cos(GO) ZK: ; (5.72)

I’090 - C2 — K n

Jeoro =J

The CRLB for the target angle and range estimates can be given as the diagonal elements

of the inverse J matrix i.e.

CRLBg =[] 31 ), (5.73)
CRLB_ =[] I (5.74)

The improved CRLB results are shown in simulations. The performance improvement is

due to proposed scheme which directs the maximum energy towards the target.

5.2.5. Performance analysis of HCFDA with the proposed non-

uniform FDA transmitter designs

This section describes the simulations and results. We assume a symmetric FDA
of N =11 transmitting array elements and M receiving array elements with half wave
length inter-element distance. The AWGN is modeled as having a zero mean and equal

variance at both ends. Likewise, we assume the carrier frequency fo=10GHz and

frequency offsets Af =30kHz.
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DOA estimation based on Root MUSIC algorithm
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Figure- 5. 21: DOA estimation performance using Root Music algorithm

For DOA estimation, the Root MUSIC algorithm has been used. The SNR of
received signal is assumed to be 20 dB . We assume that two signals imping on the receiving
array from 30" and 60°. The employed algorithm estimates the target DOA quite

accurately. Fig- 5.21 shows the DOA estimation results of Root MUSIC algorithm.

We assume that 30 is the target direction, while 60" is the direction of interference to be

suppressed. Likewise, the range of these targets can easily be estimated using the

conventional range estimation formula.

The current estimated range and direction of the target i.e., (GAOVk , r}k) , along with

the  previously  estimated  positions kept in  the memory  i.e.,
(GA . )(0 o )(9 o ) are forwarded to the EKF based prediction
0k-2 0k-2

0k-1 0k-1 0k-3 0k-3

block of receiver to estimate target future direction i.e., (95,k+1, r;,kﬂ). Instead of taking
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the target trajectory in Cartesian plane, we convert it to range (r) and theta () axis for

making is more relevant to range-angle dependent beamforming of FDA. The target

motion is modelled using well-known coordinated turn model. We assume a nonlinear

state vector denoted as x=[60’ rr¢ ]T here & and 6 are the target position and its

velocity component along angle axis, while r and r are the range and its velocity component
along range axis and ¢ denotes the turn rate. The nonlinear transitional and measurement

matrices are taken as

[10000]
ogooo|

F= ’001oo|andH_(88f8%]
|ooo()¢0| L ]
| |
[loooool]

Likewise, the process and measurement noises are taken as zero mean Gaussian with
covariance matrices Q andR, respectively, whereQ = diag[0,02,0,032,0 2]with

02 =02%=0.25 and

R =diag([02,02])with 02 =0.01 ando? =0.2. The SNR is taken as 10dB.
6 r 6

Fig-5.22 shows the prediction performance of this EKF based prediction block. Fig-5.22
(a) shows the observations of the target trajectory and Fig- 5.22 (b) shows the EKF based
target position prediction performance. Fig-5.22 (¢) & (d) show the comparison of Kalman
filter (EKF) and EKF based prediction with the help of feedback performances in terms of

measured mean square error with respect to angle and range.
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It can be noted that EKF with the help of feedback loop predicts the target position
quite accurately. But if the environment becomes more non-stationary, the feedback
property of cognitive radar helps the proposed system to maintain its performance.
Therefore, this predicted estimate and estimation error of the target position is sent to
the proposed transmitter for calculating the non-uniform frequency offsets using a

suitable companding factor u .

For SINR analysis, we assume that an interference is located at (60 ”,4km) :

we fix the interference plus noise ratio (INR) equal to 30 dB. Fig-5.23 shows the output
SINR vs SNR graph for the conventional and proposed FDA design. It can be noticed
that the proposed radar has a better SINR performance than that of a conventional FDA

radar.

60
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5ol """ Proposed FDA design R
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Figure- 5. 23: The comparison of output SINR vs SNR of proposed and conventional
FDA at fixed INR=30dB N=P=11,r =3km, f, =10GHz,Af =& = 30kHz
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Figure- 5. 24: Comparison between the detection performance of proposed HCFDA
designs and conventional FDA

For evaluation of detection performance, the probability of false alarm is kept

constant i.e., p; =1le—4. Fig- 5.24 shows the detection performance of proposed

FDA design and compares it with conventional FDA radar detection performance.
Furthermore, it can be noticed that proposed design achieves a better detection
performance because a higher SNR is obtained due to a sharp transmitted power peak
directed towards the target.

Fig- 5.25 (a) shows the comparison of the proposed HCFDA radar designs and
conventional FDA for CRLB performance on target angle, while Fig-5.25 (b) shows
CRLB performance comparison on target range. It is evident that proposed approaches

gives adequate estimation performance.
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5.3. Conclusion and discussion

In the nutshell, the proposed systems learn about the statistical variations of
environment and in response, it makes suitable changes in the adaptive parameters for
maintaining an improved performance. The cognitive properties, such as feedback,
memory and application of adaptive signal processing at the receiver and transmitter
have been utilized to maintain an improved performance. Consequently, the proposed
radar design achieves an enhanced SINR that results in better detection performance
and improved CRLB for target position estimation as compared to the conventional
FDA. Likewise, the symmetrical offsets applied around the middle elements helps in

generating deeper nulls in comparison to the non-symmetric designs.
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CHAPTER-6

Conclusions and Future Work

6.1. Conclusions

This dissertation investigated and studied various types of hybrid radars based on
linear antenna arrays. Phased array radar (PAR) is already in its mature form, while
research community is focusing towards frequency diverse array (FDA) and cognitive
radars (CR). Moreover, hybrid designs of CR with PAR and FDA radars promised
significant performance improvement as compared to stand-alone PAR and FDAs. The
performance improvement of the proposed hybrid designs is in terms of enhanced signal
to interference and noise ratio (SINR), improved detection probability, better range and
angle resolution, enhanced transmit energy focusing, better energy efficiency,
improved tracking performance and improved Cramer Rao lower bounds (CRLB) on
range and angle estimates.

To analyze the performance of hybrid cognitive phased array radar (HCPAR), a
cognitive model has been proposed that avoided continuous scanning of the
surveillance region. Instead, only the predicted regions based on the receiver feedback
are scanned during next cycle, which resulted in saving a lot of power. Moreover, it is
shown that the proposed design intelligently varied active elements of the employed
phased arrays according to the requirement. Consequently, it reduced computational
and hardware complexity as compared to the fixed element phased array. The more

focused beam pattern towards the predicted target direction resulted in higher SINR
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and improved detection probability. It has been shown that the proposed cognitive
design updated the radar parameters after sensing the environment in an intelligent
manner to get the improved performance.

To analyze the performance of the proposed hybrid cognitive frequency diverse
array (HCFDA) radar design, a cognitive frequency offset computation scheme has
been formulated. In this case, an FDA with uniform inter-element frequency offset has
been assumed. Additionally, to improve the SINR and detection probability in an FDA
radar paradigm, a cognitive FDA design has been proposed. The proposed design
updated its parameters, intelligently, based on feedback to get improved performance.
In this case, the 3-D range-angle dependent beam pattern is observed to ensure power
peaks towards the predicted range and direction of the target, which resulted in
improved SINR, tracking performance and detection probability. Moreover, it saved
power and reduced computational complexity compared to the conventional FDA and
phased array radar. The proposed design also avoided pollution of the environment
from the electromagnetic radiations.

To analyze the performance of HCFDA with non-uniform frequency offset among
the array elements, a cognitive FDA design has been proposed that learned the statistical
variations of environment and in response, it suggested suitable changes in the adaptive
parameters for maintaining an improved performance. Moreover, three new methods
are introduced to compute the non-uniform frequency offsets. These offsets resulted in
3-D single maximum beam pattern, which ensured better SINR, detection probability
and enhanced transmit energy focusing. Additionally, an improved CRLB for target
position estimation has been achieved as compared to a conventional FDA. Moreover,

a symmetrical offsets application scheme has resulted
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in generating deeper nulls in comparison to the non-symmetric designs, which further

improved SINR.

6.2.

Future work

In future, the work presented in this dissertation may be extended in various dimensions:

In this dissertation, we have focused only the linear arrays. For improved
localization performance this work can be extended towards planer arrays as
well. The planer arrays, simultaneously, localize targets in elevation and
azimuth in contrast with the linear arrays, which can localize targets only in one
direction. Planer PAR are in mature form but we will investigate towards
cognitive planer PAR and FDA designs for achieving improved performance.
The non-uniform frequency offset scheme for the presented cognitive FDA
design achieves single maximum 3-D beam pattern, which helps to mitigate
interferences efficiently. Therefore, different windowing schemes, such as Hann
window, Chebyshev window, Blackman window, flattop window, cosine
window etc. can be applied to a presented cognitive FDA design to achieve
improved transmit focusing towards the target position.

The neural networks (NN) utilized for cognitive radars may be applied on the
presented hybrid cognitive PAR and FDA design to make them intelligent. The
NN will surely help the modern radar systems to evolve into an entirely new

generations of intelligent radars.
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