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Abstract

The correct transmission and reception of data has been a main concern for researchers
since the advent of the communication era. In the presence of noise generating factors
like frequency interference, weather conditions; in the open media, it is impossible (o
remove errors in the wireless media, where the vulnerability of data is higher than in any
other media. In a noisy environment, it is often not possible to reduce the bit error rate to
acceptable levels. Doing so may require raising the signal power beyond practicul limits.
Alternately lowering the error rate might require communicating at an unacceptably slow
sate. There is another available option 10 improve the performance of  digital
communication systems such as ‘error control coding’ cun be used to provide a structure
for error tolerant communication. The structure is such that errors can be recognized at
the receiver. The error control is accomplished in two steps: detection of error and its
correction. Error detection is the process of providing cnough structure so that receiver
knows when the error occurs. If the added structure is sufficiently detailed to aflow
pinpoint the location of these errors, the code is an error correcting code, and it is possible
to correct errors at the receiver without requesting additional information from the
transmitter {c.g. a retransmit request). This process is known as Forward Error Cosrection.
Forward error correction normally requires adding the redundancy to the signal; more bits
are sent than required. There is no possibility of the error free communication over the
noisy channel when messages are encoded with zero redundancy. Various coding
techniques are developed to detect a;ld correct the errors at the receiver/destination.
These techniques are called error correcting codes and the most efficient ene is “Turbo
Codes’. Considering the efficiency, Parallel Concatenated Convolutional Codes (the other
name for Turbo Codes) perform remarkably better as compared to any version of other
coding techniques. ‘

Claude Shannon has shown that it is possible to achieve error free communication
by adding sufficient redundancy. Shannon limit was not achieved by the convolutional
codes but Turbo Codes have achieved the signal to noise ratio neat (Es / N, = -1.6 db).
Amongst. the encoders for turbo codes, Recursive Systematic Convolutionul (RSC)
Encoder is exclusively better than the Non-recursive and Non-systematic ones. While the
decoding algorithm for turbo codes, SOVA (Soft Outpur Viterbi Algorithm) outpecforms
its counterparts like MAP in terms of complexity and efficiency. This thesis is unigue

having complete understanding of the SOVA decoding algorithm, siep by step.

vi



The concept of interleaver has expanded in Turbo codes, which not only remove
burst crrors but also help in code weight distribution. 1t feeds the encoders with
permutations so that the generated redundancy sequence can be assumed independent. All
the functions of the interleaver have a significant effect on the performance of the turbo
code, thus making the design of the interleaver a critical issue.

This thesis puts different issues concerning Turbo Codes at one place describing
the working of decoding algorithm SOVA and, design and complexity features of
interleaver which is a vital part in turbo codes construction. However this rescarch
focuses on the existing literature and techniques rather than on generating and testing new

theories.

Key Words: Error Correcting Codes, Turbo Codes, Recursive Systematic Convolutional

(RSC) Encoder, SOVA (Soft Quiput Viterbi Afgorithm), Interfeaver Design
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Chapier 1 Introduction

1. Introduction

Error free communication systems are needed to guard against loss or damages of
data and control information. In all communication systems, there is a potential for error.
Transmitled signals are distorted to some extent before reaching their destination. Error
detection and correction are reguired in circumstances where error cannot be tolerated
This is usually the case with data processing systems. Typically, error control is
implemented as (wo separate functions. error detection and wetransmission. To achicve
error detection, the sender inserts an error-detection code in the transmitied PDU
(Protocol Data Unit), which is a function of the other bits in the PDU. The recerver
checks the value of the code in the incoming PDU. If an error is detected, the receiver
discards the PDU. Upon failing to receive an acknowledgment from the reciever in a
reasonable time, the sender retransmits the PDU. Some protocols also employ an error
correction code which enables the receiver not only to detect errors but, in some cases to

correct them as well. We will talk about these protocols in the thesis.
1.1 Error Induction

When data is being transmitted belween two DTEg, it is very common (especially
if the transmission lines are in an electrically noisy environment such as telephone
network) for the electrical signals representing the transmitted bit stream 1o be changed
by electromagnetic interference induced in the lines by neighboring electrical devices
This means that signals represen{ing a binary 1 may be interpreted by the receiver as a
binary 0 and vice versa. To ensure thal informatton received by a destination DTE has a
high probability of being the same as that transmitted by the sending DTE, there must be
some way for the induction to a high probability when received information contains
errors Furlhermore,.should errors be detected, a mechamism is needed to obtain crror free
data. Error free communication systems are needed to provide secure transmission of data
over the network. The growing traffic over the networks, band width limitations and

nature of data make it essential to have error free communication Systems. Growing use

Efficient Errar Correcting Codes For Wireless Networks: TURBO CODES 1



Chapter 1 Introdiction

of satellites in communication systems make it vital to have some reliuble crror free

communication mechanism.

1.2 Error Control

There are various approaches to achieve forward error control in which cach
transmitted character or frame contains additional (redundant) information so that the
receiver can not only detect when errors are present but also deermine where in the
received stream the errors are. The correct data is then obtained by inverting these
bits.Fecdback (backward) error control in which each character or frame includes only
sufficient additional information to enable the receiver (o detect when error are present
and not their focation. A retransmission control scheme is then used 1o request a

retransmit.

In practice the number of additional bits required to achieve reliable forward error
control increases rapidly as the number of information bits increases, hence feedback
error control is the predominant method used in the types of data communication and
networking systems. Feedback error control can be divided into two parts: firsly the
techniques that are. used to achieve reliable error detection, secondy the control
algorithms that are available to perform the associated retransmission control schemes
This section is concerned with the most common error detection techniques currently in
use. The two factors that determine the type of error detection scheme used are the bit
error rate (BER) of the line or circuit and the type of errors (that is whether the error
occurs as random single-bit errors or as burst errors). The BER shows the probability £ of
a single bit being corrupted in a defined time interval. For example if 125 charucters per
block each of eight bits per frame is to be sent and the probability of a block (frane)
containing an error is approximately 1. This means that on average every block will
contain an error and must be retransmitted. Clearly this length of frame is too long for
this type of line and must be reduced to obtain an acceptable throughput. The type of
errors present is important since as we will see different types of errar detection schemes

are used to detect different types of error. Also the number of bits used in some schemes

P
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determine the burst lengths that are detected. The three most widely used schemes are

parity bit check, block sum check and cyclic redundancy check.
1.3 Probability of Errors

The prabability that a frame arrives with no bit errors decreases when the
probability of a single bit error increases, as you would expect. Also, the probability that
a frame arrives with no bit errors decreases with increasing frame length. Longer the

frame, the more bits it has and higher the probability that one of these is in error.
1.4 Error Detection

Following error detection techniques are commonly used. Each technique hus its -

own mechanism to work and its drawbacks which are discussed in brief in the following.
1.4.1 Parity Bit Check

The most common method used for detecting bit errors with asynchronous and
character-oriented synchronous transmission is the parity bit method. With this scheme
the transmitter adds an additional bit - the parity bit to each transmitted character prior to
transmission. The parity bit used is a function of the bits that make up the characler being
transmitted. Hence, on receipt of cucl; character, the receiver can perform a similar
function on the received character and compare the result with the received parity bit. If
they are equal, no error is assumed, but if they are different, then a transmission esror is
assumed to have occurred. To co;npute the parity bit for a character, number of 1 bils in
the code for the character are added together (modulo-2) and the parity bit is then chosen
so that the total number of 1 bit (including the parity bit itself) is either even- cven parity

- or odd - odd parity.

Method will only detect single (or an odd number of) bit error and that two (or
an even number of) bit errors will go undetected. The circuitry used [o compute the parity

bit for each character comprises a set of exclusive-OR (XOR) gates connected. The XOR

Efficient Error Correcting Codes For Wireless Nerworks: TURBQ CODES 3
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gate is also known as 2 modulo-2 adder since the output of the Exclusive-OR opcration
between two binary digits is the same as the addition of the two digiis without a curry bit.
The least significant pair of bits is first XORed together and the output of this gate is then
XORed with the next (more significant) bit, and so on. The output of the final gale is the
required parity bit which is loaded into the transmit register prior to transmission of the
character. Similarly, on receipt, the recomputed parity bit is compared with the received

parity bit. If it is different, this indicates that a transmission error has been detected.
1.4.2 Block sum check

When blocks of characters are being transmitted, there is an increased probability
that a character (and hence the block) will contain a bit error hence an extension to the
error detection capabilities obtained by the use of a single parily bit per character (byte)
can be achieved by using an additional set of parity bits computed from the complete
block of characters (bytes) in the frame. With this method each character (byte) in the
frame is assigned a parity bit (as before column or row parity). In addition an extra bit is
computed for each bit position (longitudinal or column parity in the complete frame., the
resulting set of parity bits for each column is referred to as the block (sum) check
character. It uses (odd parity) for the row parity bits and even parity for the column parity

bits. It assumes that the {rame contains printable characters

-

It can be deduced that although two bit errors in a character will escape the row
parity check they will be detected by the corresponding column parity check. This is true
of course only if po two bit errors.occurring will be much less than the probability of two
bit in a single character occurring hence use of a block sum check significantly improves

the error detection.
1.4.3 Cyclic Redundancy Check (CRC)

One of the most common, and most powerful, error-detecting codes is the cyclic
redundancy check (CRC), which can be described as follows. Given a kbit block, or

message, the transmitter generates an n-bit sequence, known as a frame check sequence

Efficient Error Correcting Codes For Wireless Neiworks: TURBO CODES 4
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(FCS), so that the resulting frame, consisting of k + n bits, is exactly divisible by some
predetermined number. The receiver then divides the incoming frame by that number and

if there is no remainder, assumes there was no error.
1.5 Drawbacks of the techniques

The use of parity bit check is not foolproof, as noise impulses arc often long
enough to destroy more than one bit, particularly at high data rate. As parity check only
encounters odd number of bit errors and even number of bit patterns are overhead. Block
sum fails when there is a burst error in the column and rows as well. So the final parity

bit cannot verify the burst errors in block sum.
1.6 Introduction to Error Control Coding

Over the years, there has been a tremendous growth in digital communication
especially in the fields of cellular/PCS, satellites, and computer communication. In these
communication systems, the information is represented as a sequence of binary bits. The
binary bits are then mapped (modulated) to analog signal waveforms and transmitted over
a communication channel, The communication channel introduces noise and interference
to corrupl the transmitled signal. At.the receiver, the channel corrupted transmitted signal
is mapped back to binary bits. The received binary information is an estimate of the
transmitted binary information. Bit errors may result due to the communication channel
and the number of bit errors depends on the amount of noise and interference in the
communication channel.Channel coding is often used in digital communication systems
to protect the digital information from noise and interference and reduce the number of
bit errors. Channel coding is mostly accomplished by selectively introducing redundant
bits into the transmitted information stream. These additional bits will allow detection
and correction of bit errors in the received data stream and provide more reliable
information transmission. The cost of using channel coding to protect the information is a
reduction in duta rate or an expansion in bandwidth. In 1948, Claude Shannon showed
that controlled redunduncy in digital communications allows for the existence ol

communications at arbitrarily low bit error rate (BER).
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1.6.1 Shannon Theory ’

The field of Information Theory, of which Eeror Control Coding is a part, is
founded upon a paper by Claude Shannon. Shannon calculated a theoretical maximum
rate at which data could be transmitted over a channel perturbed by additive white
Gaussian noise (AWGN) with an arbitrarily low bit error rate. This maximum duta raie,
the channe! capacity C, was shown to be a function of the average received signal power,
S, the average noise power, N, and the bandwidth of the system, W. This funcbon, known

as the Shannon-Hartley Capacity Theorem, can be staled as:
C=W *log:(1+5/N) (1.5)

If W is in Hz, then the channel capacity C is in bits/s. Shunnon stated that it 1s
theoretically possible to transmit data with a data rate R . C with an arbitrarily small

error probability by use of a sufficiently complicated coding scheme.

Error control coding (ECC) uses this controlled redundancy to detect and correct
errors. When ECC is used to correct errors this is called Forward Error Correction (FEC).
The method of error control coding used, depends on the requirements of the system (e.g.
data, voice, and video) and the nature of the channel (e.g. wireless, mobile, high
interference). Ti]e obstucle in error controf coding research is to find a way 1o add
redundancy 1o the channe] so that the .rc;eiver can fully utilize that yedundancy to detect
and correct the errors and to improve the coding gain -- the effective lowering ol the
power required or improvement in through put. Codes have varying degrees of efficiency
and only a few limited cases actually make use of all of the redundancy in the channel.
Different codes also work better in certain conditions like high bit error rates {BER), ligh
throughput, or bursty channel. Shannon's discoveed the theoretical limit on the lowest
signal to noise ratio required lo achieve throughput.He also proved that channels have a
maximum capacity C, that can not be surpassed regardiess of how good the code is.
However, he proved that codes exist such that by keeping the code rate, R, (expliined

below) less than C, one could control the error rate based simply on the code structure
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without having to lower the effective information throughput. Four decades of research

have lead to codes that come very close to matching this theoretical Iimit.

Since adding redundancy to the channel effectively reduces the bandwidth of the
channel, there is a strong impetus to come as close to the theoretical limit. The code rate

R is defined as follows:

k = (length of message block)

n = (length of the trunsmission block with redundancy added)
R=k/n{becausen>=kandk>0,0<R <=1}

Redundancy in digital communications (what this paper deals with) takes the
form of parity bils on the information bits. The amount of redundancy is equal to the

number of bits transmitted minus the original length of the message or:
n - k = parity check bits

Note that a code rate of one -- the maximum and n = k -- means that there is no
redundancy in the channel. A code rate of 1/2 means that for every 1 bit of information
their are 2 bits being transmitted. A low code rate (1/4 to 1/2) is used for channels that
have many errors and require that the enzzoder includes considerable redundancy. A high
code rate (1/2 10 1) is used for chanpels that have few errors and don't require that the
encoder include much redundancy. Multiplying the bandwidth or capacity of the channel

with the code rate gives the effective bandwidth after ECC:
(Effective Bandwidth) = (Bandwidth} * Rt

Error control coding bases its mathematical foundation on linear algebra. All
codes discussed are linear codes. The linear codes are divided into two categories: trellis

codes and block codes. Figure 1.1 shows the lineage of the best known codes.
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|
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—e-!  Coset Codes | /
BCH Codes
/\
Reed Solomen l Hamming Codes

Figure 1.1: Code Lincage

Each code is distinguished by the method used to add redundancy and how much of this
redundancy is added to the information going out of the transmitter. Below are several
terms that are used to differentiate and understand different codes.

»  Weight The weight of a tuple of bits is equal to the number of ones in the tuple.
The weight of (0 0 1 1 0 1 0) is three. The weight of (1 1 1 1 1 0)is five. The
weight of the zero codeword or all zero codeword (0 0 0 0 0 0) is zero.

e Minimum Distance The minimiumn distance dp;n of 2 code 1s the minimum

number of bits that must change in any codeword to produce another codeword.

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES I
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The greater the minimum distance, the more effective the code can be. The
hamming distance (also known just as the distance) between two tuples is defined
to be the number of bits that are different between two luples. For exampie, the
hamming distance between the two tuples, (0 0 0 0) and (1 1 1 (), is equal to
three, because there are three bits those are different. The hamming distance

between any two tuples v and w is denoted as d (v, w).

1.6.2 How the Rédundancy is used to Correct and Detect Errors

Error control coding takes a packet or sequence of data. Typically this takes the
form of a tuple of bits. This tuple represents the message. Redundancy is added to each
message in a systematic way so that the resultant codewords have a one to one relation
(match) to the messages. This means that the codewords are larger than the messages
(because of the redundancy), but for every valid codeword there is one and only one

message. For example:

You take an 8 bit message and add 1 bit of redundancy in the form of an even parity bit:

(01101000)becomes (G 1101000 1)

This implies that the tuple (0 1 1 0 1 G 6 0 0) is ot a valid codeword since it does not
satisfy even parity although it is 9 bits long just like the other codeword. The resuitant
codeword bit-tuple supports 29 possible bit patterns, but only 2*8 of those patterns are

valid. -

By making the possible number of bit paiterns in the codeword much lurger than
the number of possible messages, the number of invalid codeword bit patterns becomes
larger. If bit patterns are chosen within the space of possible codewords that maximize
the hamming distance between the valid codewords, an effective code can be created. A
message is encoded inlo its matching codeword. This codeword has a certain amount of
distance from all the other valid codewords. Even if a few errors occur, as long as the

number of errors is less than the distance to any other code, the resulting codeword with

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES v
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errors will always be invalid. At this point, the receiver has to decide to fix the crror or
signal that is has found an error and drop the packet. In the latter case, the receiver is
done. In the former case, there is a difficult question to be answered. If a valid codeword
has had errors added to it, the receiver must choose the closest valid codeword to map the
invalid codeword to. One very important assumption that is made in error control coding
is that when the decoder has a choice between two codewords, it will always choose the
codeword that is the closest to the received codeword according to hamming distance
{minimize d(possible valid codeword, received erroneous codeword)} -- the least number
of errors is predicted to be the most likely. No.le that if a codeword receives enough errors
in the right places, it could be picked up at the receiver and "look" like a valid codeword,
or be closer to a another valid codeword than the one that was originally fransmited. In
either case, errors get through undetected. In the latter case, the receiver, in the process of
"correcting” errors, effectively adds errors to the data. For instance, if the repetitive code

(3,1) is used where:

n = 3 (three bits transmitted in each code word)

k = 1 (one bit of information is transmitted)

‘ If the infprmation bit k is 0, then the codeword n is (0 0 0) If the information bit k
is 1, then the codeword nis (11 1).If NO €rrors oOccur, then the only two codewords that
can be received at the receiver (figure 1.2 below) are (0 0 0) and (1 1 1). The receiver can
then decode these into 0 and 1 respectively. However, if errors were introduced by the
channel then we cun theoretically receive anything. This code can correct onc error.
Because the receiver does not know what the transmitted codeword 1s and the receiver
also knows that errors can be introduced by the channel, it will look for the closest match

between the received codeword and one of the two valid codewords (00 0) and (1 1 1).

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES 10
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| Fihe most probable codeword iHamming distance ‘Hamming distance
}Rcceivcd codeword v transmilied o (000) to(lll)

;(Fu 0) ©00) 0 3
i@ 01) (000) 1 2
(0 10) ©00) 1 2
(100) 00 0) 1 2
(110) (111 2 [t
(11 .if(i 11) 2 '1
;(101) ;(1 11) 2 !i
(111 (LL1) 3 0

Table 1.1: The decoding table for a (3, 1) repetitive code

Note that if the repetitive code (2,1) had been chosen the errors could not have
been corrected because the hamming distance between the two possible code words

would be equal. This code can detect one error.

) The most probable eodeword [Hamming distance ;liumming distance
Received codeword ¢ i
v transmitted to (00) s;lo (1D
00) - (0 0) ; 0 2
i(O 1) Error Detected =~ 1 BRI
{( 19 Error Detected” 1 1
{(1 1) (L 1) 2 5”

Table 1.2: The deceding table for a (2, I) repetitive code

* Error was detected, but could not be correct because the minimum distances to the

closest code words were equal.
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1.6.3 Stages in Error Control Coding

, ' s{x
Transmitter ——u—»l_lilioier___l—v_h Modulator |

Noise
n(x)ore

Receiver --:1—7u Decoder ' | Demodulator nx
L

Figure 1.2: Errer control coding path

* u = message: The binary message can be expressed as a tuple (1001 100 0).
The bit on the left (denoted ug) is the first to enter the encoder. The bils are

entered from left to right. The last bit to enter is u, where n = 7 i this case.

* v =codeword: Code words can be expressed in the same way as information bits.
Code words include the information bits (maybe in a slightly altered form) plus
the redundancy in the form of parity checks. v will always be greater in length
than u if the code rate is below 1. Using the above tuple and a one bit even parity,

vwouldequal (10011000 1).

* s(x} = transmitted signal: The transmitted signal is the modulated encoded

information.

* n(x) = noise signal: The noise signal , added to the transmitied signal s(x).

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES 12
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e ¢ = error pattern: This is the counterpart of the noise signal in the binury tuple
domain. Error patterns can be expressed as tuples or polynomials as well. For
example, the transmitted codeword v has the error pattern ¢ added to it. The
receiver would pick up v + e with an error in the every position in e that has a 1.
In the graph above, we have assumed that the error channel is equivalent to an
additive white Gaussian noise channel. There are many types of noise that can be

present in a communications channel, but all channels are subject 1o AWGN.

= r(x} = received signal: r(x) = s(x) + n(x)

= = received sequence: The received sequence is equal to v + e as shown above. It
is the demodulated received signal r. The received sequence r is equal to Lhe
transmitted codeword v if there are no errors. If r does not equal v, then e muslt
not contain all zeros and therefore an error has occurred. For example, if v = (1 0
0110001 ande=(000010000)thenr=(10010000 1) with an error
in the fifth bit .

» u' = decoded received sequence: If there were no errors or whatever errors that
did occur were correctable u' will equal u. However, if there was an undetectable

error or decoder error, u' will not equal u.

1.6.4 Effectiveness of Codes

Error-correcting codes operate in general by introducing redundancy to combat
errors introduced by the noise in the channel. Thus by adding redundancy we have
reduced the rate of information transfer from 1 bit per channel use, to a fraction R = (k/n)
bits per channel use, where k is number of information bits (before adding redundancy),
and n is number of bits after adding redundancy. The ratio R is called the code rate.
In order to introduce the concept of Code Performance, we need to introduce two
definitions. Bit Error Rate (BER) is the probability of any particular bit being in error
within a transmission.The signal to noise ratio (SNR, expressed as Eb/No) is the ratio of

the channel power to the noise power. Bit Error Rate (BER) and Signal to Noise Ratio
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(SNR) of the transmission determine channel performance. As shown below in Figure
1.3, low bit error rates are attainable with all channels, coded or uncoded. The difterence,

however, is how much power (SNR) is necessary to achieve a low BER.

10" Y-
1¢-2 - "
Bit Ervor Frobability
wio aoding (BPEK}
123
Bit-arrar
Prohakilite
104
Bit Errer Prebatility
'0'5— with codling
14°8 N SR IPEEN A RS WS DU
3 8 g 10

” BN (B

Figure 1.3: Error Code Efficiency: BER versus Eu/Ng

For a fixed BER, the required Eb/No is reduced with error-control coding by coding
gain. The plot in Figure 1.3 shows the coding gains available with the Golay rate (12/23)
code having block length 23. At a bit-errer probability equal to 10-6, the avaifable coding
gain using hard decisions is 2.15dB. . The difference between the two signals to noise
ratios (SNR) at a particular probability of output error is equal to the coding gain. As long
as the coded channel requires less SNR then the code is effective. Shannon's Law stutes
that no matter what code is used nothing can be gained below -1.6 [dB]. Since there are
an infinite number of codes that will produce a positive coding gain, the objedive is to
choose the most effective code. This would be a line along Shannon's limit at -1.6 [dB).
While no known codes achieve this limit, recent codes (e.g. turbo codes) are starting to
get close to the Shannon limit. Another concern is, not to over-encode or under-encode
your channel. Over-encoding occurs when the channel does not have enough errors (o
justify a code rate as low as the one being used. Under-encoding occurs when the channel

has too many errors and the code rate is too high. In static situations, the types and
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probability of errors will be known. However, in dynamic situations like wireless mobile
applications the quality of the channel (number of errors) will be changing versus time
and different codes with different code rates should be used. The repetitive codes shown
above are very inefficient and would probably never be used. The method of how
redundancy in the form of parity checks is added can get very complicated and efficiency
of the code must be proven mathematically, because the brute-force method of trying
every codeword could take centuries or longer. Once a code has been proven effeclive, a
method of application must also be found that is within the space, time, and monelary

requirements of the system.

The goal of channel coding is to reduce the number of crrors caused by
transmission in a, power-limited environment. Theoretically, the best possible
performance any channel can accomplish is called the Shannon limit A code with
Shannon limit performance is ideal, but so far, has not been achieved in practice. The

only practical code that comes close to the Shannon limit is the RSC Turbo code.
1.6.5 Types of Channel Codes

There are two main types of channel codes, namely block codes and
convolutional codes. There ate many differences between block codes and convolutional
codes. Block codes can be used to either detect or correct errors. Blo-ck codes accept a
block of k information bits and produce a block of n coded bits. By predetermined rules,
n-k redundant bits are added to the k information bits to form the n coded bis.
Commonly, these codes are referred to as (n,k) block codes. Some of the commonly used
block codes are Hamming codes, Golay codes, BCH codes, and Reed Solomon codes
(uses non-binary symbols).There are many ways to decode block codes and estimate the
k information bits. These decoding techniques will not be discussed here but can be

studied in courses on Coding Theory [WicY3].
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Convolutional codes are one of the most widely used channel codes in practical
communication systems. These codes are developed with a strong mathematical structure
and are primarily used for real time error correction. In convolutional codes the encoded
bits depend not only on the current k input bits but also on past input bits. The main
decoding strategy for convolutional codes is based on the widely used viterbi algorithm.
As a result of the wide acceptance of convolutional codes, there have been many
advances to extend and improve this basic coding scheme. This advancement resulted in
two new coding schemes, namely, trellis coded modulation (TCM) and turbo codes.
TCM adds redundancy by combining coding and modulation into a single operation (as
the name implies). The unique advantage of TCM is that there is no reduction in data rate
or expansion in bandwidth as required by most of the other coding schemes. A near
channel capacity error correcting code called turbo code was also introduced. This error |
correcting code is able to transmit information across the channel with arbitrary low
(approaching zero) bit error rate [Pro95]. This code is a parallel concatenation of two
component convolutional codes separated by a random tnterleaver. It has been shown that
a turbo code can achieve performance within ! di3 of channel capacity [BERY3]. Random
coding of long block lengths may also perform close to channel capacity, but this code is
very hard to decode due 10 the lack of code structure. Without a doubt, the performance
of a turbo code is partly due lo the random interleaver used to give the turbo code a
“random” appearance. However, one big advantage of a turbo code is that there is enough

code structure (from the convolutional codes) to decode it efficiently.

There are two primary decoding strategies for turbo codes. They are based on a
maximum a posteriori (MAP) aléorithfn and a soft output Viterbi algorithm (SOVA).
Regardless of which algorithm is implemented, the turbo code decoder requires the use of
two (same algorithmj component decoders that operale in an iterative manner. In this
thesis, the SOVA will be examined, because it is much less complex than MAP and it
provides comparable performance results. Furthermore, SOVA is an extension of the

Viterbi algorithm, and thus has an implementation advantage over MAP.
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1.7 Wireless Communication

Guglielmo Marconi invented the wireless telegraph in 1896. In 1901, he sent
telegraphic signals acrooss the Atlanic Ocean from Cornwail to St Joha’s
Newfoundland; adistance of 1800 miles His invention allowed two parties 1o
communicate by sending each other alphanumeric characters encoded in a analog signal,
Overi the last century, advances in the wireless technology has led 1o the radio,the
television, the mobile telephone, and the communication satellites. All types of the
inforamtion can now be sent to any corner of the world. Recently, a great deal of
attention has been focused on satellite communications, wireless networking and cellular

technology.

Communication satellites were first launched in 1960s. Those first satellites could
handle 240 voice circuits. Taday, satellites carry about one third of the voice traffic and
all of the television signals between the countries| EVANYS|.Modern satdlites typically
introduce a quarter-second propagation delay 10 the signals they handle. Newer satellites
in the lower orbits, with less inherent signal deluy, are deployed to provide a data services

such as internef access.

Wireless networking is allowing businesses to develop WANs, MANs, and LANs
without a cable plant. The IEEE has developed 802.11 as a standard for wireless LANs.
The Bluetooth industry consortium is also working to provide a seamless wireless

networking technology.

The celluar or mobile telephone is the modern equivalent of Marconi’s wireless
telegraph, offering two-party, two way communication. The first generation wireless
phones used analog technology. These devices were heavy and coverage was patchy, but
they successfully demonstrated the inherent convenicnce of mobite communications. The
current generation of wireless devices are built using digital technology istead ol analog,.
Digital networks can carry much more traffic and provide better reception and sccurity
than analog networks. In addition digital lechnology has made possible value-added

services such as caller identification. Now a days devices are connecting with internet
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using new frequency ranges at higher information rates. The impact of the wircless
communication has been and will continue to be profound. Very few invention have been
able to “Shrink” the world in such 2 manner. The standards that define how wireless
communication interact are quickly converging and will soon allow the creation of global

wireless network that will deliver a wide variety of services.

As higher und higher speeds are used in wireless applications, error carrection
continues to pose major design challenge. Recently, a new class of codes, called wrbo
codes, has emerged as a popular choice for third-gencration wirless systems. The figure
1.4 provides an overview of the processing of speech signals for transmision over a
logical traffic channel. This example figure has similarity to genernal figure 1.2 which

illustrates the similarity between the functionality.
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1.8 Outline of Thesis

In this thesis, a special class of convolutional codes, called turbo codes, is
presented. Since turbo codes are an extension of convolutional codes, the basic concepts
of convolutional codes are required. Chapter 2 presents the fundamentals of lincar block
& convolutional codes. Linear block code are explained in detail in this chapter. This
chapter discusses the encoder structure’ and its many representations. Also, it discusses
the primary decoding algorithm for convolutional codes, namely the viterbi algorithm.
Both hard and soft-decision viterbi algorithms are presented in Chapter 2. Furthermore,
performance issues related to convolutional codes are discussed. Chapter 3 introduces the
basic turbo codes encoder. The turbo codes encoder is a parallel concatenation of two
recursive systematic convolutional (RSC) encoders, separated by an interleaver. This
chapter shows the construction of a RSC encoder from a non-recursive nonsystematic ;
(conventional) convolutional encoder. The chapter explains the working of the SOVA
algorithm in detail. Furthermore, this chapter describes many different types of
interleaver that are suitable for the turbo code encoder. Chupter 4 describes the analysis,
design and implementation issues of the simulation. Chapler 5 investigates the
performance of turbo codes through extensive computer simulation testing. Many
simulation results are then presented to show the important characteristics of turbo codes.
Furthermore, this chapter summarizes the important findings about turbo codes, and

concludes the thesis.
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2. Linear Block and Convolutional Codes

2.1 History of Error Control Coding

[Year [Who IEvent or Discovery

IH948 {Shnnnnn IShannon's Limit

1949 |Goly [Gotay Codes

[1950 [Hnmming _]Hamming codes (first lincar error correcting codes)

|1954 Reed [First majority logic decoder

[1954 [Muller fReed-Muller codes

[1955 {E[ias (Convolutioml codes

1957 [Prange ICyclic codes

|]959 Ia)cquenghcm fBCH codes

EQSQ [Fire tFire codes

|I959. [Hagclbarger [Convolutional burst error currécling codes ,‘
|196{J lBosc iBCH codes independently discovered |
[1960 [Chuudhuri {BCH codes independently discovered T i
l1960 [Pctcrson {_Cyclic structure of BCH proven o
]1960 [Pelerson lSifnplc decoding method of binary BCH codes

‘196{) IReed & Solomon IReed-Solumon Codes

l1961 F‘Vuzcncrafl ISequentia! decading for convolutional codes

1961 [Meggin IMeggitt decoder - o
|l961 Easami lError rapping dcc?dcr with Kasami algorithm T
1961 {Elilchcll IErmr trapping decoder discovered independently -
|1962 fRudulph !Error trapping decoder discovered independently

11963 [Massey i’l'hreshold decoding for convolutional codes

{1964 IChicn IC!\ien searching alporithm for BCH codes !
|i965 [Berlekamp  [Berlekamp’s iterative algorithm for BCH codes |
11967 [Vitcrbi [Vilerbi (Maximum Likelihood) decoding for canvolutional codes !'
11967 [liuu‘olph “ lFinitc geometry codes S
I1979 lEain erall iPunctured cc I

I1993 lBermu et all [Turbo codes

Table 2.1: History of Error Correcting Codes
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2.2 Linear Block Codes

Block codes are not necessarily linear, but in general all block codes used in
practice are linear. Linear codes are divided into two categories: block codes and
convolutional codes. In a block code, the transmitted sequence is always a multiple of
n-bit long blocks. This is because information is transmitted in blocks of data that are
n bits long (hence the name). For an (n,k) code, C, the blocks have a length of n, k
information bits encoded in them, and n-k parity bits. Taking the repetitive code (3,1)

again we have

n = 3 bits in a block
k = 1 message bit

n - k = 2 parity bits

Figure 2.1 shows the information bit and the parity bik.

¢} {IPP)
21 (3,1) Encoder —So--

Figure 2.1: The encoding process showi:iﬁ information and parity bits for the (3, I) repetitive code.

-

If each block is n bils long, there are 2" possible combinations. However, linear
block codes consist of 2 possible codewords. These 2¥ possibilities form a subset of the
2" set. These are called valid codewords. The transmitter only outputs valid codewords,

but the receiver receives the same codeword with an error pattern added to it:

u(x)=(1101000)

e(x}=(0010000)

(X)=(1111000)
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Linear Block awd Convalutinnal Codex

If no errors occurred, then e(x) would have been equal to (0 00 0 0 0 0). Since in

error did occur in position 3 (counted from left), the receive bit in position 3 was
inverted. The receiver would know that (1 1 11 ( 0 0) was an error, because it did not fall

in the list of valid codewords. The receiver would then signal that an error had occured

far error detection. For error correction it would choose the codeword that was closest to

the r{x) pattern, hopefully (1 1 0 1 00 0), and pass this to the receiver.

MessugeiC()oresponding codeword{ Haraming Distanceto (1 111 000)
[

{0000) (0000000) 4
(1000) (1101000) I
{0100) (0110100) 3 ‘
i[(ll()()) (1011100) 2
(0010) (1110010) 2
%1010)‘ (0011010) 3
0110) (1000110) 5
(1110) (0101110) 4
(0001) (1010001) 3
(1001 ©0111001) 2
(0101)— (1100101) 4

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES



Linear Block and Comvolutivial Caodey

Chapter 2
(1101) (0001101) 5
(0011)“ (©100011) 5
(1011) (100101 1) 4 "
(0111) 0010111) 6
(1111) (1111111 3

Table 2.2: Linear block code withk=4andn=7

The mapping of the information sequence or message to its cooresponding
codeword by the encoder is one to one. Notice, that each of the codewords in the code C
above have at least 3 bits or more different from other codewords. Therefore the
minimum distance (the minimum number of bits that must be changed to end up with
another codeword) is 3. This could be written as for any codewords v and w in C the
d(v,w)is >=3. Therefore, the r(x) pattern (1 1 1 1 00 0) would be mapped 1o u'(x) = (1 |
01000) becaiuse it is the codeword with the closest hamming distance o 1(x). An
important feature of linear codes, is that the zero codeword is always a member of the

valid codewords.

Theorem 2.1

The minimum distance of a linear code is equal to the lowest weightof a nonzero

codeword.

t is the number of errors that can be corrected. s is the number of errors that can
be detected. Because a decoder must be able to detect an error before it corrects an error,

s is always more than or equal to t.
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§>=t
dpin>=s4+t+1 (2.1

dmin >= 2t + 1 (for error correction only code) (2.2)

The possibilities of t and s with dyin = 5

A linear code maps k-bit messages (2" possible messages) to n-bit cadewords.
Only 2* of the 2" possibilities are used, leaving 2" - 2" illegal bit sequences. The next step
in error correction is ussigning cach of these illegal bit sequences o their nearest

codeword. The standard array demonstrates how this is done:

Message Coset Leaders -

i ' g -
i(D 0 00 0 0 0).0000001 [0000010 0000100 0001000 V010000 101000()0 |1000{)00
|

r = ]'
(1101000);1101001{1101010{1101100{1100000}1111000 1001000 0101000

P
T |

(0110100)0110101,0110110:0110000 0111100 ;0100100

N e N D

(1011100){1011101!1011110{1011000 1010100 {1001100 lllllﬁﬂiﬁﬂlll(l(l

(1110010)1110011111100001111011041111010 (1100010 '1010010101 10010

i
0010100‘1110100

—

T=to 3.

o]
]
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—
001106106),0011011,0011000 0011110

‘ ;
| : l l UIJI(JIUIIUIIUI()
_ } I

0010010 OUUI()JO

i
|

1001110)1010110§11001 10 ;0000110

TR A |

(
010111 0)i0101111‘0101100 1010100100110 0111110 00011 1{]!11011 10
|

(10001 10)}1000111 {1000100 1000010

(1010001){1010000{1010011 1010101 l101](]0] 1000001 1110001 .0010001

011100 1)!()]110(]0 0111011{0111101 }011(]001 0101001 0011001 1111001

i

(11060101):1100100]1100111 131100001

L0110 L1101 11000101 0100101

-

i()(}l 110110101101
i

| | -
i

|(0 10001 I)IOIU(){HO 0100001,01001110101011 0110011

1

!

;(0 00110 1),0001100 iUUOIllI 0001001 UUDUIOI 1001101

000001 1{1100011

[P, S ————

i |

1
|
(100101 1)51(}01010 1001001 1001111 1000011{101 1011{1 101011
[ i
} r i
|

=

001011

f

:(0 01011 1)0010110 001010110010011 I0()11111|UO00111 011011111010111
: !

| » O O -

i(l 11111 1){1111110 11111011111101111110111 1101111'1011111 0111111
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Tablé 2.3: Standard Array for (7, ) code

The left most column represents the valid codewords. The top row represents the
possible error patterns that are to be corrected (coset leaders). All the sequences in row
one are mapped to (0 0 0 0 0 0 0), all the sequences in row two are mappedto (110100
0), etc. Since every valid codeword (same as table 2.2) has a hamming distance of atleast
three from any other codeword (dmn = 3), a bit sequence v’ created by changing one bit in

any codeword v will satisfy the following:
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diviv)=1
d(v', any other codeword) >= 2

Therefore, any codeword with only one error will always be closer (smaller
hamming distance) to the correct codeword than any other codeword. However, if two

errors occur, then:
diviv)=2
d(v", any other codeword) >= 1

and looking at the standard array, there is a 100% chance of a decoding error. A decoding
error in forward error correction happens when the decoder chooses the wrong codeword.
This normally produces more errors into the codeword (in the process of "correcting"
errors that don't exist the decoder actually adds errors). The probablility that the decoder
will produce an error is dependent on the type of code, the decoder used, and the
probability of a bit error in the channel. This value is of primary concern when choosing
an error controlling code. The difficulty of discovering a useful code lies in being able to
prove that it has a sufficient minimum distance and that it can be decoded and encoded
quickly. For example Cyclic, BCH, Reed Solomon, Reed-Mullerc codes, all have
convenient structures that not only allow the minimum distance to be found, but also
provide an easy way to encode and decode. The gualification of a "linear block” code
does not provide much in way of quick encoding and decoding (aside from a memory
decoder which becomes prohibitive for larger n). However, it does provide a structural
foundation for other codes to build upon. A lincar code C satisfies the following

conditions:

1) For any codeword u and v in C, u + v produces another codeword in C. Therelore

the code must be closed under addition.

*

2) For any codeword u in C and element a in GF(2™), a * u produces another

codeword in C.
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3) (Distributive law) For any element a in GF(2") and any two:
a*(u+v)=a*u+aty

4) (Associative Law) For any element a and b in GF(2™) and any vectorvin V,
a*(*v)=@*b)*v

5) Let 1 be the unit element in GF(27). Then for any vectorvin V, 1 * v =v.

Since each of the 2% codewords in C is contained in the set of 2° possible received
sequences and satisfies the above properties, the codeword C forms a subspace in V.
There also exists a dual space of the codewords which produces another code C'
called the dual cade of C. Every linear code has a zero codeword since the addition of

v+v equals 0.
2.2.1 Generator and Parity Check Matrices and Syndromes

The generator matrix for a linear block code is one of the basis of the vector space
of valid codewords. The generator matrix defines the length of each codeword n, the
number of information bits k in each codeword, and the type of redundancy that is added;
the code is completely defined by its generator matrix. The generator matrix is a k x n
matrix that is the row space of V. One possible generator matrix for a typical (7,4) lincar

block code: Table 2.4: A (7, 4) linear block code generator matrix

S T A

|
0 1 1 0 i 0 E
G 1 | :
= 1 1 1 0 iD 1 0
| |
1 0 0 [0 ]0 0 1
| ! |

L2
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Multiplying the k-bit information sequence u(x) by the (nk) generator matrix

gives the n-bit codeword.

u(x) = (Up vy ... ur) u(x) * G = ((uogoo + Mgio + ... + Uk 18-10) (UoZos + W@ + .o + Uk ke

1.1) - (Uogon-1 + BigLa-1 + oo+ Uk18k-1,01))
For example, using the matrix in table 3.5 and u(x)=(1011)
u(x) * G = ((1*1 + 0*0 + 1*1 + 1*1)

(1*1+0*1 + 1*1 + 1*0)

(1*0 + 0*1 + 1*1 + 1*1)

{171 +0*0 + 1*0 + 1*0)

(1*0 + 0*1 + 1*0 + 1*0)

(1*0 + 0*0 + 1*1 + 1*0)

(1¥0+0%0 + 1*0+ 1*1)) = (100101 1)

Redundancy (Parity Checis) Ornginal Message
{100) (1011)

n-X bits N k bits

Figure 2.2: Systematic Code

Note: The generator matrix in table 3.5 will always produce a codeword with the last four
bits being equal to the information sequence. When the information bits are passed into
the codeword unchanged and parity bits are added this is called a systematic code (see
figure 2.2). If the information bits are not directly represented then the code is called a

nonsystematic code. Typically, systematic codes have every advantage of their
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nonsystematic counterparts plus the encoder only needs to produce (n-k) bits instead of
the entire codeword. There are other advantages that can be gained by using systematic
codes. Nonetheless, we could manipulate the generator matrix in table 3.5 with
elementary row operations (adding the second row to the first and the fourth to the third

and second) to produce:

{ f
| i
1 0 1 1 10 0
| .
- ;
| |
1 1 0 0 1o {
G= E
0 1 0 io 0 1 1
- | |
1 0 1 i0 0 0 1
{

Table 2.5: A (7, 4) linear block code generator malriy in nonsystematic form

The information sequence u(x) = (1 0 1 1) would now give:
ux)*G= ((I*1+0*1+1*0+1*1)

(1*0+ 0*1 + 1*1 + 1*0)

(11 4 0%0 + 1%0 + 1*1)

(1*1+0%0 + 1*0 +“1*(J)

(1*1 + 0%1 + 170 + 1*0)

(1*0 + 0*0 + 1*1 + 1*1)

(1*0+0%1 + 1*1+ 1*1)) =(1 101 1 0 0)
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Any generator matrix for a linear block code can be manipulated into reduced row
echelon form (RREF) with elementary row operations. By swapping columns (which
changes the code, but none of its fundamental properties -- called an equivalent code), we
can change any RREF matrix into a systematic matrix. This means that all linear block
codes are equivalent toa systematic code with all the same properties. Once the message
has been encoded (converted into a codeword through a one to one relationship), the
codeword is transmitted. The receiver then picks up the received sequence r(x). r(x)

consists of the original codeword plus the error pattern.
1(x) = v(x} + e(x) (2.3)

The error pattern is an n-tuple with ones cooresponding to transmission errors sad
zeros to bits that were transmitted correctly. Manipulating the above expression we [ind

that

e(x) = 1{x) + v(x) (2.4)

Note: The only way an undetected error can occur is if r(x) is another codeword. The
receiver would then have no way of telling if the error pattern were zero or non-zero. If
1(x) is another codeword and the code is linear then e(x) must also be a codeword. When
r(x) equals v(x): e(x) is equal to the zero codeword. The syndrome is the receive

sequence multiplied by the transposed pa;ily check matrix H.

s(x) = r(x) * [dual space of g(x) in V,]"

s(x) = r(x) * H" «

s(x) = (v(x) + e(x)) * H" (2.5)

Because H is the null space of G.

s(x) =e(x) * H" (2.6)
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The syndrome is a (n-k)-tuple that has a one to one correspondence with the
correctable error patterns. The syndrome depends only on the error pattern and is

independent of the transmitted codeword.

Most codes do not use all of the redundancy that has been added for error
correction. The only two codes known to do this are Hamming (2" - 1, 2" - m - 1) and

Golay (23, 12) codes. These codes are called perfect codes.
2.2.2 Memory Decoder

A memory decoder for a linear block code requires 2% 4 2% bits of storage. This
is reasonable for codes with smaller values on n, however, as n gets larger the cost of
memory becomes prohibitive. Since most linear block codes are more efficient at large
values of n, memory decoding is not an option. Memory decoding can be easily

implemented in software.

The received sequence 1(x) is read in and the syndrome is calculated throvgh 2
series of multipliers and adders. There are 2"* possibilities for syndromes and each
memory location must store s* bits for the error pattern. Since the generator matrix will
be in systemalicqform the only received bits that we need the error pattern for are the bits

that coorespond with message bits.

2.2.3 Codeword Structure

Block codes accept a block of k message bits and produce a block of n coded bits.
By predetermined rules, n-k redundant bits are added 1o the k message bits to form the n

coded bits. These codes are referred toas (n, k) block codes.
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| ‘ ‘
gMcssage Codeword QWeight Message (Codeword [Weight

!

IGUUO (000000 iO 1000 1161000 |3

J

10001 1010001 3 1001 iOlllUUl 4

!__'ﬂ' .y [

0010 1110010 4 1010 0011010 3

!

0011 0100011 14 1011 1001011 4

i0100 0110100 3 1100 1011100 4

! ,

{0101 1100101 |4 41101 goo1101 i3

| i |

iOllG 1000110 13 1110 !0101110 4
I

!0111 0010111 4 1111 lit1111 {7

Table 2.6: Linear block code with k=4 andn=7

Block codes in which the message bits are included in unaltered form are called

systematic codes. Figure 2.3 shows codeword struclure for systematic codes.

babi_.. Basa mad (.. Mg

Y I /
s v

patity kits message bits

Figure 2 3:Codeword structure
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2.2.4 Generator Matrix G and Encoding Operation
Parity bits are linear sum of the message bits:

bi = p0im0 + plim! + ... + pk-1,i mk-1 ( +: modulo-2 addition).
[t can also be written as:

Puo P ' Poak

P Pu Pu 7t P
: P m=[my my e mg)

Liro Prur Prtasalb=[bg b = Bpa) popgp 2.7)

Generator Matrix is a k'n matrix defined as

G=[p:1, ] L,  k x kidentitymatrix (2.8)

where
Encoding operation is defined as

c=mG (2.9)
Parity Check Matrix H and Error Correction Decading

Parity Check Matrix is a (n-k) ‘n matrix defined as

H= [] i PT J, where Ly (2 - k) x (n—~ k) identity mairix (2.10)

. . . o vHT
and x is a code vector generated by mutrix G is, if and only if, xH =10

Suppose vector x was seat over a noisy channel. Let y be the received vector
which can be expressed as y = x + ¢, where e is the error vector (or pattern). To determine

the error vector e, a 1°(1-k) veclor s, which is referred to as the syndrome, is computed.

s=yHT = (x+ e)HT = eH? (2.11)
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For any error vector e, there are 2k distinct vectors: ¢ + xi, i = 0,1, ..., 2k-1, which
is known as coset and e is the coset leader. Each coset has a unique syndrome. Once the
syndrome is computed, the error vector (which is the coset leader) is known. The

corrected vector is then computed: x =y + e,
2.3 Convolutional Codes

A firm understanding of convolutional codes is an important prerequisite to the

understanding of turbo codes.
2.3.1 Encoder Structure

A convolutional code introduces redundant bits into the data stream through the

use of linear shift registers as shown in Figure 2.4

x(1) o«
: D D T D *

V ﬁ - : @

Figure 2.4: Convolutional encoder

where

x(i) is an input information bit stream and c(i) is an output encoded bit stream
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The information bits are input into shift registers and the output encoded bits arc
obtained by modulo-2 addition of the input information bits and the contents of the shift
registers. The connections to the modulo-2 adders were developed heuristically with no

algebraic or combinatoria! foundation.
The code rate r for a Convolutional code is defined as:
r=k/n (2.12)

where k is the number of parallel input information bits and n is the number of
paraile]l output encoded bits at one time interval. The constraint length K for a

convolutional code is defined as:

K=m+1 (2.13)
2.3.2 Encoder Representations

The encoder can be represented in several ways

1. Tree Diagram Representation

2. State Diagram Representation

3.Trellis Diagram Representation
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Figure 2.5 Encoder Representation

2.3.3 Convolutional Decoding
2.3.3.1 Hard-Decision and Soft-Decision Decoding

Hard-decision and soft-decision decoding refer to the type of quantization used on
the received bits. Hard-decision decoding uses 1-bit quantization on the received channel
values. Soft-decision decoding uses multi-bit quantization on the received channel values.
For the ideal soft-decision decoding (infinite-bit quantization), the received channel

values are directly used in the channel decoder.

x c BPSK
} Convohdional ) Moduiator
Encoder cufl-»send -1
c=1-=send 1
NOISE — channed
¥ r Soft-decision
—~— Convd:joai ot BSPK » -
Decod Horg-decision | Demodulator
ot r<=(=r=0 r
out n out n
r»0-»r=1
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The selected metric represents the survivor path and the remaning metrics represent the
non survivor paths. The survivor paths are stored while the pon survivor paths are
discarded in the trellis diagram. The Viterbi algorithm selects the single survivor path left
at the end of the process as the ML path. Trace-back of the ML path on the trellis

diagram would then provide the ML decoded sequence.
2.3.3.1.1 Hard Decision Decoding

The hard-decision Viterbi algorithm (HDVA) can be implemented as follows
[Rap96], [WicH5]:

S k¢ is the state in the trellis diagram that corresponds to state Sy at time t. Every

state in the trellis 18 assigned a value denoted V (5, ).
1. (a) Initialize time t = 0.
(b) Initialize V (So,0) = 0 and all other
2. V(Sy)=+..
3. (a)Settime t = t+1.

4. (b) Compute the partial path metrics for all paths going (o state Sy at time t.

First, find the (" branch metric
5. M(xly) = nj=! M (n(ill b U])

6. This is calenlated from the Hamming distance . "5 M r, o ¥ iy Second,
g j

compute the tth partial path metric.
7. M'(]y)=. ‘izoM (x| y/. This is calculated from V (S 1) +M (rt y)

8. (a) Set V (5 ;) to the “best” partial path metric going to state § at time t.
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Conventionally, the “best” partial path metric is the partial path metric with the

smallest value.

9. (b) If there is a tie for the “best” partial path metric, then any one of the tied

partial path metric may be ch.osen.
Store the “best” partial path metric and its associated survivor bit and state puths.
10.1f t < L+m-1, return to Step 2
2.3.3.1.2 Soft-Decision Viterbi Algorithm

There are two general methods of implementing a soft-decision Viterbi algorithm.
The first method (Methad 1) uses Fuclidean distance metric instead of Hamming distance
metric. The received bits used in the Euclidean distance metric are processed by multi-bit
quantization. The second method (Method 2) uses a correlation metric where its received

bits used in this metric are also processed by multi-bit quantization.
Method 1

In soft-decision decoding, the receiver does not assign a zero or a one (single-bit
quantization) to each received bit but uses multi-bit or infinite-bit quantized values
[WicO5). Ideally, the reccived sequence} is infinite-bit quantized and is used directly in
the soft-decision Viterbi decoder. The soft-decision Viterbi algorithm is similur 10 its
hard-decision algorithm except that squared Euclidean distance is used in the metric

-

instead of Hamming distance.

The soft-decision Viterbi algorithm (SDVA1) can be implemented as follows

S 1 is the state in the trellis diagram that corresponds to state Sy at time t. Every

state in the trellis is assigned a value denoted V (& ;).
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1. (a) Initialize time t = 0.

(b) Initialize V (Sy, o) = 0 and all other
2. VSi)=+. .
3. (a) Set time t = t+1.

(b) Compute the partial path metrics for all paths going to state Sy at time

t. First, find the ® branch metric
4. M(rly) = “aM{n? v

This is calculated from the Euclidean distance . j=1 M (1 @ { yi ). Second,

compute the (" partial path metric
M'(tfy) = ‘o M (5] i) (2.19)
This is calculated from
V (Sy,) +M (n|y) (2.15)
5. (a) Set V (S ) to the “best” partial path metric going to state § at time 1

Conventionally, the “best” partial path metric is the partial path metric

with the smallest value.

(b) If there is a tie for the “best” partial path metric, then any onc of the tied

partial path metric may be chosen.

6. Store the “best” partial path metric and its associaled survivor bit and stite

paths.

7.1ft < L+m-1, return to Step 2

Efficient Error Carrecting Codes For Wireless Networks: TURBO CODES 40




Chapter 2 Linear Block and Convolutional Codes

Method 2

The second soft-decision Viterbi algorithm (SDVAZ2) is developed below. The

likelihood function is represented by a Gaussian probability density function
P (rl(i) I yl(i)) =1/ .No*e —(fl(jJ-)'l(J')- Eblszo (2.16)

Where By, is received energy per code-word bit and N, is one sided noise spectral
density. The received bit is Gaussian random variable with mean y; 0 | E, and variance

NJ/2.
Bit metric is defined by:
M(rtﬁ)l yt(i) )= r.ﬁ’y.w (2.17

The remaining steps are the same of SDVALI algorithms except in the second step
the "™ branch metric is calculated from the correlation of 1@ and @, . " r; (”yi a
In the third step (a) part the best pactial path metric is the partial path metric with the
largest value.Generally with soft-decision decoding, approximately 2dB of cading gain

over hard-decision decoding can be obtained in Gaussian channels,
2.4 Performance Analysis of Convolutional Code

The performance of convolutional codes can be quantified through analytical
means or by computer simulation. The analytical approach is based on the transfer
function of the convolutional code which is obtained from the state diagram. The process
of obtaining the transfer function and other related performance measures are described

below.
2.4.1 Transfer Function of Convolutionai Code

The analysis of Convolutional codes is generally difficult to perform because

traditional algebraic and combinatorial techniques cannot be applied. These heuristically
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constructed codes can be analyzed through their transfer functions. By utilizing the state
diagram, the transfer function can be abtained. With the transfer function, code properties

such as distance properties and the error rate performance can be easily calculated.
To obtain the transfer function, the following rules are applied:

1. Break the all-zero (initial) state of the state diagram into a start state and an end state.

This will be called the modified state diagram.

2. For every branch of the modified state diagram, assign the symbol D with its exponent

equal to the Hamming weight of the output bits.
3. For every branch of the modified state diagram, assign the symbol J.

4. Assign the symbol N to the branch of the modified slate diagram, if the branch

transition is caused by an input bit 1.

The modified state diagram is shown,

180 =t

0M1 = J02

141 = b2

sh1o ¥

040 = JO

-

161 = KB

140 = HJD

Figure 2.7: The modified stute diagram
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where
“Sa” is the start state and “Se” is the end state.
Nodal equations are obtained for all the states except for the start state in Figure 2.7.

These results are

Sb = NJDSa+ NJSc (2.18)
S = IDSb + IDSd : (2.19)
S¢ = NIDSb + NJDS Sd (2.20)
S.=JD’SC (2.21)

The transfer function is defined to be

TD,N, ) =8 cna (DN /S 510 (DNJ) (2.22)
and for Figure 2.7,
T®,N,1)=5./5, (2.23)

By substituting and rearranging,
T(D,N,J) = NI’D/1-(NJ + NJ* D) (2.24)

(closed form)

T(D,N,J) = NI'D® +(N** +N2°)DO+(N*5*+ 2N1%+ N %17 )D'+ . (2.25)

(expanded polynomial form)
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2.4.2 Distance Properties

The free distance between a pair of convolutional codeword is the hamming
distance between the pair of code words. The minimum free distance, d [ree, is the

minimum hamming distance between all pairs of complete convolutional code words and

is deﬁ-;ted as
d free = min {d (y1, Y2)} y1. y2} [Wic95] (2.26)
= min {w(y) |y. 0} [Wic95] (2.27)

where d (-, *) is the Hamming distance between a pair of Convolutional code word
and w(-) is the Hamming distance between a Convolutional codeword and the alkzero
codeword (the weight of the codeword). The minimum free distance corresponds to the
ability of the Convolutional code to estimate the best decoded bit sequence. As d free
increases, the performance of the Convolutional code also increases. This characteristic is
similar to the minimum distance for block codes. From the transfer function, the
minimum free distance is identified as the lowest exponent of D. From the above transfer

function for Figure,

d free = 5.

Also, if N and J are set to 1, the coefficients of Ds represent the number of paths
through the trellis with weight D'. More information about the codeword is obtained from
observing the exponents of N and J. For a codeword, the exponent of N indicates the
number of 1s in the input sequence, and the exponent of J indicates the length of the path

that merges with the all-zero path for the first time [Pro95].
2.4.3 Error Probabilities

There are two error probabilities associated with Convolutional codes, namely
first event and bit error probabilities. The first event error probability, P, is the

probability that an error begins at a particular time. The bit errar probability, Py, is the
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average number of bit errors in the decoded sequence. Usually, these error probabilities

are defined using the Chernoff Bounds and are derived in [PrX95], [Rhe89], [WicY5].

For hard-decision decoding, the first event  error and bit error probabilities are

defined as

P. < T(D,N,D)p-. 4P(1-P) , N=1, )=1 (2.28)
and

Py < (dTD,NI)/AN)|p - _apq-py . N=1.321 (2.29)
Where

P =Q(. 2rEy/N,) (2.30)
and

Q(x) = f1/. 2. * e ¥y (2.31)

For soft-decision decoding, the first event error and the bit error probabilities are defined

as:

Pe<T (D, N, ]} Ip=e =™ ney st (2.32)
and -

Py < (dT (D, N, H/AN)|p = ™ et (2.33)

Two other factors also determine the performance of the Viterbi decoder. They
are commonly referred to as the deciding depth and the degree of quantization of the

received signal.
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2.4.4 Decoding Depth

The deciding depth is a window in time that makes a decision on the bits at the
beginning of the window and accepts bits at the end of the window for metric
computations. This scheme gives up the optimum ML decoding at the expense of using
less memory and smaller decoding delay. It has been experimentally found that if the
decoding depth is 5 times greater than the constraint length K then the error introduced

by the decoding depth is negligibie [Pro95].
2.4.5 Degree of Quantization

For soft-decision Viterbi decoding, the degree of the quantization on the received
signal can affect the decoder performance. The performance of the Viterbi decoder
improves with higher bit quantization. It has been found that an eight-level quantize
degrades the performance only slightly with respect to the infinite bit quantized case
[Wic95].

2.4.6 Decoding Complexity for Convolutional Codes

For a genera.l Convolutional code, the input information sequence contains k*L.
bits where k is 1.he number of parallel information bits at one time interval and L is the
number of time intervals. Thus results in L+m stages in the trellis diagram. There are k*L
exactly 2 distinct paths in the trellis diagram, and as a result, an exhaustive search for k*L
the ML sequence would have a computational complexity on the order of Of2]. The
Viterbi algorithm reduces this cor;lplexity by performing the ML search one stage at a k
time in the trellis. At each node (state) of the trellis, there are 2 calculations, The number
of nodes per stage in the trellis is 2m. Therefore, the complexity of the Viterbi algorithm
is on the order of O[(2k)(2m)(L+m)]. This significantly reduces the number of
calculations required to implement the ML decoding because the number of time
intervals L is now a linear factor and not an exponent factor in the complexity. However,

there will be an exponential increase in complexity if eitherk or m increases.
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3. Turbo codes

Lately in [4], the proposal of Parallel-Concatenated Convolutional Codes
(PCCC), called turbo codes, was introduced.The introduction of turbo codes has
increased the interest in the coding area since these codes give most of the gain promised
by the channel-coding theorem. Turbo codes have an astonishing performance of bit error
rate (BER) at relatively low Ey/No.To give an idea of how powerful turbo codes are, for a
frame size of 256x256=65536 bits we can achieve a BER=10" over AWGN channel at
only Ey/Np=0.7dB, which is very close to Shannon limit [4).

In the following sections the structure of both encoder and the decoder are

explained. The effects of interfeaving on the code performance are also discussed.

3.1 Turbo encoder

tnformation
Source l b'- PAD l X0 .}._. \<

Punciuring & Tothe
Ll “EIIC 1 x1 1t P Parallel Serial Channel
I L] wwx

Interteaver -—p] Blc 2 r’ %2 ]— <

-

Figure 3.1; Simplified Turba Enceder

In a simplified turbo encoder, there are two convolutional encoders in parallel.
The information bits are scrambled before entering the second encoder. Input bits are
appended to the convoluted output - i.e. the code is systematic-followed by the parity
check bits from the first encoder and then the parity bits from the second encoder, as

depicted in Figure 3.1.
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The simplified turbo code block diagram shows only twe branches. In general,
one can have multiple turbo encoders with more than two branches. The Convolutional
code at every branch is called the constituent code (CC). The CCs can have similar or
different generator functions. We will discuss the usual configuration with two branches
having the same CC. A PAD is shown in the Figure 3.1 to append the proper sequence of
bits to terminate all the encoders to the all-zero state. This is because a convolutional
code may be used to generate a block code if we use beginning and tail bits. If we have
one then the required tail is a sequence of zeros with length equal to the memory order m.
The problem of terminating both encoders simultaneously seems to be difficult because

of the interleaver. However, it is still possible to do with m tail bits only [6].

In general we can have another interleaver before the first encoder but usually it is
replaced with a delay line to account for the interleaver delay and keep the branches
working simultaneously.Puncturing can be introduced to increase the rate of the
convolutional code beyond that resulting from the basic structure of the encoder. Some
cades are called recursive since the state of the internal shift register depends on the past
outputs. Figure 3.2 illustrates a non-recursive and non- systematic convolutional code
with its corresponding recursive systematic code. Xy and Xjare the check bits. Note that

for the systematic Convolutional encoder, one of the outputs, Xy, is exactly the input

- - - ol ]

Input

Input

—

{1} - b |

Figure 3.2: (a) Classical Non-Recursive and Non-Systemic Code (b} Recursive Systemic Code
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Figure 3.3: Block Diagram of Turbo Codes

An RSC encoder can be obtained from a non-systematic & non-recursive cncoder
by setting one of the outputs equal to the input (if we have one input) and using a feed
back. The trellis and the free distance (dge.) also will be the same for both codes [4].0f
course; the output sequence does not correspond to the same input in the two codes

because the two generator functions are not the same.

3.2 Turbo decoder

The decoder works in an iterative way. Figure 4 shows a block diagram of a turbo
decoder. The iteration stage is shown with doted lines to differentiate it from the
initialization stage. Only one loop is performed at a time. In practice the number of
iterations does not exceed 18, and in many cases 6 iterations can provide satisfactory
performance [4].Actually, the term turbo code is given for this iterative decoder scheme
with reference to the turbo engine principle. The first decoder will decode the sequence
and then pass the hard decision together with a reliability estimate of this decision to the
next decoder, Now, the second decoder will have extra information for the decoding; a
priori value together with the sequence. The interleaver in-between is responsible for
making the two decisions uncorrelated and the channel between the two decoders will
seem to be memory less due to interleaving. The exact procedure in what information is
passed to the next decoder or next iteration stage is a subject of research. In the next
section, we describe a widely accepted decoding algorithm, which is the modified version

of Viterbi algorithm.
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3.3 Decoding Algorithm: Soft Qutput Viterbi Algorithm (SOVA)

Algorithms nsed in decoding convolutional codes can be modified to be used in
decoding turbo code.In the original paper on turbo codes [4), a modified BAHL et
algorithm was proposed for the decoding stage. This algorithm is based on Maximum A-
posteriori Probability (MAP). The problem with this algorithm is the inherent complexity
and time delay. MAP algorithm was originally developed to minimize the bit-error
probability instead of the sequence error probability. The algorithm, although optimai,
seem less attractive due 1o the increased complexity.

Viterbi algorithm is an optimal decoding methed that minimizes the probubility of
sequence error for convolutional codes. A modified version of Viterbi algorithm, called

SOVA (Soft Output Viterbi Algorithm), which uses soft outputs, is introduced in {8] [9].
3.3.1 Understanding SOVA

It is proposed that an iterative decoding scheme should be used. The decoding
algorithm is similar to Viterbi aigorithm in the sense that it produces soft outputs. While
the Viterbi algorithm outputs either 0 or 1 for each estimated bit, the turbo code decoding
algorithm outputs a continuous value of each bit estimate. While the goal of the Vilerbi
decoder is to minimize the code word error by finding a maximum likelihood estimate of
transmitted code word, the sofl output decoding atiempts to minimize bit error by
estimating the posterior probabilities of individual bits of the code word. We called the
decoding algorithm Seft Decision Viterbi Decoding. The turbo decoder consists of M
elementary decoders - one for each encoder in turbo encoding part. Each elementary
decoder uses the Soft Decision Viterbi Decoding to produce a solt decision for cach
received bit. After an iteration of the decoding process, every elementary decoder shares

its soft decision output with the other M-1 elementary decoders.

In theory, as the number of these iterations approaches infinity, the estimate at the

output of decoder will approach the maximum a posteriori (MAP) solution,
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Figure 3.4: Turbo Decoder structure

3.3.2 The Overall Schema:

The turbo-code decoder is described in the figure 3.4. Assuming zero decoder
delay in the turbo-decoder, the Decoder 1 computes a soft-output from the systematic
data (xp), code information of Encoder 1 (y;) and a-priori information (La>). From this
output the systematic data (xg) and a-priori information (La-) are subtracted. The result is
multiplied by the scaling factor called channel reliability L. to compensate the distartion.

The result is uncorrelated with x; and is denoted as Ley,for extrinsic data from Decoder 1.

Decoder 2 takes us input the interleaved versién of Le; (the a-priori information Lal), the
code information of second Encoder (y2) and the interleaved version of systematic data
(afxi)). Decoder 2 generates a soft output, from which the systematic data € .afxy)) and
a-priori information (La;) was subtracted. The result is multiplied by the scaling factor
called channel reliability L. to compensate the distortion. The extrinsic data from
Decoder 2 (Le>) is interleaved toﬂproduce Las, which is fed back to Decoder 1 and the

iteralive process continues,

i
-
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3.3.3 Steps of SOVA:

Step 1: Form the Trellis

Inside the decoder, Soft-Output Viterbi Algorithm (SOVAY) is used to determine

the result with maximum likelihood. The process SOVA is similar 1o that Vilesbi

algorithm. A trellis is formed first.

ey

A

‘\6' 3 “(o’ Q
S

ST A

The trellis is to show how the codes are output by encoder. The bits in each node

the encoder output (decoder input) for all combination of states and inputs of the

encoders are sumniarized as on the next page:

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES



Chapter 3 Turbo Codes

State | State | Input | Output | Next State | Next Stale [ Decoder
1 2 1 2 Input

0 0 0 0 0 0 00

0 0 1 1 1 0 1

0 1 0 | 0 1 0 00

0 1 1 1 0 0 11

1 0 0 1 1 1 01

1 0 1 0 0 1 16

1 1 0 1 0 1 01

1 1 1 0 1 1 10

- Table 3.1: Turbo Encoder working

Step 2: Determine the Accumulated Maximum Likelihood for Each
State

-

From the above Table 3.1, each state hus its own input bit pattern. When bit
streams are inputted to decoder, they can be compared to the input (xg xy) to sec whether

they are matched. The result is represented by likelihood of input:

Efficient Error Correcting Cudes For Wireless Networks: TURBO CODES 53



Chapter 3 Turbo Codex

L; = -11f no bits are matched.
.0 if 1 bit is matched.
_ ...1 if both bits are matched.

The overall likelihood of a transition is sum of likelihood of input and a-prior likelihood

information {(L,).

L=Li+1, 3.1
L, = 0.5 x a-prior information Ly, ifxpare 1 (3.2)
... 0.5 x a-prior information L, if x¢ are 0 (3.3)

The algorithm is as {ollows:

Start from state 00, the overall likelihood of each transition is evaluated. The
overall likelihood of each node is obtained by the maximum accumulated likelihood.

With this algorithm, the trellis in figure 7 will be obtained.

Step 3: Find the Surviving Path

original 11 01 10 01 11
received 11 11 10 00 11

Figure 3.6: Surviving Path in Trellis Diagram
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The surviving path is thus derived by tracing back from last stage (stage S) to the

first one (stage 0) and is the results of hard-output Viterbi Algorithm.
Letu={10101}
Step 4: Determine the Soft Output

To find the soft-output, non-surviving paths are considercd. We consider the non-
surviving path the one that is produced by making different decision in one of the stage in
tracing back. For exa‘mplc, when tracing back from (last stage) stage 5, one of the now
surviving path is found by tracing back to state 00 instead of state 01 from stage 5 to
stage 4. Following the arrows, bit 1 is also 1. We found that bit 1 will have the following

results when decision is changed in different stages:

Stage |1 |2 [3[41]5

Bitl | X}X]0]|1]1]|where X means cannot trace back to state 00 in stuge 0

Deltal- }- {3112 -

Table 3.2: Non-Surviving paths are considered

- Here we define a function delta to describe the tendency to have non-surviving
path. It is the difference in overall likelihood when a different decision is possible in a

particular stage.The soft-output of bit 1 is evaluated by the following formula:
bit value x min(delra which make bit I change to value other thanbif value) (3.4)
bit valie = 1 for bit output = 1 (3.5}

...-1 for bit output =0 (3.6)
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In bit one, the decision only changes when a state changes in stage 3. The

minimum delta is 3. Thus the soft-output of the bit one is 3.

Repeat it for bit two (originally bit two = 0),

Stage | 2 |3}4]5

Bit1 { X{1{1/{1!where X means cannot trace back to state 00 in stage 0

Delta}- 13)1]2

Table 3.3: Non-Surviving paths are considered

From the above results, in bit two, the decision changes when a state changes in
stage 3, 4 and 5. The minimum delta is 1. Thus the soft-output of the bit two is -1.Using

this algorithm, the soft-output will become
[3-11-12)

Step 5: Feeding Data to another Decoder

-

After the soft-output is evaluated by SOVA decoder, the data will be passed to the
second decoder for further decoding. Before passing to data to the second decoder, two

processes are performed o the decoder output:

di |3 -1 1 -1 2
Laz {0 0 0 0 0
xp |1 1 1 -1 1
Ley |2 -2 0 0 1
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Table 3.4: The a-prior information {L.a;) and the systematic data (x) are subtracted

The result is multiplied by the scaling factor called channel reliability L. The
reason of the factor is because the SOVA algorithm suffers a major distortion which is

caused by over-optimistic soft outputs. The factor is used to compensate this distortion.
L. = mean {Ley) x 2/ var (Le) 3.7
Step 6: lterative Decoding

The data from first decoder L., together with the systematic data a (x) and
code information from second encoder (y»), are then fed into the second decoder for
decoding; the decoding algorithm is the same as the first one. After decoding, the output
of second decoder is processed in the same way and fed back to the first decoder. The
process continues. The number of iterations depends on the designer. Usually, the larger

the iteration, the more accurate the data but the longer the time its takes for decoding.
Step 7: Decision of Output

After iterations of decoding, the decoding resuits are the sign of the soft-output of the fast

decoder. Take the example, for the results of first decoder, the output become:

decoder output 3 |-t -1 ]2

Result B 1 1o!l1 1o |1

Table 3.5: The decoder outputs

Which is the same as the input bit stream u. i.e., the error can be recovered. [7]

SOVA has only twice the complexity of Viterbi algorithm. The new algorithm
will make it possible to integrate both the encoder and the decoder in a single silicon chip

with unmatched performance at the present time [4].
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3.4 Interleaving

In many turbo codes the same component encoder is used for the first encoder as
the second. Recall that the minimum distance is an important measure of a codes error
correcting capability. So a problem arises when a low-weight sequence is interleaved to
produce another low-weight sequence thus effectively limiting the codes resistance to
interference. It is for this reason that there is significant research into the design of

suitable interleavers for turbo codes.

An interleaver is a device that rearranges the ordering of sequence of symbols in a
deterministic manner. Associated with the interleaver is a deinrerfeaver that applies the

inverse permutations to restore the original sequence [9].

According to [1] the most critical part in the design of a turbo code is the
interleaver. The two main issues in the interleaver design are the interleaver size and the
interleaver map. The size of the interleaver plays an important role in the trade off
between performance and time (delay) since both of them are directly proportional to the
size. é)n the other hand, the map of the interleaver plays an important role in setting the
code performance. Conventionally, interleaving is used to spread out the errors occurring
in burst, For turbo codes, the interleaver has more functions. Interleaving is used to feed
the encoders with permutations so that the generated redundancy sequences can be
assumed independent. The validity of the assumption that the generated redundancy
sequences are independent is a function of the particular interleaver used. This will

exclude a number of interleavers, which generale regular sequences such as cyclic shifts

[1].

Another key role of the interleaver is to shape the weight disiribution of the code,
which ultimately controls its performance. This is so because the interleaver will decide
which word of the second encoder will be concatenated with the current word of the first
encoder, and hence what weight the complete codeword will have [1]. So the aim of the

designer is to produce (by manipulating the weights of the second redundancy part
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through interleaver mapping) whole code words with the overall weights as large as

possible [10].

Turbo codes, unlike convolutional codes, make the distribution of the weight
more important than the minimum distance [2]. Another issue that is wortl considering in
the design of the interleaver is the termination of the trellis of both convolutional
encoders. By properly designing the map of the interleaver, it is possible to force the two
encoders to the ail-zero state with only m bits (where m is the memory length of the
convolutional encoder assuming the same convolutional code is used in both encoders).
To achieve thal a dondition on the interleaver is proposed by [6] and demonstrated by
[11].

3.4.1 Uniform Interieaver

There have been many altempts to characterize the cffects of the interleaver on
the performance of turbo codes. To overcome the difficulty of representing the
interleaver map or the difficulty of enumerating all the permutations the authors in [2]

introduced an abstract interleaver called uniform interlcaver, defined as follows:

A uniform interleaver of length & is a probabilistic device, which maps a given

input word of weight w into all distinct

C*. (3.8)
permutations of it with equal probability

1/C,. (3.9)

The uniform interleaver can not be used in practice since one is confronted with
deterministic interleavers. However, it has been shown that for each value of signal to
noise ratio, the performance obtained with the uniform interleaver is achievable by at

least one deterministic interleaver {2].
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The concept of uniform interleaver was further used in the design and evaluation
of turbo cades. In {Per96] an usymptotic bound on the performance was given as a

function of the interleaver length and some other code parameters.

In [2] it was shown through a bound that random interleavers offer performance
close to the average ones, independent, to a large extent, of the particular interleaver
used. It was also shown that the beneficial effect of increasing the interleaver length tends
to decrease at high £ (interleaver length). Actually the effect of interleaver length should

be considered in conjunction with the memory span of the CCs.

Dolinar and Divsalar [11] compared the difference in perforimance between
random and non-random interleavers. The authors discussed a partial separation of the

problem of picking good permutations and that of picking good component codes.

Researchers are still working to develop design guidelines and to relate the
interleaver parameters to the code performance. There are different designs of the

interleavers:

3.4.2 Different Types of Interleavers:

3.4.2.1 Row-Column Interleaver (Block Interleaver):

Data is written into a block by row and read out by column. Due to its structure,
the row-column interleaver is not a good choice for a turbo code as the code appears less
random and it is more likely that a low-weight input sequence will get intecleaved to

produce another low-weight input sequence. [5]
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Burst error
—
Transmitting
Data 0,0.0,1,1,1,1,0,0,0,0... B
—» Read
20, 1, 0 0
-Interleavin H0, 1, 0, 0
De-Interleaving Ho 1 0 0
1, 0, 0, 0

}

Output Data | 0,1,0,0,0,1,0,0,0,1,0.0, 1, . J

It t 1

Discrete error

Figure 3.7: Interleaving (Example: Block Interfeaver)

3.4.2.2 Pseudo-Random Interleaver:

The pseudo-random interleaver scrambles data in a random fashion. Hall suggests
that for an AWGN channel, a pseudo-random interleaver will perform better than a
block-interleaver for frame sizes greater than 1000 bits this is in contrast to Andersen
who says that a well designed block-interleaver will outperform a pseudorandom

interleaver.f5)
3.4.2.3 Helical Interleaver:

A helical interleaver is a block interleaver where data is written in by row and
read out diagonally. Hall suggests the use of a Helical Interleaver in situations where the
frame size is less than 1000 bits. The helical interleaver has long been used for channel

interleaving in convolutional codes to reduce the effect of busty interference. [5]
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3.4.2.4 Andersen Interleaver

It was introduced by Jacob Andersen and he does not give it a name. The
Andersen approach generally requires large block sizes due to its dependence on prime
numbers. The Andersen interleaver is a P by L block interleaver with P and L. being prime

numbers however the rows are permuted with permutations of the form
i->a*imodP ‘ (3.30)

Here, the a values are Prime and are different for each row. The a values are
usually matched to the component code generator by computer search. We are interested
in using a less rigorous approach by using Andersen’s permutations on an unmatched

interleaver with a smaller block size than that of Andersen.
3.4.2.5 Random Interleaver

A Random interleaver is one with a randomly generated mapping between input
and output positions. That is, for an interleaver of length N, the input sequence i =
0...(N-1). is scrambled according to a pseudo-random number set to form output
sequence . ()= 0...(N-1). T he advantage of random interleavers is their case of
generation, but the disadvantage is that it is not possible to guarantee the minimum
spreading properties and therefore BER performance of the interleaver. Rundom
interleavers tend 10 have very low s-parameters and very high dispersions. In this sense,

they are conceptually the ‘opposite’ of a block interleaver.

-

3.4.2.6 S-Random Interleaver

The S-Random (Semi-Random) interleaver is a variation on the Random
interleaver which is constructed in such a way as to guarantee a high s-parameler, s. The
interleaver was first described in [12). For each successive inpul position 1, an output
position . (i) is chosen at random. This value is compured to s, previously selected
output positions. If any of these s, positions lies within a distance of s, of the currently

selected position, then the current position is rejected. This process is repeated until all N
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positions in the interleaver are selected. So we have an interleaver which is basically
random in structure, but which guarantees a minimum Spreading of error pairs. The time
taken to find each new suitable position increases disproportionately with increasing s,
and the technique may not always find positions which satisfy a particular value of s. {1
was found in [12] that choosing s<. N/2 usually produces a solution in reasonable time.
This practical value of s has been found here to decrease from . N/2 markedly as N
increases. A key disadvantage of this interleaver is the time consuming nature of the

search method described above for generating good S-Random interleavers.
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4.1 Analysis

At a technical level, software engineering begins with a series of modeling tasks
that lead to a complete specification of requirements and a comprehensive design
representation for the software development. Over the years many modeling methods
have been proposed for analysis modeling. However two now dominate the analysis
modeling landscape. The first, structured analysis is a classical modeling method and the
other approach is object oriented method. We have usedthe former modeling technique

for the analysis.
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Figure 4.1  Turbo Encoding Decoding System

Efficient Error Correcting Codes For Wireless Networks: TURBO CODES 64



Chapter 4

Analysis aind Desivn

fnput
Demultiplexed
received bits

Trace Forward
to find all
possible path
metrics

Trace back to
find all possibile
path metrics

Figure 4.3
SOVA Decodina Process
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4.2 Design

During an iterative development cycle it is possible to move 1o a design phase,
once the modeling is complete. During this step a logical solution based upon the
structured analysis is developed. The designer’s goal is to produce a model or
representation of a structure that will later be built. The process by which the model is
developed is based on intuition and judgment based on experience in building similar
structures., a sel of principles and/ or heuristics that guide the way in which the model

evolves, a ultimately leads to a final design representation.

Turbo Encoder
X.9,alpha ]
ez o e ome enword________
De Muttiplex
) R. alpha
e e e L1, G,
S0vA
“‘ []
s_IC, 1%, g, ap
P SA U
Figure 4.4

Sequence Diagram for Turbo Encoding Decoding Process
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Turbo: Main function that takes input from the user calculates and outputs results

to the user.

Encoder: This function is called by TURBO. It takes us input, the Generator
matrix, raw information bits and Interleaver map. This function uses other sub-
functions to accomplish the task. The out put of this function is an n bit encoded
and modulated codeword ready to be transmitted. (Noise is added to the inlo

during transmission.}

De-Multiplexer: Next function to be called by TURBO is that of demultiplexing.
It is needed 10 separate the received information bits for both the decoders.  The
out put of this function is scaled toinput to the SOVA decoders.

SOVA: The decoding process is performed using two component SOVA
decoders in parallel. The out put of second decoder is used as a priori information
for the first decoder. Input for this function is the generator matrix, scaled
received bits, the de multiplexed information bits and interleaver map. This

function returns the estimated bit values for the original informationtransmitted.

Comparison of originally transmitted bits and out put bits of SOVA decoder is

compared to analyze the “Bit Error Rate”.
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Encoder RSC Encoder Bit Encoder
[] ]
g X
L g.ts
P bw_______
WA RSCweord _____
Figure 4.5

Sequence Diagram for Encoding Process

SOVA Trellis

et R

Initialize Path metrics

[N

Trace forward

RSC Encoder: The function takes generator matrix and information bits as input

and outputs the Convolutional encoded word embedded with systematic bits.

Bit Encoder: Task of this function is to generate n bit code word out put for the k

bits of the input. It requires trellis structure and generator matrix as inpul.

Trellis: This function is called by SOVA to generate Trellis structure by taking

generator matrix as input.

Data Exchanged between the processes.
X: For a simulation purpose a randomly generated information bits matrix is uscd
as input to the encoder. This matrix is further compared with the reccived

information bits to analyze the efficiency of the codec.
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g: The generator matrix. This is polynomial representation of the convolutional

encoder structure.
alpha: Interleaver mapping. It describes the interfeaver structure.

en_word: The encoded word returned from the encoder to the main program. The
word is not only encoded rather modulated too, lo be transmitted over the

channel.
bw: The bit encoder function generates a word of length ‘n’ for each input bit.

RSC_ word: Recursive systematic convolutionally encoded word. The RSC

encoder generates the code word and embeds the systematic bis to it.

R: Received information bits from the channel. These information bits have been

corrupted by the channel noise.

rx: De-multiplexed information bits at the receiver end. Further these bits are

scaled for the input to the decoders.

s_rc: Scaled received bits. The information bits ready to be processed by the

SOVA decoder(.

ap: A priori information. The out put of the second decoder, this information is

used by the first decoder to decode next coming information bits.

ts : Trellis structure. It is generated by Trellis function and used to generale the

trace forward and trace back paths to find maximum likelihood.
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5. Performance Analysis of Turbo Codes

The turbo code, as described in Chapters 3, is a very complex channel coding
scheme. The turbo code encoder is a parallel concatenation of two recursive systemuatic
convolutional (RSC) codes. The turbo code decoder is an iterative serial concatenation of
two soft output Viterbi algorithm (SOVA) decoders. In addition, the presence of
interleaver in both the encoder and the decoder further complicates this coding scheme.
The two main methods to evaluate the performance of 1urbo codes are theoretical analysis
and computer simulation. Theoretical analysis of a turbo code is very difficult due to the
structure of the coding scheme. A few journal papers have analyzed turbo codes with this
theoretical approach; however, their resuits do not match closely (too optimistic) to
computer simulation results. Also, the theoretical anulyses presented in thesc papers are
not clearly described and thus are difficult to follow. Furthermore, the theoretical
approach often requires tremendous computer run time to find the complete weight
distribution of the turbo code words. In this thesis, due to the difficulties presented in the
theoretical analysis, the performance of turbo codes is evaluated through computer
simulation. MATLAB is used to construct the computer code of a turbo code, and the
simulations were carried out Pentium Machine.

5.1 Simulation Setup

The simulation setup is composed of three distinct parts, namely the encoder, the
channel, and the decoder. The simulation of the turbo code encoder is based on its
description in Chapter 3. The simulated turbo code encoder is composed of two identical
RSC component encoders. These two component encoders are separated by a random
interleaver. The random interleaver is a random permutation of bit order in a bit stream.
This random permutation of bit order is stored so that the interleaved bil stream can be de
interieaved at the decoder.

In the literature, the termination aspects of a turbo code are not very well
described.:At the turbo code encoder, the RSC encoders need to be properly terminated
by relurf‘{gng the code memory, of size m, to the all zero state. To perform this task, the

systematic code siream is augmented by the addition of m tail bits. These m tail bits
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cannot be easily predetermined and depend on the code memary. The output of the turbo
code encoder is described by three streams, one systematic (un-coded) bit stream and two
coded bit streams. The systematic bit stream can only have one set of m tail bits from one
of the two recursive encoders. Figure 5.1 shows the two possible scenarios for these m

tail bits.
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Figure 5.1: Termination of the systematic bit stream is associated with recursive Encoder | and
Encoder 2.
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In the literature, the termination scheme of Figure 5.1 is commonly used.

However, the literature also suggests acquisition of the decoded bit decisions at the
second component decoder of the turbo code decoder. This is not advisable because the
m tail bits for the systemaltic bit stream are associated with recursive encoder 1. As a
result, it is possible that the final path chosen in the second component decoder is not the
Maximum Likelihood (ML) path due to the erroneous m tail bits of the systematic bit
stream. Thus, if the encoder structure of Figure 5.1 is used, then the decoded bit
decisions should be acquired from the first component decoder. Also, if the encoder
structure of Figure 5.1 is used, then the decoded bit decisions should be acquired from the
second component decoder. In the simulation, the encoder structure of Figure 5.1 is used.
In its basic form, the turbo code encoder is rate 1/3. However, in many journal papers, the
published computer simulations of turbo codes often use rate 1/2. This is accomplished
by puncturing the coded bit streams of the turbo code. The puncturing patiern is that for
one coded bit stream, the odd bits are punctured out, and for the other coded bit stream,
the even bits are punctured out. In the simulation we have used the basic form.
In the simulation, the Gaussian channel model is used because it is a fairly good model
for different transmission mediums. The ‘Gaussian channel (Gaussian noise) is fairly easy
to construct from the basic Gaussian distribution with mean of zero and standard
deviation of one. In order to use this model, the turbo code encoder output bit streams
must be mapped from {3,1} to {-1,+1} domain. The simulation of the turbo code decoder
is based on its description in Chapter 3.

If the encoder structure of Figure 5.1 is used, then the systematic bit stream must
be de interleaved before passing to the first component decoder of the turbo code
decoder. Also, the initial {first iteration) a priori values for the f{irst companent decoder
are set to zero because there are no extrinsic information available from the second
component decoder.

It has been found that the turbo code (SOVA) decoder, implemented as described
in the literature, did not perform up to the published resulis. The cause of this
performance degradation has been traced to the extrinsic/a priori information that is
passed between the component decoders. After many computer simulation runs, it has

been determined that the extrinsic/a priori information must be limited (reduced) before

Efficient Error Carrecting Codes For Wireless Networks: TURBO CODES 72



Chapter 5 Performuance Analvsis of Turbo codes

passing to the next component decoder. The two main strategies that were devised to
reduce the extrinsic/a priori information are:

1. Introduce a limiter on the extrinsic/a priori information so that the values do not go
over a predetermined bound.

2. Introduce a “numerical factor” to scale down the extrinsic/a priori information after
extensive trials and tests, it has been determined that the most effective reduction
technique was to introduce a numerical factor Eb/No (signal to noise ratio per hit) to
scale down the extrinsic/a priori information. This factor is idealistically reasonable in
the sense that for low Eb/No, the extrinsic/a priori values are relatively small so no
drastic reduction is required. However, for high Eb/No, the extrinsic/a priori values are
relatively large so greater reduction is required. In the simulation, the scale down factor

of E, /N, is used on the extrinsic/a priori information.

5.2 Simulation

The simulation designed is implemented in Matlab 6.1.0.45 Rekase 12.1, and run
on a pentium I11, 450 MHz machine. The figure 4.6 depicts a running of the simulation.
The user inputs the frame size 1o be transmitted, the generatorﬁix, the number of
iterations for each frame, the limit of frame reeor to stop the simulation and finally the
Ey/N, for which the code performz{nce is to be tested. Code rate for the simulation is
predefined as 1/3 . )

The simulation outputs on each iteration the number of frames transmitted and
points out the number of frames with error. It also displays the bit error rate for each

iteration and the frame error rate.
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To ger started, select "MATLAB Help™ from the Help menu.

»>» turbo
This script simulates the classical turbo encoder and decoder gy2tem.
AR S e s R sy e e e s  a e S e e R e N R R s

Please enter the frame size {= infa + tail, defsult: 208) 100

Please enter code generator: ( default: g =11 L; 101 1}

Please enter numbher of iterations for each frame: default 5 2
Flease enter mmber of frame errors to terminate: default 10 10
Please enter Eb/HO in dB : default [2.0]

=== SO0VA decoder ===
Frame size = 100
code generator:
1 1 1
1 0 1
Code Rate = 1/3
Iteration Busher = 2
Terminate Freme Errors = 10
Eb / MO {dB) = 2.0a

+ + + + Please be patient. Wait a while to get the resulf. + + + +
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Frame size = 100, rate 1/3.

3 frames cransmitted, O freames in error.

Bit Exror Race (from iteration l to iteration 23:
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tttf‘ttttttitIii!itli1111?111!)!tllttsttflttttt

Figure 5.2 MATLAB Simulation
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5.3 Simulation Results

Total Frames

Ey/ Average BER Transmitted

No |Iteration 1|lteration 2| Iteration 3 | Iteration 1 | lteration 2| lteration 3

0.5 | 0.1667 | 0.1156 | 0.0899 3 3 7
0.1 | 0.1259 | 0.0544 | 0.0452 3 3 10
1.5 { 0.0952 | 0.0520 | 0.0214 3 10 18
2.0 §{ 0.0187 | .0230 | 0.0159 6 14 32
2.5 | 00115 | 0.0078 { 0.0061 8 28 69

3.0 0.0081 0.0033 0.0019 29 87 256
Table 5.1: Ey/N, vs. Average BER

The above table shows the resuits of a Rate 1/3 Turbo codec simulation with the
frame size of 100 bits for 1, 2 and 3 iterations. The duta between signal to Noise ratio
(Ev/N,) and Bit Error Rate (BER) clearly explains efficiency of turbo codec for wireless
communication. As we increase the number of iterations and Ew/N, the performance of

the turbo code increases. On the basis of above data we can create following graphs.
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5.3.1 Ep/Nq vs. Average BER
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5.6 Conclusions

With the detailed description of the turbo code encoder and decoder presented in
Chapter 3 .This Chapter investigates the performance of turbo code through extensive
computer simulation. To validate the turbo code simulation, comparisons were made
between the simulated and published bit error rate (BER) results. These differences are
believed to be caused by two independent factors, namely, the numerical inaccuracies
introduced by the workstations and the lack of “eritical” details about the SOVA
decoding algorithm. The BER performance for turbo codes is investigated for two cases.

1. Increase number of lterations.

2. Increase of Ey/N, value.

As it is known by now, turbo code decoding can become computationally intensive. As a
result, most of the simulated performance results are for high code rates, short constraint

lengths, and small frame sizes.

5.7 Future Work

There are many directions in the future for research in tutbo codes. As shown in
this thesis, some detailed work needs to be done on the aspect of information transfer
between the SOVA component decoders. Presently, this issue is not very well
understood. As f(‘)r further improvements in turbo code, research should be focused on the
joint issues of improving decoder perfor?nance and reducing decoder complexity. Also,
developing simple analytical bounds for the performance of SOVA decoding is
important. Furthermore, for feasibility concerns, issues involved in DSP implementation
of the SOVA turbo code decoder will be important when turbo code are implemented in

real systems.
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Understanding Decoding Algorithm SOVA

Syed Khaldoon Khurshid, Muhammad Imran Herl and Dr. Mubammad Sher

Abstract—— The correct transmission of the data has been a main
concern for researchers since the advent of the communicatien
era. There are two main errors correcting cedes i.e. Linear Block
codes and Copvolatienal codes. Another version of Error
correcling Codes j.e. Turbo codes were introduced in 1993,
Shannon limit was not achieved by the convolutional codes but
Turbo Codes have succeeded by achieving the signal to itoise ratio
(Ey, / No) near -5.6db. This paper describes two main components
aof the Turbo codes namely: Its Encoder and Decoder. Amongst
the encoders for turbo codes, Recursive Systematic Convolutional
(RSC) Encoder is exclusively better than the Non-Recursive and
Non-Systematic ones .While the decoding algorithm fur Turbo
codes, SOVA (Soft Output Viterbi Algoritha) oulperforms its
counterparts like MAP in ternxs of complexity and Time Delay.
Working of the SOVA (Soft Output Viterbi Algorithm), decoding
algorithm, is explained in a sequential manner. At the end, it
investigates the performance and efficiency of Turbo codes with
respect to the increasing number of iterations and frames
transmitted, through simblation results.

Index Terms—Convolutional Cades, Recursive Systematic
Convolutional (RSC) Enceder, SOVA (Soft Output Viterbi
Algorithm), Turbe Codes.

I. INTRODUCTION

Over the years, there has been iremendous growth in digiial
communications especially in the fields of cellular phones,
satellite, and computer communication. In  these
communication systems, the information is represented as a
sequence of binary digits. The binary digits are then mapped
(modulated) to anzlog signal waveforms and transmitted aver 4
communication channel. The communication channel
introduces noise and interference to corrupt the transmiticd
sipnal. This signal is mapped back to binary digits at the
receiver. The received binary information is an estimate of the
transmitted binary information. {7)

In a noisy environment, it is often not possible to reduce the
bit error rale to aceeptable levels. Doing so may require rising
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the signal power beyond practical limits.  Alternatively,
lowesing the crror rate might require communicating at an
unacceptably slow rate,

Howcver there is another available option to improve the
performance of digital communication systems: Error control
coding can be used to provide a structure for crror tolerant
communication, The structure is such that crrors can be
recognized at the receiver. The error control is accomplished
in two steps: detection and correction. Error detection is the
process of providing cnough structure so that the receiver
knows when the error occurs., If the added structure is
sufficicntly detailed to allow pinpoint the Jocation of these
crrors, the code is an error correcting code, and it is possible
to correct errors at the receiver without requesting additional
information from the transmitter (e.g., a retrapsmit request).
This process is known as Ferwurd Error Correction. Forward
error correction normally requires adding the redundancy 1o
the signal; more bits arc sent than required. [1] There are two
main codes, 1.e. Lincar Block and Convolutional codes, betore
Turbo codes which are being in error free communications.

The concept of turbo code was first introduced by C. Berrou
in 1993. Today, Turbo Codes are considered as the moslt
efficient coding schemes for FEC. When is compared to other
codes and almost achieving the Shannon Limit (EJ/N, = -1.6
db if R, = 0) at modest complexity [10].

Turbo codes have been proposed Tor  low-power
applications such as deep-space and sateflite communications,
as well as for interference limited applications such as third
generation cellular, personal communication serviees, and -
hoc and sensor networks.

[I. TURBO CODES

Lately in ]4], the proposal of Parallel-Concateniied
Convolutional Codes (PCCC), called turbo codes,  was
introduced. The introduction of turbo codes has increased the
interest in the coding area since these codes give most of (he
gain promised by the channel-coding theorem. Turbo code:
have an astonishing performance of bit error rate (BER}) &
relatively low signal to noise ratio (BB/N,). To give aim ddea o
how powerful 1wrbo codes are, for a {rame size o
256X256=65536 bits we can achicve a BER=10" aver AWGH
channel at only E/N,=-0.7d8 [4].

In the following two sections the structure of both cacoder am
the decodzar of turbo codes are explained
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Fig. 1: Simplified Turbo Encoder

111. TurRBO ENCODER

In a simplified turbo encoder, there are two convolutional
encoders in parallel. The information bits are scrambled before
entering the second encoder. Input bits are appended to the
convoluted output - i.e. the code is systematic-followed by the
parity check bits from the first encoder and then the parity bits
from the second encoder, as depicted in Fig. 1.

The simplified turbo code block diagram shows only two
branches. In general, one can have multiple turbo encoders
with more than two branches, The Convolutional code at every
branch is called the constituent code (CC). The CCs can have
similar or different generator functions. We will discuss the
usual configuration with two branches having the same CC. A
PAD is shown in the Figure to append the proper sequence of
bits to terminate all the encoders to the all-zero state. This is
because a convolutional code may be used to gencrate a block
code if we use beginning and tait bits. If we have one then the
required tail is a sequence of zeros with length equal to the
memory order m. The problem of terminating both encoders
simultaneously seems to be difficult because of the interleaver,
However, it is still possible to do with m tail bits only [6}.

In general we can have another interleaver before the first
encoder but usually it is replaced with a delay line to account
for the interleaver delay and keep the branches working
simultancously. Puncturing can be introduced to increase the
rate of the convolutional code beyond that resulting from the
basic structure of the encoder. Some codes are called recursive
since the state of the internal shift register depends on the past
outputs. Fig. 2 illustrates a non-recursive and non- systematic
convolutional code with its corresponding recursive systematic
code. X;; and X, are the check bits. Note that for the systematic
Convolutional encoder, one of the outputs, X, is exactly the
input sequence. In turbo codes Recursive Systematic
Convolutional (RSC) codes are proved to perform better than
the Non-recursive ones [4] {3].

An RSC encoder can be obtained from a non-sysicmatic &
non-recursive encoder by sctting one of the outputs equal to
the input (if we have one input) and using a feed back
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Fig. 2: (a) Classical Non-Recursive and Non-Systemic Code (b}

Recursive Systemic Code

. The trellis and the free distance (d.) also will be the same
for both codes [4].0f course; the output sequence does not
correspond to the same Enput in the two codes becaase the two
generators are not the same.

IV. TURBO DECODER

The decoder works in an iterative way. Fig. 3 shows a block
diagram of a turbo decoder. The iteration stage is shown with
doted lines to differentiate it frone the initialization stage. Only
one loop is performed at a time. In practice the number of
iterations docs not exceed 18, and in many cases 0 iterations
can provide satisfactory performance [4].

Actually, the term turbo code is given for this ilerative
decoder scheme with reference to the turbo eogine principle.
The first decoder will decode the sequence and then pass the
hard decision together with a reliability cstimate of this
decision to the next decoder. Now, the sccond decoder will
have extra information for the decoding; a priori value
together with the sequence.
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The interlecaver in-between is responsible for making the
two decisions uncorrelated and the channel between the two
decoders will seem to be memory less due to interleaving. The
exact procedure in what information is passed to the next
decoder or next iteration stage is a subject of research. In the
next scction, we describe a widely accepted decoding
algorithm, which is the modified version of Viterbi algerithm.

(2]

V. DECODING ALGORITHM: SOVA

Algorithms used in decoding convolutional codes can be
modified to be used in decoding turba code. In the original
paper on turbo codes [4], a modified BAHL et algorithm was
proposed for the decoding stage. This algorithm is based on
Maximum A-pasteriori Probability (MAP). The problem with
this algorithm is the inherent complexity and time delay. MAP
algorithm was originally developed to minimize the bit-error
probability instead of the scquence errar probability. The
algorithm, although optimal, scem less attractive due 10 the
increased complexity.

Viterbi algorithm is an optimal decoding method that
minimizes the probability of sequence error for convolutiorial
codes, A modified version of Viterbi algorithm, called SOVA
(Soft Output Viterbi Algorithm), which uses soft outputs, is
introduced in [3] [9].

A, Understanding SOVA

It is proposed that an iterative decoding scheme should be
used. The decoding algorithm is similar to Viterbi algorithm in
the sense that it produces soft outputs. While the Viterbi
algorithm outpuis either 0 or 1 for each estimated bit, the turbo
code decoding algorithm outputs a continuous value of each
bit estimate. While the goal of the Viterbt decoder is to
minimize the code word crror by finding a maximum
likelihood estimate of transmitted code word, the soft output
decoding attempts to minimize bit error by estimating the
posterior probabilities of individual bits of the code word. We
called the decoding algorithm Software Decision Vitérbi
Decoding. The turbo decoder consists of A clementary
decoders - ane for each encoder in turbo encoding part. Each
elementary decoder uses the Software Decision Viterbi
Decoding to produce a seftware decision for each received bit.

After an iteration of the decoding process, every clementary
decodcr shares its soft decision oulput with the other M-1
elementary decoders.

In theory, as the number of these ilerations approaches
infinity, the cstimate at the output of decoder will approach the
maximum a posieriori (MAP) solution.

The turbo-code decoder is described in the fig. 6. Assuming
zero decoder delay in the turho-decoder, the decader |
computes a soft-output from the systematic ditit (to), code
information of encoder 1 (y;) and a-prion infurmation {Laz).

From this oulput the systematic dita (g} and a-privri
information (Lus) are subtracted. The result is mulliplicd by
the sealing factor catled chanmel reliability L, 1o compensate
the distortion. The result is uncorrelated with .y and is denated
as Le,, for extrinsic data from decoder 1. .

Decoder 2 takes as input the interleaved version of Loy (e
a-priori information La;). the code informution of sccond
encoder {ys) and the interleaved version of systematic data
(at)). Decoder 2 generates a soft output, [rom which the
systematic data (L.f(x,)) and a-priori fnformation (Le} was
subtracted. The result is multiplied by the scaling factor called
channel relisbility L. to compensate the distartion. The
extrinsic data from decoder 2 (Les) is interleaved to produce
La,, which is fed back to decoder] and the iterative pracess
continucs.

B. Steps of SOVA

1} Form dhe Trellis
laside the decoder, Soft-Output Viterbi Algorithm (SOVA)
is used to determine the result with maximum likelibood. The
process SOVA is similar to that Viterbi algorithm. A trellis is
formed first.




Fig. 4: Trellis Diagram

The trellis is to shaw haw the codes are output by encoder.
The bits in cach node the encoder output {(decoder input) for
all combination of swtes and inputs of the encoders are
summarized as follows:

State 1 Siate2 | Inpwt | Cutpwt Next | Next | Decoder
State State oput
| 2

U 0 0 0 0 0 00

0 0 1 1 1 0 11

0 1 0 ¢ 1 0 00

0 1 1 1 0 0 11

1 0 0 1 1 1 01

1 0 i 0 0 1 10

1 1 0- 1 0 1 0l

1 1 1 0 1 | 10

TABLE 1: TURBO ENCODER WORKING

2) Determine the Accumulated Maximum Likelihood for
Each State
From the Table 1, each state has its own input bit pattern.
When bit streams are inputied to decoder, they can be
compared to the input (x4 x;) to see whether they are matched.
The result is represented by likelihood of input: )
L; = -11If no bits are matched.
.0 if 1 bit is matched.
...1 if both bits are matched.

The overali likelihood of a transition is sum of likelihood of
input and a-prior likelihood information (L,).

L=L;+L, (n
L, = 0.5 x z-prior information L,, if x, arc 1
... -0.5 x a-prior information L, if x; arc 0

The algorithm is as follows:

Start from state 00, the overall likelihood of cach transition
is evalvated. The overall likelihood of each node is obtained
by the maximum accumulated likelihood. With this algorithm,
the trellis in figure 5 will be obtained.

3} Find the Surviving Path

original 11 o1 10 a1 k!
recelved 11 1 10 oo 1

Fig.5: Surviving Path in Trellis Diagram

The surviving path is thus derived by tracing back from lasi
stage (stage 5) to the first one (stage ) and is the results of
hard-outpul Viterbi Algorithm.

Letu=[10101]

4} Determine the Soft Owiput

To find the soft-oulput, non-surviving paths arc considered.
We consider the non-surviving path the onc that is produced
by making different decision in onc of the stage in iracing
back. Fer example, when tracing back from (last stage) stage
5, one of the non-surviving path is found hy tracing back 10
state 00 instead of state 01 from stage 5 to stage 4. Following
the arrows, bit 1 is also 1. We found that bit 1 will have the
following results when decision is changed in different stages:

Stage 1 3 4 5

N

where X means
cannot trace
back to state 00
in stage {4

Bitl X X 0 1 |

Delta - - 3 ! )

TABLE 2: NUN-SURVIVING FATIHS ARL CONSIDLERED

Here we define a function deita to describe the endency 1o
have non-surviving path. It is the diffecence in overall
likelihood when a different decision is possible in a particular
stage. The soft-output of bit 1 is evaluated by the following
formula:

soft-output of bit 1= bit value x min 2

(delta which make bit 1 change to value other than bir
value)

hit vafue = 1 for bit outpur = 1

-..-1 for bit output =0

[n bit ane, the decision only changes when a stade changes in
stage 3. The minimum delt is 3. Thus the soft-output of the bit
one is 3.

Repeat it for bit two {originally bit two = (),
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Fig. 6: Turbo decoder structure

Stage 2 3 4 5

Bit 1 X where X means cannot
trace back to state 00
in stage 0

Delta - 3 1 2

TABLE 3: NON-SURVIVING PATHS ARE CONSIDERED

From the above results, in bit two, the decision changes when
a state changes in stage 3, 4 and 5. The minimum delta is 1.
Thus the soft-output of the bit two is -1.Using this algorithm,
the soft-putput will become

[3-11-12]

1) Feeding Data 1o another Decoder
After the soft-output is evaluated by SOVA decoder, the
data will be passed to the second decoder for further decoding.
Before passing to data to the second decoder, two processes
are performed to the decoder output:

D, 3 -1 1 -1 2
La, 0 0 0 0 0
Xy 1 1 1 -1 1
Leyg 2 -2 0 0 1
TABLE 4: THE A-PRIOR INFORMATION {(LAz) AND THE SYSTEMATIC DATA (Xa)
ARE SUBTRACTED

The result is multiplied by the scaling factor called channel
reliability L. The reason of the fuactor is because the SOVA
alporithm suffers a major distortion which is caused by over-
optimistic soft ovlputs. The factor is used 10 compensate this
distortion.

L, =mean{Le;) x 2/ vac (Ley) 3)

2)  lrerative Decoding

The data from first decoder L1, together with the
systematic data a (xy) and code information frem second
encoder (y;), arc then fed into the sccond decoder for
decoding; the decoding algorithm is the same as the first one,
After decoding, the output of second decoder is processed in

the same way and fed back to the first decoder. The process
continues.

The number of iterations depends on the designer. Usually,
the larger the iteration, the more accurate the data but the
longer the time it takes for decoding,

3) Decision of Output

After iterations of decoding, the decoding results arc the
sign of the softoutput of the last decoder. Take the example,
for the results of first decoder, the vutput become:

L2

decoder ouiput 3 -1 1 -1
Resuli 1 0 i 0 l

Tuble 5: The decoder outpuis

Which is the samc as the input bit stream w. ie., the crror
can be recovered. SOVA has only twice the complexity of
Viterbi algorithm. The new algorithm will make it possible 1o
integrate both the encoder and the decoder in a single silicon
chip with unmatched performance at the present time [4].

VI. SIMULATION’S RESULTS

Total Frames
Average BER , .
) T'ransmitted
Ey/
N() heration lteration Iteration ltcration Neraion $lcration
! 2 3 1 2 A
0.5 | 01667 | 01156 | 00809 | 3 3 7
1.0 | 00259 | vosas {ooas2 | 3 3 1t
15 [ 00v52 | 00520 {00214 | 3 | 10 1S
20 | 00187 | 00230 L0015y | o 14 32
25 [ vo11s | 00078 | voovet 8 e 6y
3.0 | 00081 | 00033 | ooty | 29 87 33n

TABLE 6: THE SIMULATION GENERATED IJATA

The above table shows the results of a Rate 13 Turbo condee
simulation with the frame size of 100 bits Tor I, 2 amd 3




iterations. The communication is terminated when three bit

Crr

or occurs. The following graph is produced on the basis of

above penerated data.
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I, CONCLUSION:

Two conclusions are drawn from above provided simulation
results:

1} As the number of iterations increases, the performance
of uirbe codes also increases.

2) At higher value of signal 1o noise ratio (E/Nyj,
efficiency af the turbo codes increases.

The graph between signal to Noise ratio (EJ/N,) and Bit

Er

ror Rate (BER) clearly explains' efficiency of turbo codec

for wircless communication. When we increase the number of
iterations or EyN, the performance of the wrbo code
increascs.

Furthermore, The excellent performance of turbo  codes
requires careful understanding of the code ingredients. The
cffects of the code parameters on the performance need further
investigation. Proper understanding of the code will help in
niking the code applicable for real time applications
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Fig, 1: Simplificd Turbo Encoder

11l. TURBO ENCODER

In a simplificd turbo encoder, there are two convolutional
encoders in parallel. The information bits are scrambled before
entering the second encoder. Input bits are appended to the
convoluted outpat - bc. the code is systematic-followed by the
parity check bits from the first encoder and then the parity bits
from the sccond encoder, as depicted in Fig. 1.

The simplified turbo code block diagram shows only two
branches. In pencral, one can have multiple turho encoders
with more than two branches. The Convolutional code at every
branch is called the constituent code {(CC). The CCs can have
similar or different generator functions. We will discuss the
usual configuration with two branches having the same CC. A
PAD is shown in the Figerc to append the proper sequence of
bits to terminate all the cncoders to the all-zero state. This is
because a convolutional code may be used ta generate a block
code if we use beginning and tail bits. If we have onc then the
required tail is a sequence of zeros with length equal to the
memory order m. The problem of terminating both encoders
simultaneously scems to be difficult because of the interleaver.
However, it is still possible 1o do with m tail bits only [6).

In general we can have another interleaver before the first
encoder but usually it is replaced with a delay line to account
for the interleaver delay and keep the branches working
simulianeously. Puncturing can be introduced to increase the
rate of the convolutional code beyond that resulting from the
hasic structure of the encoder. Some codes are called recursive
since the state of the internal shifl register depends on the past
outputs, Fig. 2 illustrates a non-recursive and non- systematic
convolutional code with its corresponding recursive systematic
cade. X, and X, arc the check bits. Note that for the systematic
Convolutional encoder, one of the outputs, Xq, is exactly the
taput sequence. In turbo codes Recussive Systematic
Convolutional (RSC) codes are proved to perform better than
the Noa-recursive ones [4] [3].

An RSC encoder can be obtained from a non-systerdatic &
non-recursive encoder by setting one of the outputs equal to
the input {if we have one input) and using a feed back

—
el

1<

x |
.\,-'
I( Puncturing 2 To the
%1 - E ¥ Parallel [Serial > Clhianael
\ MUX
"
X2 = <
Input
Input
Xo
xi

Rg. 2: (a) Classical NomRecursive and Nor-Systemiv Code (b)

Recursive Systemic Codu
. The wrellis and the free distance (dg.) also will be the sume
for both codes [4).0f course; the output sequence does aol
correspond (o the same input in the two codes because the two
gencrators are not the same.

IV. TurBo DECODER

The decoder works a an ilerative way. Fig. 3 shows a block
diagram of a turbo decoder. The iteration stage is shown with
doted lines to differentiate it from the initialization stage. Only
one loop is performed at a time. In practice the number of
iterations does not exceed 18, and in many cases 6 iterations
can provide satisfactory performance [4].

Actually, the term turbo code s given for this iterative
decoder scheme with reference ( the turba cagine principle.
The first decoder will decode the sequence and then pass the
hard decision together with a reliability estimate of this
decision w the pext decoder. Naw, the sceond decoder will
have extra information for the decoding; a priori valuc
together with the sequence,
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Fig. 3: Block Diagram of Turbo Codes

The interleaver in-betwecn is responsible for making the
two decisions uncorrelated and the channel between the two
decoders will seem to be memory less due (o interleaving, The
exact procedure in what information is passed to the next
decoder or next iteration stage is a subject of rescarch. In the
next section, we describe a widely accepted decoding
algorithm, which is the modified version of Viterbt algorithm.

(2]

V. DECODING ALGORITHM; SOVA

Algorithms used in decoding convolutional codes can be
modified 0 be used in decoding tutbo cnde. In the originat
paper on turbo codes {4}, a modificd BAHL et algorithm was
proposed for the decoding stage. This algorithm is based on
Maximum A-posterioni Probability (MAP). The probiem with
this algorithm is the inhercnt complexity and time delay, MAP
algorithm was originally developed to minimize the bit-crror
probabilily instead of the sequence error probability. The
algorithm, although optimzl, scem less attraciive due to the
increased complexity.

Viterbi algorithm is an optimal decoding method that
minimizes the probability of scquence error for convolutional
codes. A modified version of Viterbi algorithm, called SOVA
(Soft Output Viterbi Algorithm), which uses soft outputs, is
introduced in [8] [9).

A, Understanding SOVA

It is proposed that an iterative decoding scheme should be
used. The decoding algerithm is similar to Viterbi algorithm in
the sense that it produces soft outputs. While the Vierbi
atgorithm outputs cither 0 or | for cuch estimated bit, the wrbo
code decoding algorithm outputs 2 continuous value of cach
bit estimate. While the goal of the Viterbi decoder is to
minimize the code word ercor by finding a maximum
likelihood estimate of transmitted code word, the soft output
decoding attempts to minimize bit crror by estimating the
posterior probabilitics of individual bits of the code word. We
called the decoding algorithm Software Decision Viterbi
Decoding. The turbo decoder consists of M clementary
decoders - one for each encoder in turbo eacoding part. Each
clementary  decoder uwses the Software Decision  Viterbi
Decoding to praduce a software decision for each received bit,

After an iteration of the decoding process, cvery clementary
decoder shares its soft decision output with the other M-1
clementary decoders.

In thcory, as the number of these iterations approaches
infinity, the estimate at the output of decoder will approach the
maximum i postertor: (MAP) solution.

The turbo-code decoder is described in the fig. 6. Assuming
zero decoder delay in the turbo-decoder, the decader |
computes a soft-output from the systematic data (o}, code
information of encoder 1 (3} and a-priort information (Las).

From this output the systematic data (v) and a-priori
information (Lay) are subtracted. The result is multiplied by
the scaling factor called channel reliabvlity L. o compensate
the distortion. The result is uncorrelated with vy and s denated
as Ley, for extrinsic data {from decoder 1.

Decoder 2 takes as input the interlcaved version of Leg (the
a-priori information L), the code information of sccoml
encoder (v:) and the interlecaved version ol systematc data
(efx)). Decoder 2 gencrates 4 soft output, from which the
systematic data (L, eqx,)) aad a-privri information (La,) was
subtracted. The result is multiplied by the scaling factor called
channel reliability L, to compensate the distortion. The
extrinsic data from decoder 2 (Ley) is interlcaved to produce
Laz, which is fed back 10 decuded] and the iterative pracess
continues.

B. Steps of SOVA

1) Form the Treflis
Inside the decoder, Soft-Output Viterbi Algorithm (SOVA)
is used (o determine the result with maximum likelihood. The
process SOVA is similar to that Viterbi algorithm. A trellis is
formed first,



Fig. 4: Trellis Diagram

The trellis is to show how the codes are output by encoder.
The bits in each node the encoder output (decoder input) for
all combination af states and inputs of the cncoders are
summarized as follows:

Stale 1 State 2 | Input | Quiput BNeat | Next | Decoder
State | State | lnput
I 2
0__ e 1o o _lo Juwo
0 ] 1 i 1 U 11
0 | g 0 1 0 00
0 I 1 ] 0 0 Il
1 0 ¢ 1 1 1 01
| 1 ) 1 0 0 i 10
I I 0 )| 0 1 01
|1 1 i 0 1 i 10

TaBLE 1: TURBO ENCODER WURKING

2) Determine the Accunudated Maximum Likelilood for
Each Srate
From the TFable 1, ¢ach state has its own input bit pattern.
When bit streams are inputted to decoder, they can be
compared to the inpul (xg x;) to see whether they are matched.
The result is represented by likelihood of input:
L; = -1I[fno bits are marched,
...0if 1 bit is matched.
...1 if both bits are matched.

‘The overall likelihood of a transition is sum of likelihood of
input and a-prior likelihood information (L),

L = Li +L.|r (l)
L, = 0.5 x a-prior information L, if x, are 1
... 0.5 x a-prior information L, if x, are 0

The algorithm is as follows:

Start from state 00, the overall likelihood of each transition
is evaluated. The overall likelihood of cach node is obtained
by the maximum accumulated likclihood. With this algorithm,
the trellis in figure 3 will be obtained.

3)  Find the Surviving Path

origtnal " 01 10 o1 11
vecylved 11 11 10 0o 11

Fig.5: Surviving Path in Trellis Diagram

The surviving path is thus derived by tracing back from fasi
stage (stage 5) o the first one (stage 0) amd is the resulis of
hasd-output Viterbi Algorithm.

Letu={10101]

4) Determine the Soft Output

To find the sofi-output, non-surviving paths are cansidercd.
We consider the non-surviving path the one that is produced
by making dilferent decision in one of the stage in lnicing
back. Fos example, when tracing back from (fast stage) stage
5, one of the non-surviving path is found by tracing back 1o
state 00 instead of state 01 from stage 5 to stage 4. Following
the arrows, bit § s also § We found that bit | wall have the
following results when decision is changed in differemt stages:

Stage 1 2 3 4| 5

Bit l X X 0 i | where X means
cannot irace
back to state (0
iy stage )

Deta | -1 -| 3| 1] 2 7

TABLE 2: NON-SURVIVING PATIS ARE (DONSIHRED

Here we define a function delta w deseribe the tendency 10
have non-surviving path. 1t is the difference in overall
likelihood when a different decision is possible in i particuln
stage. The soft-output of bit 1 is evaluated by the following
formula:

saft-output of hit 1= bit value x min {2)
(¢feltu which make bit 1 change to valuc ather than bit
valiue)

bitvalue = 1 for it ouiput = |

.=l for bitoutput =0

in bit onc, the decision only changes when a state changes in
stape 3. The minimum delta is 3. Thus the soft-output of the bil
one is 3.
Repeat it for bit twa (originally bit two = 1)),



iterations. The communication is terminated when three bit
error occurs. The following graph is produced on the basis of
above generated data.

Turke Code BER Pedomance for upto 3 Cecoding terations for R=1/3 and FS=100
018 — ,

016}

— Bil emor rale for 1 feration
5 Bit enor rate for 2 iterations
—+ Bil emor rate for 3 ferations

014t

BER (Bit Error Rata)
B
R

o o
2 5.

=
=i

0 L : :
05. t 15 2. 25. 3

B T—— = F

Graph 1: Average BER vs. E/No

III. CONCLUSION;

Two conclusions are drawn from above provided simulation
results:

1) As the number of iterations increases, the performance
of turbo codes also increases.

2} Arhigher value of signal to noise ratio (E/Ny),
efficiency of the nurbo codes increases.

The graph between signal to Noise ratio {E/N,) and Bit

Error Rate (BER) clearly explains efficiency of turbo codec
for wireless communication. When we increase the number of
iterations or E4/N, the performance of the turbo code
increases.
Furthermore, The excellent performance of turbo codes
requires careful understanding of the code ingredients, The
effects of the code parameters on the performance need further
investigation. Proper understanding of the code will help in
making the code applicable for real time applications
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