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Abstract 
The correct transmission and reception of data has been a main concern for researchers 

since the advent of the comnlunication era. In the presence of noise generating Factors 

like frequency interference, weather conditions; in the open media, it is impossible to 

remove errors in the wireless media, where the vulnerability of data is higher than in any 

other media. In a noisy environment, it is often not possible to reduce the hit error rate to 

acceptable levels. Doing so may require raising the signal power beyond practical limits. 

Alternately lowering the error rate might require communicating at an unacceptably slow 

rate. There is another available option lo improve the pcrI'~orm:~nce o f  digital 

communication systems such as 'error control coding' can be used to provide a structure 

for error tolerant communication. The structure is such that errors can be recognized at 

the receiver. The error control is accomplished in two steps: detection of error and its 

correction. Error detection is the process or  providing enough structure so that receiver 

knows when the error occurs. If the added structure is sufficiently detuiled to allow 

pinpoint the location of these errors, the code is an error correcting code, and i t  is possible 

to correct errors at the receiver without requesting additional infornution from the 

transmitter (e.g. a retransmit request).This process is known as Forward Error Correction. 

Forward error correction normally requires adding the redundancy to the signal; more bits 

are sent than required. There is no possibility of the error free communication over the 

noisy channel when messages are encoded with zero redundancy. Various coding - 
techniques are developed to detect and correct the errors at the receiver/destinatio~~. 

These techniques are called error correcting codes and the most efficient onc is 'Turbo 

Codes'. Considering the efficiency, - Parallel Concatenated Convolutional Codes (the other 

name for Turbo Codes) perform remarkably better as compared to any version of other 

coding techniques. 

Claude Shannon has shown that it is possible to achieve error free communication 

by adding sufficient redundancy. Shannon limit was not achieved by the convolutional 

codes but Turbo Codes have achieved the signal to noise ratio near (Eb / N,, = -1 .h db): 

Amongst the encoders for turbo codes, Recursive Systematic Convolutional (RSC) 

Encoder is exclusively bettcr than the Non-recursive ;mtl Non-systcnl;~tic ones. While tllc 

decoding algorithm for turbo codes, SOVA (Soft Output Viterbi Algorithm) outpcrhrnis 

its counterparts like MAP in terms of complexity and efficiency. This thesis is unique 

having complete understanding of the SOVA decoding algorithm, slcp by step. 



The concept of interleaver has expanded in Turbo codes, which not only rcmove 

burit crrors but also help in code weight distribution. It feeds the encoders with 

permutations so that the generated redundancy sequence can be assumed independent. All 

the functions of the interleaver have a significant effect on the performance of the turbo 

code, thus making the design of the interleaver a critical issue. 

This thesis puts different issues concerning Turbo Codes at one plncc describing 

the working of decoding algorithm SOVA and, design and conlplexity I'iaturcs of  

interleaver which is  a vital part in turbo codcs construction. However this research 

focuses on the existing literature and techniques rather thsn on generating and testing new 

theories. 

Key Words: Error Correcting Codes, Turbo Codes, Recursive Systematic Convolutional 

(RSC) Encoder, SOVA (Soft Output Viterbi Algorithm), Interleaver Design 
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1. Introduction 

Error free communication systems are needed to guard against loss or d;tm;lges of 

data and control information. In all communication systems, there is a potential for error. 

Transmitted signals are distorted to some extent before reaching their destination. Error 

detection and correction are required in circumstances where error cannot be tolerated 

This is usually the case with data processing systems. Typically, error control is 

implemented as two separate functions. error detection and ctransmission. To achicve 

error detection, the sender inserls an error-detection code in the transmitted PDU 

(Protocol Data Unit), which is a function of (he otller bits in the PDU. The receiver 

checks the value of the code in the incoming PDU. If an error is detected, the rcceiver 

discards the PDU. Upon failing to receive an acknowledgment from the reciever in a 

reasonable time, the sender retransmils the PDU. Some protocols also employ an error 

correction code which enables the receiver not only to detect errors but, in some cases to 

correct them as well. We will talk about these protocols in the thesis. 

1 .I Error Induction 

When data is being transmitted betwein two DTEs, it is very common (especially 

if the transmission lines are in an el&trically noisy environment such as telephone 

network) for the electrical signals representing the transmitted bit stream to be changed 

by electromagnetic interference induced in the lines by neighboring electrical devices 
.. 

This means that signals representing a binary 1 may be interpreted by the receiver :IS :I 

binary 0 and vice versa. To ensure t l u t  information received by a destination L)TE has ;I 

high prob:lhility of being the same as that transmitted by the sending DTE, Iherc must be 

some way for the induction to a high probability when received information contains 

errors Furthermore, should errors be detected, a meclrnnism is needed to obtain error frce 

data. Error free communication systems are needed to provide secure transmission of data 

over the network. The growing traffic over the networks, band width limitations and 

nature of data make il essential to have error free communication systems. Growing use 



of satellites in comnlunication systems make it vital to have some reliable crror free 

communication mechanism. 

1.2 Error Control 

There are various approaches to achieve forward error control in which each 

transmitted character or frame contains additional (redundant) information so that the 

receiver can not only detect when errors are present but also detrmine where in the 

received stream the errors are. The correct data is then obtained by inverting these 

bits.Feedback (backward) error control in which each character or frame includes only 

sufficient additional information to enable the receiver to detect when error are present 

and not their location. A retransmission control scheme is then used to request ;I 

retransmit. 

In practice the number of additional b ik  required to achieve reliable forward error 

control increases rapidly as the number of information bits increast.;, hence feedback 

error control is the predominant method used in the types of data communication and 

networking systems. Feedback error control can be divided inlo two parts: firstly the 

techniques that are, used to achievc reliable error detection, secondy the control 

algorithms that are available to perform the associated retransmission control schemes 

This section is concerned with the most common error detection techniques currently in 

use. The two factors that determine the type of error detection scheme used are the bit 

error rate (BER) of the line or circuit and the type of errors (that is whether the error 

occurs as random single-bit errors or asburst errors). The BER shows the probability P of 

a single bit being corrupted in a defined time interval. For example if 125 characters per 

block each of eight bits per frame is to be sent and the probability of a block (frame) 

containing an error is approximately 1. This means that on average every block will 

contain ;in error and must be retransmitted. Clearly this lenglh ol' I'r;ime is too long for 

this type of line and must be reduced to obtain an accephble throughput. The type of 

errors present is important since as we will see different types of error detection schemes 

are used to detect different types of error. Also the number of bits used in some schemes 
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determine lhe burst lengths that are detected. The three most widely used schemes arc 

parity bit check, blocksum check and cyclic redundancy check 

1.3 Probability of Errors 

The probability that a frame arrives with no bit errors decreases wlicn the 

probability of a single bit error increases, as you would expect. Also, the probability that 

a frame arrives with no bit errors decreases with increasing frame length. Longcr the 

frame, the more bits it has and higher the probability that one of these is in error. 

1.4 Error Detection 

Following error detection techniques are commonly used. Each technique has its . 
own mechanism to work and its drawbacks which are discussed in brief in the following. 

1.4.1 Parity Bit Check 

The most common method used for detecting bit errors with asynchronous and 

character-oriented synchronous transmission is the parity bit method. With this scheme 

the transmitter adds an additional bit - the parity bit to each transmitted character prior to 
.. 

transmission. ~ i e  parity bit used is a function of the bits that make up the charactcr being - 
transmitted. Hence, on receipt of each charader, the receiver can perform a sin~ilar 

function on the received character and compare the result with the received parity bit. If 

they are equal, no error is assumed, but if lhey are different, !hen a transmission error is - 
assumed to have occurred. To  compute the parity bit for a character, number of I bils in 

the code for the character are added together (modulo-2) and thc parity bit is then chosen 

so  that the total number of 1 bit (including the parity bit itself) is either evew even parity 

- or odd - odd parity. 

Method will only detect single (or an odd number of) bit error and that two (or 

an even number of) bit errors will go undetected. The circuitry used lo compute the parity 

bit for each character comprises a set of exclusive-OR (XOR) gates connected. The XOR 
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gate is also known as a modulo-2 adder since the output of the Exclusive-OR opecrtion 

between two binary digits is the same as the addition of the two digits without a carry bit. 

The least significant pair of bits is first XOIled together and the output o l  this gale is ihcn 

XORed with the next (more significant) bit, and so on. The output of the final gale is the 

required parity bit which is loaded into the transmit register prior to transmission of the 

character. Similarly, on receipt, the recomputed parity bit is conlpared with the rcccivctl 

parity bit. If it is different, this indicates that a transmission error has been detected. 

1.4.2 Block sum check 

When blocks of characters are being transmitted, there is an increased probability 

that a character (and hence the block) will conlain a bit error hence an extension to the 

error detection capabilities obtained by the use of a single parity bit per character (byte) 

can be achieved by using an additional set of parity bits computed from the complete 

block of characters (bytes) in the frame. With this method each character (byte) in the 

frame is assigned a parity bit (s before column or row parity). In addition an extra bit is 

computed for each bit position (longitudinal or column parity in the complete f r ;~n~c .  the 

resulting set of parity bits for each column is referred to as the block (suni) check 

character. It uses (odd parity) for the row parity bits and even parity for the column parity 

bits. It assumes that the frame contiins prin~able cl~aracters 

It can be deduced that although two bit errors in a character will escape the row 

parity check they will be detected by the corresponding colunin parity check. This is true 

of course only if no two bit errors-occurring will be much less than the probability of two 

bit in a single character occurring hence use of a block sum check significantly improves 

the error detection. 

1.4.3 Cyclic Redundancy Check (CRC) 

One of the most common, and most powerful, error-detecting codes is the cyclic 

redundancy check (CRC), which can be described as follows. Given a k-bil block, or 

message, the transmitter genentes an n-bit sequence, known as a frame check sequence 
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(FCS), so that the resul t i~~g frame, consisting of k + n bits, is exactly divisible by some 

predetermined number. The receiver then divides the incoming frame by that number and 

if there is no remainder, assumes there was no error. 

1.5 Drawbacks of the techniques 

The use of parity bit check is not foolproof, as noise impulses arc often long 

enough to destroy more than one bit, particularly at high data rate. As p;~rity check only 

encounters odd number of bit errors and even number of bit patterns are overhe;~d. Block 

sum fails when there is a burst error in the column and rows as well. So ihe final parity 

bit cannot verify the burst errors in block sum. 

1.6 Introduction to Error Control Coding 

Over the years, there has been a tremendous growth in digital communication 

especially in the fields of cellular/PCS, satellites, and computer communication. In these 

communication systems, the information is represented as a sequcnce o r  binary l~ils. The 

binary bits are then mapped (modulated) to analog signal waveforms and transmitted over 

a communication channel. The communication channel introduces noise and interference 

to corrupt the transmitted - signal. At the receiver, the channel corrupted transmitted signal 

is mapped back to binary bits. The received binary information is an estimate of the 

transmitted binary information. Bit errors may result due to the communication channel 

and the number of bit errors depends on the amount of noise and interference in the 

communication c1iannel.Channel .coding is often used in digital communication syslerns 

to protect the digital information from noise and interference and reduce the number of 

bit errors. Channel coding is mostly accomplished by selectively introducing redundant 

bits into the transmitted information stream. These additional bits will allow detection 

and correction of bit errors in the received data stream and provide more reliable 

information transmission. The cost of using channel coding to protect the information is a . 
reduction in data rate or an expansion in bandwidth. In 194S, Claude Shannon sl~owcd 

that controlled redundancy in digital communications allows for the esistc~icc ol' 

communications at arbitrarily low bit error rate (BER). 
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1.6.1 Shannon Theory 

The field of Information Theory, of which Error Control Coding is a part, is 

founded upon a paper by Claude Shannon. Shannon calculated a theoreliwl nlaximunl 

rate at which data could be transmitted over a channel perturbed by additive white 

Gaussian noise (AWGN) with an arbitrarily low bit error rate, This maximum data ratc, 

the channel capacity C, was shown to be a function of the average received signal power, 

S, the average noise power, N, and the bandwidth of the system, W. This function, known 

as the Shannon-Hartley Capacity Theorem, can be stated as: 

If W is in Hz, then the channel capacity C is in bitsis. Shannon stated that it is 

theoretically possible to transmit data with a data rate I< . C with an arbitrarily small 

error probability by use of a sufficiently complicated coding scheme. 

Error control coding (ECC) uses this controlled redundancy lo detect and correct 

errors. When ECC is used to correct errors this is called Forward Error Correction (FEC). 

The method of error control coding used, depends on the requirements of the system (e.2. 

data, voice, and video) and the nature of the channel (e.g. wireless, mobile, high 

interference). The obstacle in error control coding research is to find a w:~y to add - 
redundancy to the channel so that the receiver can fully utilize that redundiuncy to detect 

and correct the errors and to improve the coding gain -- the effective lowering of the 

power required or improvement in through put. Codes lmve varying dcgrccs of cfficicncy - 
and only a few limited cases actually make use of all of the redundancy i n  the cllnnnel. 

Different codes also work better in certain conditions like high bit error rates (DER), high 

throughput, or  bursty channel. Shannon's discoveed the theoretical limit on the lowest 

signal to noise ratio required to achieve throughput.He also proved that channels have a 

maximum capacity C, that can not be surpassed regardless of how good the code is. 

However, he proved that codes exist such that by keeping the code rate, R, (explained 

below) less t l m  C, one could control the error rate based simply on the code structure 
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without having to lower the effective information throughput. Four decades of rcsearch 

have lead to codes that come very close to matching this theoretical limit. 

Since adding redundancy to the channel effectively reduces the bandwidth of the 

channel, there is a strong impetus to come as close to the theoretical limit. The code rate 

R is defined as follows: 

k = (length of message block) 

n = (Imgth of the transmission block with redundancy added) 

R = k l n {because n >= k and k > 0,O < K <= 1) 

Redundancy in digital communications (what this paper deals with) takes the 

form of parity bits on the information bits. The amount of redundancy is equal to the 

number of bits transmitted minus the original length of the message or: 

n - k = parity check bits 

Note that a code rate of one -- the maximum and n = k -- means that there is no 

redundancy in the channel. A code rate of 112 means that for every 1 bit of informatia~ - 
their are 2 bits being transmitted. A low code rate (114 to 112) is used for channels that . 
have many errors and require that the encoder includes considerable redundancy. A high 

code rate (112 to 1) is used for channels that have few errors and don't recpirc that the 

encoder include much redundancy. Multiplying the bandwidth or capacity of the ck~nne l  - 
with the code rate gives the effective bandwidth after ECC: 

(Effective Bandwidth) = (Bandwidth) * 1( 

Error control coding bases its mathematical foundation on linear algebra. All 

codes discussed are linear codes. The linear codes are divided inlo two categories: trellis 

codes and block codes. Figure 1.1 shows the lineage of the best known codes. 
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1 Trellis Codes I 

Convolution Codes 

Turbo Codes 

V 
Punctured Codes 

Coset Codes 

Error Control Codes 0 I Linear Blor* Codes I 
I 

- 
F i t e  Geometiy Codes 

Reed-IvIuUer Codes 

Goppa Codes Cyclic Codes 

I I I BCH Codes I 

Figure 1.1: Cude Line~ge 

I KeedSolomm I 

Each code is distinguished by the method used to add redundancy and how much of this 

redundancy is added to the information going out of the transmitter. Below are several 

terms that are used to difkren~iatr and undcrstand dil'fercnt codes. 

Weight The weight of a tuple of bits is equal to the number of ones in the tuple. 

The weight of (0 O 1 1 O 1 0) is three. The weight of (1 1 1 1 I 0) is five. The 

weight of the zero codeword or all zero codeword (0 0 O O 0 0) is zero. 

Minimum Distance The mi~~imum distur~cc d.,;, of a code is the minimum 

number of bits that must change in any codeword to produce another codeword. 

Hamming Codes 
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The greater the minimum distance, the more effective the code can be. The 

Irunznrirrg d i s~ur~ce  (also known just as the cliYru~rce) between two tuples is defined 

to be the number of bits that are different between two tuples. For example, [he 

humniitrg disrance between the two tuples, (0 0 O 0) and (1 1 1 O), is equal lo 

three, because there are three bits those are different. The hamming d i s t m x  

between any two tuples v and w is denoted as d (v, w). 

1.6.2 How the ~ e d u n d a n q  is used to Correct and Detect Errors 

Error control coding takes a packet or sequence of data. Typically this takes the 

form of a tuple of bits. This tuple represents the message, Redundancy is added to each 

message in a systematic way so that the resultant codewords have a one to one relation 

(match) to the messages. This means that the codewords are larger than the messages 

(because of the redundancy), but for every valid codeword there is one and only one 

message. For example: 

You take an 6 bit message and add 1 bit of redundancy in the form of an w e n  parity bit: 

This implies that the tuple (0 1 1 0 1 O 0 0 0) is /rut a valid codeword since it does not 

satisfy even parity although it is 9 bits long just like the other codeword. The resultant 

codeword bit-tuple supports 2^9 possible bit patterns, but only 2"s of those patterns are 

valid. - 

By making the possible number of bit paltents in the codeword much 1;rrger than 

the number of possible messages, the number of invalid codeword bit patterns becomes 

larger. If bit patterns are chosen within the space of possible codewords that maximize 

the hamming distance between the valid codewords, an efrective code can be cre;rtcd. A 

message is encoded into its matching codeword. This codeword has a certain amount of 

distar~ce from all the other valid codewords. Even if a few errors occur, as long as the 

number of errors is less than the distance to any other code, the resulting codeword with 
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errors will always be invalid. At this point, the receiver has to decide to Cix the error or 

signal that is has found an error and drop the packet. In the latter case, the receiver is 

done. In the former case, there is a difficult question lo be answercd. If a valid codeword 

has had errors added to it, the receiver must choose the closest valid codeword to niep the 

invalid codeword to. One very important assumption that is made in error control coding 

is that when the decoder has a choice between two codewords, it will always choose the 

codeword that is the closest to the received codeword according to hamming distance 

{minimize d@ossible valid codeword, received erroneous codeword)) -- the least number 

of errors is predicted to be the most 1ikely.Note that if a codeword receives enough errors 

in the right places, it could be picked up at the receiver and "look" like a valid codeword, 

or be closer to a another valid codeword than the one that was originally transmited. In 

either case, errors get through undetected. In the latter case, the receiver, in the proccss of 

"correcting" errors, effectively adds errors to the data. For instance, if the repetitive code 

(3,l) is used where: 

n = 3 (three bits transmitted in each code word) 

k = 1 (one bit of information is transmitted) 

If the information bit k is 0, then the codeword n is (0 0 0) If the information bit k 

is 1, then the codeword n is (1 1 l).If no errors occur, then the only two codewortis that 
* 

can be received at the receiver (figure 1.2 below) are (0 0 0) and (1 1 1). The receiver can 

then decode these into 0 and 1 respectively. However, if errors were introduced by the 

channel then we can theoretically receive anything. This code can correct onc error. 

Because the receiver does not know what the transmitted codeword is and the receiver 

also knows that errors can be introduced by the channel, it will look for the closest niatch 

between the received codeword and one of the two valid codewords (0 0 0) and (1 1 I). 
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Note that if the repetitive code (2,l) had been chosen the errors could not have 

been corrected because the hamming distance between the two possiblc code words 

would be equal. This code can detect one error. 

distance ;ll;lrnn~in~ distanc 
Received codeword r I 

v transmitted 
I 
to ( 1  I )  

-- 
12 

- 
;@ 1) Error ~clected' - IF-- 

- p---[v---17f' 
r L ) u  1) I Z P  

Table 1.2: The decoding table for a (2, 1) repetitive code 

" Error was detected, but could not be correct because the minimum dislanccs to the 

closest code words were equal. 
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Chnacr I I ~ I W ~ N W I ~  

1.6.3 Stages in Error Control Coding 

Modulator s (x) Transmitter Encoder 

Receiver Decoder Demodulator 

Figure 1.2: Error control codingpath 

u = message: The binary message can be expressed as a tuple (1 0 0 I 1 (1 0 0). , 

The bit on the left (denoted Q) is the first to enter the encoder. The bits are 

entered from left to right. The last bit to enter is L\, where n = 7 in this case. 

v = codeword: Code words can be expressed in the same way as information bits. 

Code words include the information bits (maybe in ;I slightly altered form) plus 

the redundancy in the form of parity checks. v will always be greater in lerrgh 

than u if the code rate is below 1. Using the above tuple and a one bit even parity, 

vwou ldequa l ( l 00  1 1 0 0 0 1 ) .  

S(X) = tru~smitted signal: The transmitted signal is the modulated encoded 

informtion. 

n(x) = noise signal: The noise signal ,added to the transnii(~ed signal s(x). 
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e = error pattern: This is the counterpart of the noise s i g d  in the binary tuple 

domain. Error patterns can be expressed as tuples or polynomials as well. For 

example, the transmitted codeword v has the error pattern e added to it. The 

receiver would pick up v + e with an error in the every position in e that 1x1s a I. 

In the praph above, we have assumed that the error channel is equivalent to an 

additive white Gaussian noise channel. There are many types of noise that can be 

present in a communications channel, but all channels are subject to AWGN. 

r(x) = received signal: r(x) = s(x) + n(x) 

r = received sequence: The received sequence is equal to v + e as shown above. I t  

is the demodulated received signal r. The received sequence r is equal to the 

transmitted codeword v if there are no errors. If r does not equal v, then e must 

not contain all zeros and therefore an error has occurred. For example, if v = ( I  U 

0 1 1 0 0 0 1) and e = (0 0 0 0 1 0 0 0 0) then r = (1 0 0 1 0 0 0 0 1) with an error 

in the fifth bit. 

u' = decoded received sequence: If there were no errorr; or wh;~tcvcr errors that 

did occur were correctable u' will equal u. However, if there was an undetectable 

error or decoder error, u' will not equal u. - 

1.6.4 Effectiveness of Codes 

Error-correcting codes operate in general by introducing redundancy to cumbat 

errors introduced by the noise in the channel. Thus by adding redundancy we have 

reduced the rate of information transfer from 1 bit per channel use, to a fraction R = (kln) 

bits per channel use, where k is number of information bits (before adding ~dundancy) ,  

and n is number of bits after adding redundancy. The ratio R is called the code rate. 

In order to introduce the concept of Code Performance, we need to introduce two * 

definitions. Bit Error Rate (BER) is the probability of any particular bit being in error 

within a transmission.The signal to noise ratio (SNR, expressed as Eb/No) is the ratio of 

the channel power to the noise power. Bit Error Rate (BER) and Signal to Noise Ratio 
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(SNR) of the transmission determine channel performance. As shown below in Figure 

1.3, low bit error rates are attainable with all channels, coded or uncoded. The difference, 

however, is how much power (SNR) is necessary to achieve a low BER. 

Figure 13: Error Code Efliciency: DER versus EJNa 

For a fixed BER, the required EbINo is reduced with error-control coding by coding 

gain. The plot in Figure 1.3 shows the coding gains available with the Golay rate (12123) 

code having block length 23. At a bit-error probability equal to 10-6, the available coding 

gain using hard decisions is 2.15dB. . The difference between the two signals to noise 

ratios (SNR) at a particular probability of output error is equal to the coding gain. As long 

as the coded channel requires less SNR then the code is effective. Shannon's Law states 

that no matter what code is used nothing can be gained below -1.6 [dB]. Since thcrc are 

an infinite number of codes that will produce a positive coding gain, the objedive is to 

choose the most effective code. This would be a line along Shannon's limit at -1.6 [dB]. 

While no known codes achieve this limit, recent codes (e.g. turbo codes) are starling lo 

get close to the Shannon limit. Another concern is, not to over-encode or under-encode . 
your channel. Over-et~coditg occurs when the channel does not have enough errors to 

justify a code rate as low as the one being used. U~lder-et~codirrg occurs when the ch;~nnel 

has too many errors and the code rate is too high. In static situations, thr typcs ;~nd  
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probability of errors will be known. However, in dynamic situations like wireless mobile 

applications the quality of the channel (number of errors) will be changing versus time 

and different codes with different code rates should be used. The repetilive codes shown 

above are very inefficient and would probably never be used. The method of how 

redundancy in the form of parity checks is added can get very complicated and efficiency 

of the code must be proven mathematically, because the brute-force method of trying 

every codeword could take centuries or longer. Once a code has been proven effective, a 

method of application must also be found that is within the space, time, ;~nd  monetary 

requirements of the system. 

The goal of channel coding is to reduce the number of errors causcd by 

transmission in a ,  power-limited environment. Theoretically, the best possible 

performance any channel can accomplish is called the Shannon limit A code wilh 

Shannon limit performance is ideal, but so far, has not been achieved in practice. The 

only practical code that comes close to the Shannon limit is the RSC Turbo code. 

1.6.5 Types of Channel Codes 

There are two main types of channel codes, namely block codes and 

convolutional codes. There are many differences between block codes and convolutionlrl 

codes. Block codes can be used to either detect or correct errors. Block codes accept a - 
block of k information bits and produce a block of n coded bits. By predetermined rules, 

n-k redundant bits are added to the k information bits to form the n coded bils. 

Commonly, these codes are referrcd to as (n,k) block codes. Some of the commonly used 

block codes are Hamming codes, Golay codes, BCH codes, and Reed Solomon codcs 

(uses non-binary symbols).There are many ways to decode block codes and eslimatc the 

k information bits. These decoding techniques will not be discussed here bul can be 

studied in courses on Coding Theory [WicYj]. 
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Convolutional codes are one of the most widely used channel codes in praclicl~l 

communication systems. These codes are developed with a strong mathematical structure 

and are primarily used for real time error correction. In convolutional codes the encoded 

bits depend not only on the current k input bits but also on past input bits. The main 

decoding strategy for convolutional codes is based on the widely used viterbi algorithm. 

As a result of the wide acceptance of convolutional codes, there have been mmy 

advances to extend and improve this basic coding scheme. This advancement resulted in 

two new coding schemes, namely, trellis coded modulation (TCM) and turbo codes. 

TCM adds redundancy by combining coding and modulation into a single operatio11 (as 

the name implies). The unique advantage o r  TCM is that there is no reduction in data rate 

or expansion in bandwidth as required by most of the other coding schemes. A near 

channel capacity error correcting code called turbo code was also introduced. This error 

correcting code is able to transmit information across the channel with arbitrary low 

(approaching zero) bit error rate [Pro9S]. This code is a parallel concaknation of two 

component convolutional codes separated by a random inkrleaver. It has been shown thal 

a turbo code can i~chieve perforn~ance withir~ 1 dl3 olcllannel capacity (BE1103). Il;~nrlom 

coding of long block lengths niay also perforn~ close to chan~lel capacity, but this code is 

very hard to decode due to the lack of code structure. Without a doubt, the perlorn~nnce 

of a turbo code is parlly due to the random interleaver used to give the turbo code ;I 

"random" appearance. However, one bigadvantage of a turbo code is that there is cnough 

code structure (from the convolutional codes) to decode it efficiently. 

There are two primary decoding strategies for turbo codes. They are based on a 

maximum a posteriori (MAP) algorithm and a soft output Viterbi algorithnl (SOVA). 

Regardless of which algorithm is implemented, the turbo code decoder requires the use of 

two (same algorithm) component decoders that operate in an iterative manner. In this 

thesis, the SOVA will be examined, because i t  is much less complex than MAP and it 

provides comparable performance resulls. Furlhermore, SOVA is an extension of the 

Viterbi algorithm, and thus has an implementation advantage over MAP. 
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1.7 Wireless Communication 

Guglielmo Marconi invented the wireless telegraph in lS96. In 1901, he sent 

telegraphic signals acrooss the Atlanic Ocean from Cornwall to St. John's 

Newfoundland; g distance of 1800 miles His invention allowed two parties to 

communicate by sending each other alphanumeric characters encoded in a amlo:: signal. 

Over& the last century, advances in the wireless technology has led to thc radio,the 

television, the mobile telephone, and the communication satellites. All types of the 

inforamtion can now be sent to any corner of the world. Recently, a great deal of 

attention has been focused on satellite communications, wireless networking and cellular 

technology. 

Communication satellites were first launched in 1960s. Those first satellites could 

handle 240 voice circuits. Today, satellites carry about one third of the voice traffic and 

all of the television signals between the countries(EVAN98].Modern satdlites typically 

introduce a quarter-second propagation delay to the signals they handle. Newer satellites 

in the lower orbits, with less inherent signal delay, are deployed to provide a data services 

such as internet access. 

Wireless-networking is allowing businesses to develop WANs, MANS, and LANs 

without a cable plant. The IEEE has developed 802.11 as a standard for wireless LANs. 

The Bluetooth industry consortium is also working to provide a se;unless wireless 

networking technology. 

The celluar or mobile telephone is the modern equivalent of Marconi's wireless 

telegraph, offering two-party, two way communication. The first generation wireless 

phones used analog technology. These devices were heavy and coverage was patchy, but 

they successfully demonstrated the inherent convenience of mobile communications. The 

current generation of wireless devices are built using digital tcch~~ology isLcd ol' :111dug. 

Digital networks can carry much more traffic and provide better reception and sccurity 

than analog networks. In addition digital technology has made possible valuc-added 

services such as caller identification. Now a days devices are connecting with internet 
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using new frequency ranges at higher information rates. The irnpnct of the wircless 

communication has been and will continue to be profound. Very few invention have been 

able to "Shrink" the world in such a manner. The standards that define how wireless 

communication interact are quickly converging and will s o o ~ ~  allow the creation of global 

wireless network that will deliver a wide variety of sewices. 

As higher and higher speeds are used i n  wireless applic;i~ions, error cmrcction 

continues to pose major design challenge. Recently, a new class of codes, called turbo 

codes, has emerged as a popular choice for third-generation wirless systcms.Tl~e figurc 

1.4 provides an overview of the processing of speech signals for transmiwion over a 

logical traffic channel. This example figure has similarity to genernal figure 1.2 which 

illustrates the similarity between the functionality. 
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1.8 Outline of Thesis  

In this thesis, a special class of convolutional codes, called turbo codes, is 

presented. Since turbo codes are an extension of convolutional cod-. the basic concepts 

of convolutional codes are required. Chapter 2 presents !he fundamentals of h e a r  block 

& convolutional codes. Linear block code are explained in detail in this chapter. This 

chapter discusses the encoder structure and its many representations. Also, it discusses 

the primary decoding algorithm for convolutional coda,  namely the viterbi algorilhm. 

Both hard and soft-decision viterbi algorithms are presented in Chapter 2. Furthernmorc, 

performance issues related to convolutional codes are discussed. Chapter 3 introduces [he 

basic turbo codes encoder. The turbo codes encoder is a parallel concatenation of two 

recursive systematic convolutional (RSC) encoders, separated by an interleaver. This 

chapter shows the construction of a RSC encoder from a non-recursive nonsystcrnalic 

(conventional) convolutional encoder. The chapter explains the working of the SOVA 

algorithm in detail. Furthermore, this chapter describes many different types of 

interleaver that are suitable for the turbo code encoder. Chapter 4 describes the analysis, 

design and implementation issues of the simulation Chapter 5 investigates the 

performance of turbo codes through extensive computer simulation testing. Many 

simulation results are then presented to show the important characteristics of turbo codes. 
.. 

Furthermore, this chapter summarizes the important l inding about turbo codes, and 

concludes the thesis. 
- 
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2. Linear Block and Convolutional Codes 

2.1 History of Error Control Coding 
l ~ e a r  /who  l ~ v e n l  o r  Discovery 

)1948/~hannon Shannon's Limit 

i G r , b o s  codes 

11950 / ~ a m m i n ~  I ~ m r n i n g  codes (first linear error correcting codes) 

F l R e e d k i r s t  majority logic decoder 

11954 j ~ u l l c r  I ~ e e d - ~ u l l e r  codes 

[ G ( E L i a s ( ~ o n v o l u t i o n a l  codes 

F r l C y c l i c  codes 

11959 /~oc~uenghcrn IBCH codes 

F ( F i r e 1 ~ i r e  codes 

11959 l~agelharger I~anvolutional burst crror correcling codes 

llYW/7/~~~ codes independently discovered - -- - 
11960 jChudhuri ~BCH codes indcpcndcntly diswvered - - 
[1960/Ktcrson lCyclic structure of UCH pruven 

E r I S i m p l c d e d i n g  method of hinary BCH codes 

..: 

11961 ~ ~ i l c h e l l  /Error trapping decoder discovered indcpcndently 

I G l R u d o l p h ! E r r o r  tqpping dccodcr discovered indrpendently 1 I 

11960 l ~ e e d  S: Solomon ~ ~ e e d ~ o l o m o n  Codcs 

11963 I ~ a s s e ~  fllreshold decoding for convolutional codes 1 

1 1 9 6 1 7  
pq%&7t 
119611- 

(1964 lchien (Chien searching algorithm for BCH codes I I 
.- I 

~ ~ [ 1 3 e r l e k a m p ' s  itemfive algorithm for BCH codes 

F v r ~ i t e r b i  (Maximum Likelihood) dccoding for c~rnvolufiona1 c d c s  I 

i 
~ / R u d o l p h - ~ - ~ e o r n e t r y  mic r  ~ . .- 

6Gdollp lPuncturedccp~ 

Sequential decoding for convolutional codes 
~ - 

Mcggilt decodcr- ' -- 
Error trapping decoder with Lsami algorifhm 

~- 

Table 2.1: llistory oPError Correcting Codes 
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2.2 Linear Block Codes 

Block codes are not necessarily linear, but in general a11 block codes used in 

practice are linear. Linear codes are divided into two categories: block codes and 

convolutional codes. In a block code, the transmitted sequence is always a multiple of 

n-bit long blocks. This is because information is transmitted in blocks of data that are 

n bits long (hence the name). For an (n,k) code, C, the blocks have a lengh of n, k 

information bits encoded in them, and wk parity bits. Taking the repetitive code (3.1) 

again we have 

n = 3 bits in a block 

k = 1 message bit 

n - k = 2 parity bits 

Figure 2.1 shows the information bit and the parity bik, 

Figurn 2.1: The entoding process showing information and parity bits for the (3, 1) reptilive codc. 

If each block is n bits long, there are 2" possible con~binations. Howevcr, lincar 

block codes consist of 2k possible codewords. These 2k possibilities form a subset of the 

2" set. These are called valid codewords. The transmitter only outputs valid codewords, 

but the receiver receives the same codeword with an error pattern added to it: 

r (X)=(l  1 1  1 0 0 0 )  
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If no errors occurred, then e(x) would have been equal to (O O O 0 O 0 0). Sirlce :1n 

error did occur in position 3 (counted from left), the receive bit in position 3 was 

inverted. The receiver would know that (1 1 1 1 0 O 0) was an error, because it  did not fall 

in the list of valid codewords. The receiver would then signal that an error had occured 

for error detection. For error correction it would choose the codeword that was closes1 to 

the r(x) pattern, hopefully (1 1 0 1 0 0 O), and pass this to the receiver. 

Messag r lamming Dislarice to (1  1 1 1 0 0 0) 
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I 

- 
I 

p - z ~ r  4 

bpzq-T---- 
bi ( 1 1 1 1 1 1 1 )  1 

Table 2.2: Linear bluckcade with k = .I and n = 7 

The mapping of the information sequence or message to its cooresponding 

codeword by the encoder is one to one. Notice, that each of the codewords in the code C 

above have at least 3 bits or more different from other codewords. Therefore the 

minimum distance (the minimum number of bits that must be changed to end up with 

another codeword) is 3. This could be written as for any codewords v and w in C the 

d(v,w) is >= 3. Therefore, the r(x) pattern (I 1 1 1 U U 0) would be mapped to u'(x) = ( I  I 

0 1 0 O 0) bemuse it is the codeword with the closest hamming distance to r(s). An . 
important feature of linear codes, is that the zero codeword is always a member of (he 

valid codewords. 

Theorem 2.1 
- 

The m i ~ ~ i i m m  distmce ofa fincur code is c q d  to the lowest wcigl~fof u tru1rzcr.o 

codcwurd. 

t is the number of errors that can be corrected. s is the number of errors 111at can 

be detected. Because a decoder must be able to detect an error before it corrects an error, 

s is always more than or equal to t. 
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dmi, >= 21 + 1 (for error currection only code) 

The  possibilities o f t  and s with = 5 

A linear code maps k-bit messages (zk possible messages) to n-bit codewords. 

Only 2k of the 2n possibilities are used, leaving 2" - 2L illegal bit sequences. Thc next slep 

in error correction is ;~ssigning cach of these i c  bit sequences lo lhcir nearest 

codeword. The standard array demonstrates how this is done: 
- 

-1 

Message ICoset Leaders 
i - 
I 



I 

i 
Table 23: Standard Array for (7,J) code 

The left most column represents the valid codewords. The top row represults the 

possible error patterns tbat are to be corrected (coset leaders). All the sequcnccs in  row 

one are mapped to (0 0 0 0 0 0 0). all the sequences in row two are mapped to (1 1 0 1 0 0 

0), etc. Since every valid codeword (same as table 2.2) has a hamming distance of ;itleast , 

three from any other codeword (d,,. = 3), a bit sequence v'crealed by changing one bit in 

any codeword v will satisfy the following: 
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d(v', any other codeword) >= 2 

Therefore, any codeword with only one error will always be closer (smaller 

hamming distance) to the correct codeword than any other codeword. However, if two 

errors occur, then: 

d(v: any other codeword) >= 1 

and looking at the standard array, there is a 100% chance of a decoding error. A decoding 

error in fonvard erro; correction happens when the decoder chooses the wrong codeword. ' 

This normally produces more errors into the codeword (in the process of "correcting" 

errors that don't exist the decoder actually adds errors). The probablility that the decoder 

will produce an error is dependent on the type of code, the decoder used, and the 

probability of a bit error in the channel. This value is of primary concern when choosing 

an error controlling code. The difficulty of discovering a useful code lies in being able to 

prove that it has a sufficient minimum distance and that it can be decoded and encoded 

quickly. For efample Cyclic, BCH, Reed Solomon, Reed-Mullerc codes, a11 have 

convenient structures that not only allow the minimum distance to be found, but also 

provide an easy way to encode and decode. The qualification of a "linear block" code 

does not provide much in way of quick encoding and decoding (aside from a memory 

decoder which becomes prohibitiire for larger n). However, it does provide a structural 

foundation for other codes to build upon. A linear code C satisfies the Collowing 

conditions: 

1) For any cotleword u and v in C, u + v produces another codeword in C. Therefore 

the code must be closed under addition. 

2) For any codeword u in C and element ;I in GF(2"'). :I * u produces another 

codeword in C. 
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3) (Distributive law) For any element a in GF(Zn) and any two: 

4) (Associative Law) For any element a and b in GF(T) and any vector v in V, 

5)  Let 1 be the unit element in GF(2'9. Then for any vector v in V, 1 * v = v. 

Since each of the 2' codewords in C is contained in the set of 2" possible received 

sequences and satisfies the above properties, the codeword C forms a subsp;lce in V,. 

There also exists a dual space of the codewords which produces another code C' 

called the dual code of C. Every linear code has a zero codeword since the addi~ion of 

v + v equals 0. 

2.2.1 Generator and Parity Check Matrices and Syndromes 

The generator matrix for a linear block code is one of the basis of the vector space 

of valid codewords. The generator matrix defines the length of each codeword n, the 

number of inform;~tion bits k i n  each codeword, and the type of redundancy that is nddcd; 

the code is completely deiined by its generator matrix. The generator malrix is ;I k x n - 
matrix that is the row space of Vk. One possible generator matrix for a typical (7.4) lincar 

block code: Table  2.4: A (7,4) linear block code generator matrix 
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Multiplying the k-bit information sequence u(x) by the (n,k) generator matrix 

gives the n-bit codeword. 

1.1) ... (uo&),~-I + U I ~ I . ~ - I  + ... + U L - I ~ ~ - I . ~ - I ) )  

For example, using the matrix in table 3.5 and u(x) = (1 0 1 1) 

u(x) * G = ((l*l + 0*0 + 1*1 + 1*1) 

(1*1+ 0*1+  1*1+  1*0) 

(1*0 + 0 * 1 +  1*1+ 1*1) 

(1*1 + 0*0 + 1*0 + 1'0) 

(1+0 + 0*1 + 1*0 + l f0 )  

(1*0 + 0*0 + 1*1+ 1*0) 

(1*0+0*0+1*0+1*1))=(1001011) 

I . 
Redundancy (Peity Checks) 

n-k bh I--- 

Orighal Message 

(10 11) 

k bits 
C 

Figure2.2: Systematic Code 

Note: The generator matrix in table 3.5 will always produce a codeword with the lxit four 

bits being equal to the information sequence. When the information bits are passed into 

the cod~word unchanged and parity bits are added this is called a systematic code (see 

figure 2.2). If the information bits are not directly represented then the code iv called a 

nonsystematic code. Typically, systematic codes have every advantage of their 
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nonsystematic counterparts plus the encoder only needs to produce (n-k) bits inste;d of 

the entire codeword. There are other advantages that can be gained by using system;~lic 

codes. Nonetheless, we could manipulate the generator matrix in table 3.5 with 

elementary row operations (adding the second row to thc first and tlie fourth to the third 

and second) to produce: 

The information sequence u(x) = (1 0 1 1) would now give: 

u(x) * G = ( ( l * l+  O*l+  l*O t l * l )  

. 
(1*0+0*1+ 1*1+ 1*0) 

( l f l  + 0*0 + 1'0 + 1*1) 
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Any generator matrix for a linear block code can be manipulated into rducetl row 

echelon form (RREF) with elementary row operations. By swapping columns (which 

changes the code, but none of its fundamental properties-- called an equivalent code), we 

can change any RREF matrix into a systematic matrix. This means that all linear block 

codes are equivalent to a systematic code with all the same properlies. Once the message 

has been encoded (converted into a codeword througll a one to one relationship), lhe 

codeword is transmitted. The receiver then picks up the received sequence r(x). r(x) 

consists of the original codeword plus the error pattern. 

The error pattern is an n-tuple with ones cooresponding to transmission errors and 

zeros to bits thal were transmitted correctly. Manipulating the above expression wc lind : 

that 

Nole:  he only way an undetected error can occur is if r(x) is another codeword. The 

receiver would then have no way of telling if the error pattern were zero or non-zero. If 

r(x) is another codeword and the code is linear then e(x) must also be a codeword. Whcn . . - 
r(x) equals v(x), e(x) is equal to the zero codeword. The syndrome is the receive - 
sequence multiplied by the transposed parity check matrix H. 

S(X) = r(x) * [dual space of g(x) in vnlT 
+ 

s(x) = r(x) * H~ 

Because H is the null space of G. 
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The syndrome is a (n-k)-tuple that has a one to one corresponderrce with thc 

correc~able error patterns. The syndrome depends only on the ermr pattern and is 

independent of the transmitted codeword. 

Most codes do not use all of the redundancy that has been added for error 

correction. The only two codes known to do this are Hamming (2" - 1, Zrn - m - I)  and 

Golay (23, 12) codes. These codes arecalled perfect codes. 

2.2.2 Memory Decoder 

A memory decoder for a linear block code requires 2".' + 2' bits of storage. This 

is reasonable for codes with smaller values on n, however, as n gets larger the cost of 

memory becomes prohibitive. Since most linear block codes are more efficient at large 

values of n, memory decoding is not an option. Memory decoding can be easily 

implemented in software. 

The received sequence r(x) is read in and the syndrome is calculated through ;I 

series of multipliers and adders. There are 2 " ~ ~ o s s i b i l i t i e s  for syndromes and each 

memory location must store sk bits for the error pattern. Since the generator matrix will 

be in systematic form the only received bits that we need the error pattern for are the bits 

that coorespond with message bits. - 

2.2.3 Codeword Structure 

Block codes accept a block of k message bits and produce a block of n coded bits. 

By predetermined rules, n-k redundant bits are added to the k message b i b  to form thc 11 

coded bits. These codes are referred to as (n, k) block codes. 
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.. 
Table 2.6: Linear block code with k m 4and n = 7 

Block codes in which the message bits are included in  unaltered form arc called - 
systematic codes. Figure 2.3 shows codeword stmc~ure for systenmtic codes. 

-+ 
parity tits message bits 

Figure 23:.Cndeword structure 
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2.2.4 Generator Matrix G and Encoding Operation 

Parity bits are linear sum of the message bits: 

hi = pOirnO + pl iml  + ... + pk-1,i mk-1 (+: modulo-2 addition). 

It w n  also be written as: 

Generator Matrix is a k'n matrix defined as 

G = [ P : I ~ ]  where I : k x kidentitymatrix 

Encoding operation is dcfined as 

Parily Check Matrix H and Error Correction Decoding 
- 

Parity Check Matrix,is a (n-k) 'n matrix defined as 

1 
and x is a code vector generated by matrix G is, if and only if,xH = O. 

Suppose vector x was sent over a noisy channel. I x t  y be the received vector 

which can be expressed as y = x + e, where e is the error wctor (or pattern). T o  determine 

the error vector e, a l'(n-k) vectors, which is referred to a s  the syndrome, is computed. 
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For any error vector e, there are 2k distinct veclors: e: + xi, i = 0,1, ..., 2k-1, which 

is known as coset and e is the coset leader. Each coset has a unique syndrome. Once the 

syndrome is computed, the error vector (which is the coset leader) is known. The 

corrected vector is then computed: x = y + e. 

2.3 Convolutional Codes 

A firm understanding of mnvolutional codes is an iniporr;n~t prercquisitc to the 

understanding of turbo codes. 

2.3.1 Encoder Structure 

A convolutional code introduces redundant bits into the data stream through thc 

use of linear shift registers as shown in Figure 2.4 

Figure 2.4: Convolution~l encoder 

where 

x(i) is an input information bit stream and c(i) is an output encoded bit stream 
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The information bits are input into shift registers and the output encoded bits arc 

obtained by modulo-2 addition of the input information bits and the contents of the shift 

registers. The connections to the module2 adders were developed heurislically with no 

algebraic or combinatorial foundation. 

The code rate r for a Convolutional code is defined as: 

where k is the number of parallcl input information bits and n is the number of 

parallel output encoded bits at one time interval. The constraint length K for a 

convolutional code is defined as: 

2.3.2 Encoder Representations 

The encoder can be represented in several ways 

1. Tree Diagram Representation 

2. State Diagram Representation 

3.Trellis Diagram Representation 
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Figure 2.5 Encoder Rcprescutatiou 

2.3.3 Convolutional Decoding 

t 2.3.3.1 Hard-Decision and Soft-Decision Decoding 

: Hard-decision and soft-decision decoding refer to the type of quantization used 011 

the received bits. Hard-decision decoding uses l-bit quantization on the received channel 

values. ~ ~ f ~ - d ~ ~ [ ~ i ~ ~  decoding uses multi-bit quantization on the received channel values. 

For the ideal soft-decision decoding Cnfinite-bit quantization), the received channel 

values are directly uscd in the channel decoder. 

r 
co"dLtb4 BSPK 

DemodulatW Decoder 
rc-0-x-0 r 

,=, 
h ol h 
~ o - - r = 1  

L 



The selected metric represents the survivor path and the remaining metrics rcprcscnl l l~e  

non survivor paths. The survivor paths are stored while the non survivor paths are 

discarded in the trellis diagram. The Viterbi algorithm selects the single survivor path left 

at the end of the process as thc ML path. Trace-back of the ML path on the trellis 

diagram would then provide the ML decoded sequence. 

2.3.3.1.1 Hard Decision Decoding 

The hard-decision Vilerbi algorithm (HDVA) can be implemented as follows 

[Rap96], [Wic95]: 

S (k,,,is the state in the trellis diagram that corresponds to state Sk at time I. Every 

state in the trellis is assigned a value denoted V (&,,). 

1. (a) Initialize time t = 0. 

(b) Initialize V = 0 and all other 

3. (a) Set time t = t+l .  

4. (b) Compute the partial path metrics for all paths going to state SL at time t. 

First, find the fh branch metric 

6. This is calculated from the Hamming distance . " j , ~  M Irl - yl Sccond, 

compute the tth partial path metric. 

I 7. M'(rl y) =. i=o M (ri] y;). This is calculated Crom V (SL.I.~) +M (r, ly,) 

8. (a) Set V (SkJ to the "best" partial path metric going to state Sl, at time t. 
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Conventionally, the "best" partial path metric is the partial path metric with the 

smallest value. 

9. (b) If there is a tie for the "best" partial path metric, then any one of the tied 

partial path melric may be chosen. 

Store the "best"partia1 path metric and its associated survivor bit and stale prths. 

10. If t < L+m-1, return to Step 2 

2.3.3.1.2 Soft-Decision Viterbi Algori thm 

There are two general methods of implementing a soft-decision Viterbi algorithm. 

The first method (Melhod 1) uses Euclidean distance mclric instead of Hamming distance 

metric. The received bits used in the Euclidean distance metric are processed by multi-bit 

quantization. The second method (Method 2) uses a correlation metric where its received 

bits used in this metric are also processed by multi-bit quantization. 

Method 1 

In soft-decision decoding, the receiver does not assign a zero o r  a one (sin&-bit 

quantization) t o  each received bit but uses multi-bit or iniinite-bit quantized values 

[Wic95]. Ideally, the received sequence ; is infinite-bit quantized and is used directly in 

the soft-decision Viterbi decoder. The soft-decision Viterbi algorithm is similar to its 

hard-decision algorithm except that squared Euclidean distance is used in the metric - 
instead of Hamming distance. 

The soft-decision Viterbi algorithm (SDVA1) can be implemented as follows 

S (I,l,is the state in the trellis diagram that corresponds to state St at time t. Every 

state in the trellis is assigned a value denoted V (S,,). 
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1. (a) Initialize time 1 = 0. 

(b) Initialize V = 0 and all other 

2. V(S k. I) = +. . 

3. (a) ~ e ;  time t = t+l 

(b) Compute the partial path metrics for all paths going to srate SI at time 

t. First, find the fh  branch metric 

4. M (r,ly,) =. j=l M (r, 0'1 ti)) 

This is calculated from the Euclidean distance . " , = I  M (11 ti) ( y, Ii)). Second, 

compute the I'"artial path metric 

This is calculated from 

5. (a) Set V (Ski) to the "best" partial path metric going to state S a t  time t 

Conventionally, the "best" partial p;~th metic is the partial path metric 

with the smallest value. 

(b) If there is a tie for the "best" partial path metric, then any onc o l  thc licd 

partial path metric may be chosen. 

6. Store the "best" partial path metric and its associated survivor bit and st& 

paths. 

7. If t < L+m-1, return to Step 2 
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Method 2 

The second soft-decision Viterbi algorithm (SDVA2) is  developed below. Thc 

likelihood function is represented by a Gaussian probability density function 

Where E b  is received energy per code-word bit and No is one sided noise spectral 

density. The received bit is Gaussian random variable with mean yi . E b  and variance 

Nd2. 

Bit metric is defined by: 

The remaining steps are the same of SDVAl algorithms except in the second step 
ti) (11 the t I h  branch metric is calculated from the correlation of to)  and y;ti), . ", = I r, y, . 

In the third step (a) part the best partial path metric is the parlial path metric with the 

largest value.Generally with soft-decision decoding, npproximately 2dB o r  coding g:lin 

over hard-decision decoding can be obtained in Gaussian channels. 

2.4 Performance Analysis of Convolutional Code 

The performance of oonvolutional codes can be quantified through andytical - 
means' or by computer simulation. The analytical approach is based on-the transfer 

function of the convolutional code which is obtained from the state diagram. The prccess 

of obtaining the transfer function and other related performance measures are described 

below. 

2.4.1 Transfer Function of Convolutional Code 

The analysis of Convolutional codes is generally difficult to perform because 

traditional algebraic and combinatorial techniques cannot be applied. These heuristic;~lly 
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constructed codes can be analyzed through their transfer functions. By utilizing the state 

diagram, the transfer function can be obtained. With the transfer function, code properties 

such as distance properties and the error rate performance can be easily calculated. 

To  obtain the transfer function, the following rules are applied: 

1. Break the all-zero (initial) state of the state diagram into a start s&te and an end state. 

This will be called the modified state diagram. 

2. For every branch of the modified state diagram, assign the symbol D with its exponent 

equal to the Hamming weight of the output bits. 

3. For every branch of the modified state diagram, assign the symbol J. 

4. Assign the symbol N to the branch of the modified state diagram, if the branch 

transition is caused by an input bit 1. 

The modified state diagram is shown. 

Figure 2.7: The wodilied stxle diagr~m 
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where 

"Sa" is the start state and "Se" is the end state. 

Nodal equations are obtained for all the statesexcept for the start state in Figure 2.7 

These results are 

Sd = NJDSb + NJDS Sd 

The transfer function is defined to be 

and for Figure 2.7, 

By substituting and rearranging, 

T (D, N, J) = NJ'D'/~-(NJ + NJ' D) 

(closed form) 

T(D,N,J) = NJ'D' +(N'J' +N'J')D~+(N'J'+ ~N'J'+ N 'J7)D7+ ... (2.25) 

(expanded polynomial form) 



2.4.2 Distance Properties 

The free distance between a pair of convolutional codeword is the hamming 

distance between the pair of code words. The minimum free distance, d free, is the 

minimum hamming distance between all pairs of complete wnvolutional code words and 

is deined as 

= min {w(y) ly. 0) [WicY5] (2.27) 

where d (., .) is the Hamming distance between a pair of Convolutional code word 

and w(.) is the Hamming dis~ance between a Convolutional codeword and the allzero 

codeword (the weight of the codeword). The minimum free distance corresponds to the 

ability of the Convolutional code to estimate the best decoded bit sequence. As d free 

increases, the performance of the Convolutional code also increases. This characteristic is 

similar to the minimum distance for block codes. From the transfer function, the 

minimum free distance is identified as lhe lowest exponent of D. From the above transfer 

function for Figure, 

Also, if N and J are set to I, the coefficients of ~ " s  represent the number of paths 

through the trellis with weight D'. More information about the codeword is obtained from 

observing the exponents of N an3 J. For a codeword, the exponent of N indicates [be 

number of 1 s  in the input sequence, and the exponent of J indicates the length of the path 

that merges with the all-zero path for the first time [ProYS]. 

2.4.3 Error Probabilities 

There are two error probabilities associated with Convolutional codes, n;miely 

first event and bit error probabilities. The first event error probability, P,, is the 

probability that an error begins at a particular time. The bit error probability, Ph, is the 
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average number of bit errors in the decoded sequence. Usually, these error probabilities 

are defined using the Chernoff Bounds and are derived in [PrX95], [RheW], [Wic95]. 

For hard-decision decoding, the first event ermr and bit error probabilities are 

defined as 

and 

and 

For soft-decision decoding, the first event error and the bit error probabilities are defined 

as: 

and 

P b  < (dT (D, N, J)/dN)I D =e 
4 b l N a  

. N = I , J = I  (2.33) 

Two other factors also determine the performance of the Vitebi decoder. They 

are commonly referred to as the deciding depth and the degree of quantization of the 

received signal. 
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2.4.4 Decoding Depth 

The deciding depth is a window in time that makes a decision on the bits at the 

beginning of the window and accepts bits at the end of the window for metric 

computations. This scheme gives up the optimum ML decoding at the expense of using 

less memory and smaller decoding delay. It has been experimentally found that if the 

decoding depth is 5 times greater than the canstraint length K then the error introduced 

by the decoding depth is negligible [Pro95]. 

2.4.5 Degree of Quantization 

For soft-decision Viterbi decoding, the degree of the quantization on the received 

signal can affect the decoder performance. The perfamance of the Viterbi decoder 

improves with higher bit quantization. It has been found that an eight-level quantize 

degrades the performance only slightly with respect to the infinite bit quantized case 

[Wic95]. 

2.4.6 Decoding Complexity for Convolutional Codes 

For a general Convolutional code, the input information sequence contains k*L 
. a 

bits where k is the number of parallel information bits at one time interval and L is the - 
number of time intervals. Thus results in L t m  stages in the trellis diagram. There are k*L 

exactly 2 distinct paths in the trellis diagram, and as a result, an exhaustive search for k*L 

the M L  sequence would have a computational complexity on the order of O[2]. The - 
Viterbi algorithm reduces this complexity by performing the M L  search one stage at a k 

time in the trellis. At each node (state) of the trellis, there are 2 calculations. The number 

of nodes per stage in the trellis is 2m. Therefore, the complexity of the Viterbi algorithm 

is on the order of 0[(2k)(2m)(Ltm)]. This significantly reduces the number of 

calculations required to implement the ML decoding because the number of time 

intervals L is now a linear factor and not an exponent factor in the complexity. However, 

there will be an exponential increase in complexity if either k or m increases. 
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3. Turbo codes 

Lately in (41, the proposal of Parallel-Concatenated Convolutional Codes 

(PCCC), called turbo codes, was introduced.The introduction of turbo codes has 

increased the interest in the coding area since these codes give most of the gain promised 

by the channel-coding theorem. Turbo codes have an astonishing performance of bit error 

rate (BER) at relatively low E$JNo.To give an idea of how powerful turbo codes are, for a 

frame size of 256x256=65536 bits we can achieve a BER=~O-* over AWGN cbannel at 

only EdNo=0.7dB, which is very close to S l~amon limit [4]. 

In the following sections the structure of both encoder and the tlecodcr are 

explained. The effects of interleaving on the code performance are also discussed. 

3.1 Turbo encoder 

F p .  
Par.dlel Serial 

To the 
Clnnnc l  

Figure 3.1: Simplified Turbo Encoder 

In a simplified turbo encoder, there are two convolutional encoders in parallel. 

The information bits are scrambled before entering the second encoder. Inpul bits are 

appended to the convoluted output - i.e. [he code is sysfr~rrulic-followrd by the parily , 

check bits from the first encoder and then the parity bits from the second encoder, as 

depicted in Figure 3.1. 
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The sinipliiied turbo code block diagram shows only two branches. In general. 

one can have multiple turbo encoders with more than two branches. The Convolutional 

code at every branch is called the cortsrituetzr code (CC). The CCs can have similar or 

different generator functions. We will discuss the usual configuration with two branches 

having the same CC. A PAD is shown in the Figure 3.1 to append the proper sequence of 

bits to terminate all the encoders to the all-zero state. This is because a convolutional 

code may be used to generate a block code if we use beginning and tail bits. If we have 

one then the required tail is a sequence of zeros with length equal to the memory order m. 

The problem of terminating both encoders simultaneously seems to be difficult because 

of the interleaver. However, it is still possible to do with m tail bits only [6] .  

In general we can have another interleaver before the first encoder but usually i t  is 

replaced with a delay line to account for the interleaver delay and keep the branches 

working simultaneouslyP~t~~ct~tring can be introduced to increase the rate of the 

convolutional code beyond that resulting from the basic structure of the encoder. Some 

codes are called recursive since the state of the internal shift register depends on the past 

outputs. Figure 3.2 illustrates a non-recursive and non- systematic convolutional code 

with its corresponding recursive systematic code. Xo and X,are the check bits. Note that 

for the systematic Convolutional encoder, one of the outputs, Xu, is exactly the input 

Figure 3.2: (a) Classical Nun-Recursive and Nun-Systemic Cude (b) Recursive Syslenlic Code 
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Recieved 
p I - 

Sequence 

Figure 33: Block Diagram of Turbo Codes 

An RSC encoder can be obtained from a non-systematic Sc non-recursive cncoder 

by setting one of the outputs equal to the input (if we have one input) and using ;I reed 

back. The trellis and the free distance (dr,,,) also will be the same for both codes [4].0f 

wurse; the output sequence does not correspond to the same input in the two codes 

because the two generator functions are not the same. 

3.2 Turbo decoder 

The decoder works in an iterative way. Figure 4 shows a block diagram of ;I turbo 

decoder. The iteration stage is shown with doted lines to differentiate it from the 

initialization stage. Only one loop is pedormed at a time. In practice the number of 

iterations does not exceed 18, and in many cases 6 iterations can provide satisfactory 

performance [4].Actually, the term turbo code is given for this iterative decoder scheme 

with reference to the turbo engine principle. The first decoder will decode the sequence 

and then pass the hard decision together with a reliability estimate of this decision to the 

next decoder. Now, the second decoder will have extra information for the decoding; a 

priori value together with the sequence. The interleaver in-between is responsible for 

making the two decisions unwrrelated and the channel between the two decoders will 

seem to be memory less due to interleaving. The exact procedure in what information is 

passed to the next decoder or next iteration stage is a subject of research. In the next 

section, we describe a widely accepted decoding algorithm, which is the modified vcrsic~n 

of Viterbi algorithm. 
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3.3 Decoding Algorithm: Soft Output Viterbi Algorithm (SOVA) 

Algorithms used in decoding convolutional codes can be modified to be used in 

decoding turbo c o d e h  the original paper on turbo codes [4], a modified BAHL cl 

algorithm was proposed for the decoding stage. This algorithm is based on Maximum A- 

posteriori Probability (MAP). The problem with this algorithm is the inherent complexity 

and time delay. MAP algorithm was originally developed to minimize the bit-error 

probability instead of the sequence error probability. The algorithm, although optimal, 

seem less attractive due to the increased complexity. 

Viterbi algorithm is an optimal decoding method that minimizes the probability of 

sequence error for convolutional codes. A modified version of Viterbi algorithm, crdled 

SOVA (Soft Output Viterbi Algorithm), which uses soft outputs, is introduced in [S] (91. 

3.3.1 Understanding SOVA 

It is  proposed that an iterative decoding scheme should be used. The decoding 

algorithm is similar to Viterbi aIgorithm in the sense that it produces soft outputs. While 

the Viterbi algorithm outputs either 0 or 1 for each estimated bit, the turbo code decoding 

algorithm outputs a continuous value of each bit estimate. While the goal of the Viterbi 

decoder is to minimize the code word error by finding a maximum likelihood estimate of . 
transmitted code word, the soft output decoding attempts to minimize bit error by 

estimating the posterior probabilities of individual bits of the code word. We called the 

decoding algorithm Soft Decision Viterbi Decoding. The turbo decoder consists o l  M - 
elementary decoders - one for each encoder in turbo encoding part. Each elemntary 

decoder uses the Soft Decision Viterbi Decoding to produce a sort decision for c:~ch 

received bit. After an iteration of the decoding process, cvery element;~ry decoder sharcs 

its soft decision output with the otherM-I elementary decoders. 

In theory, as the number of these iterations approaches infinity, the estimate at the 

output of decoder will approach the maximum a posteriori (MAP) solution. 
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Figure 3.4: Turbo Decoder structure 

3.3.2 The Overall Schema: 

The turbo-code decoder is described in the figure 3.4. Assuming zero tlccodcr 

delay in the turbo-decoder, the Decoder I computes a soft-output from the systematic 

data (xo), code information of Encoder 1 (y,) and a-priori inlormation (Lu?). From this 

output the systematic data (xo) and a-priori information (La?) are subtracted. The result is 

multiplied by the scaling factor called channel reliabilityl, to compensate the distortion. 

The result is uncorrelated withxk and is denoted as Le1,for extrinsic data from Decoder 1. 

Decoder 2 takes as input the interleaved version of Le, (the a-priori information Lal), the 

code information of second ~ncode ;  69) and the interleaved version of systematic data 

(a(xk)). Decoder 2 generates a soft outp<t, from which the systematic data @,a(xo)) and 

a-priori information (Lul) was subtracted. The result is multiplied by the scaling fi~clor 

called channel reliabili~y LC to compensate the distortion. The extrinsic data from 

Decoder 2 (Le?) is interleaved t;produce Lar, which is fed back to Decoder 1 and the 

iterative process continues. 

;? 
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3.3.3 Steps of SOVA: 

Step 1: Form the Trellis 

Inside the decoder, Soft-Output Viterbi Algorithm (SOVA) is used to determine 

the result with maximum likelihood. The process SOVA is similar lo 111;11 Vilerbi 

algorithm. A trellis is formed first. 

Figure 35: Trellis Diagram 

The trellis is to show how the codes are output by encoder. The bits in each node 

the encoder output (decoder input) for all combination of states and inputs of the 

encoders are summarized as on the next page: 
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State 

1 
- 

0 

State 

2 
- 

0 

Inpul Outpu Next State 

1 

Next Stale 

2 

0 

Decoder I 
Input 4 

- Table 3.1: Turbo Encoder aorkil~g 

Step 2: Determine the Accumulated Maximum Likelihood for Each 
? 

State 

From the above Table 3.1, each state has its own input bit panern. Whe~l bit 

streams are inputted to decoder, they can be compared to the input (~0x1) to see whctl~er 

they are matched. The result is represented by likelihood of  input: 
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Li = -1 If no bits are matched. 

... 0 if 1 bit is matched. 

...I if both bits are matched. 

The overall likelihood of a transition is sum of likelihood of input and a-prior likelihood 

information (L,). 

L, = 0.5 x a-prior informationl,, if xo are 1 

. .. -0.5 x a-prior information La, if XQ are 0 

The algorithm is as follows: 

Start from state 00, the overall likelihood of each transition is evaluated. The 

overall likelihood of each node is obtained by the maximum accumulated likelihood. 

With this algorithm, the trellis in figure 7'will be obtained. 

Step 3: Find the Surviving path 
L--1 L-2  L2.I L-2 L-3 

original 11 01 10 01 11 
received 11 11 10 00 11 

Figure 3.6: Surviving Path in ~ r e l i i s  Diagmm 
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The surviving path is thus derived by tracing back from last stage (stage 5) to the 

first one (stage 0) and is  the results of hard-output Viterbi Algorithm. 

Step 4: Determine the Soft Output 

To find the soft-output, non-surviving paths arc considcrcd. We considcr thc non- 

surviving path the one that is produced by making different decision in one of the stage in 

tracing back. For example, when tracing back from (last stage) stage 5, one of the no* 

surviving path is found by tracing back to state 00 instead of state 01 from stage 5 to 

stage 4. Following the arrows, bit 1 is also 1. We found that bit 1 will have the following 

results when decision is changed in different stages: 

, Here we define a function delta to describe the tendency to have non-surviving - 
path. It is the difference in overall likelihood when a different decision is possible in a 

particular stage.The soft-output of bit 1 is evaluated by the following formula: 

Stage 

Bit 1 

Delta 
- 

bit vulrte x rnir~(del~o which make bit 1 change to value other thanbit vulue) (3.4) 

bit VU/W = 1 for bit output = 1 (3.5) 

Table 3.2: Non-Surviving paths nre considcrcd 

1 

X 

- 

...- 1 for bit output = 0 (3.6) 
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2 

X 
- 
- 

where X means cannot trace back to state 00 in stage O 

. 

3 

0 

3 

4 

1 

1 

5 

1 

2 



In bit one, the decision only changes when a state changes in stage 3. The 

minimum delta is 3. Thus the soft-output of the bit one is 3. 

Repeat it for bit two (originally bit two = 0), 

Table 33: Non-Surviving paths are considcwd 

From the above results, in bit two, the decision changes when a state changes in 

stage 3, 4 and 5. The minimum delta is 1. Thus the soft-output of the bit two is -1.Using 

this algorithm, the soft-output will become 

[3 -1 1-1 2) 

Step 5: Feeding Data to another Decoder 

Stage 

Bit 1 

Delta 

After the soft-output is evaluated by SOVA decoder, the data will be passed to the 

second decoder for further decoding. Before passing to data to the second decoder, two 

processes are performed to the decoder output: 

2 

X 

- 

Eficienr Error Corrccring Codes For IVireless Nrnvorks: TURBO CODES 56 

3 

1 

3 

4 

1 

1 

5 

1 

2 

where X means cannot trace back to state 00 in stage Ll 



Table 3.j: The a-prior information (La*) and the systematic data (XO) are subtracted 

The result is multiplied by the scaling factor called channel reliability LC. The 

reason of the factor is because the SOVA algorithm suffers a major distortion which is 

caused by over-optimistic soft outputs. The factor is  used to compensate this distortion. 

L = mean (Let) x 2 / var (Le,) (3.7) 

Step 6: Iterative Decoding 

The data from first decoder L,L,,, together with the systematic data a ( x ~ )  and 

code information from second encoder bZ), are then fed into the second decoder for 

decoding; the decoding algorithm is the same as the first one. After decoding, the output 

of second decoder is processed in the same way and fed back to the first decoder. The 

process continues. The number of iterations depends on the designer. Usually, the larger 

the iteration, the more accurate the data but the longer the time its takes for decoding. 

Step 7: ~ecision' of Output 

After iterations of decoding, the decoding results are the sign of the soft-output of the last 

decoder. Take the example, for the results of first decoder, the output become: 

decoder output 

Result 

Table 3.5: The decoder outlluts 

Which is the same as the input bit stream u. i.e., the error can be recovered. [7] 

SOVA has only twice the complexity of Viterbi algorithm. The new algorithm 

will make it possible to integrate both the encoder and the decoder in a single silicon chip 

with unmatched performance at the present time [4]. 
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3.4 Interleaving 

In many turbo codes the same component encoder is used for the first encotlcr ;IS 

the second. Recall that the minimum distance is an importmi measure of a corles error 

correcting capability. So a problem arises when a low-weight sequence is interleaved to 

produce another low-weight sequence thus effectively limiting the codes resistance to 

interference. It is for this reason that there is significant research into the design of 

suitable interleavers for turbo codes. 

An itrterleuver is a device that rearranges the ordering of sequence of symbols in :I 

deterministic manner. Associated with the interleaver is a dcir~tcrlecrver that applies the 

inverse permutations to restore the original sequence [9]. 

According to [I] the most critical part in the design of a turbo code is the 

interleaver. The two main issues in the interleaver design are the interleaver size and the 

interleaver map. The size of the interleaver plays an important role in the trade off 

between performance and time (delay) since both of them are directly proportional to the 

size. On the other hand, the map of the interlcaver plays an important role in setting the 

code performance. Conventionally, interleaving is used to spread out the errors occurring 

in burst. For turb'o codes, the interleaver has more functions. lnterlenving is used to fecd 

the encoders with permutations so thai'the generated redundancy sequences c;m be 

assumed independent. The validity of the assumption that the generated retluntlancy 

sequences are independent is a function of the particular inlerleaver used. This will 

exclude a number of interleavers,'which generate regular sequences such as cyclic shifts 

PI. 

Another key role of the interleaver is to shape the weight distribution of the code, 

which ultimately controls its performance. This is so because the interleaver will decide 

which word of the second encoder will be concatenated with the current word of the first , 

encoder, and hence what weight the complete codeword will have [I]. S o  the aim of the 

designer is to produce (by manipulating the weighh of the second redundancy part 
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through interleaver mapping) whole code words with the overall weights ;IS large as 

possible [lo]. 

Turbo codes, unlike convolutional codes, make the distribution of the weight 

more important than the minimum distance [2]. Another issue that is worth considering in 

the design of the interleaver is the termination of the trellis of both convolution;~l 

encoders. By properly designing the map of the interleaver, it is possible to force thc two 

encoders to the all-zero state with only m bits (where m is the memory length of the 

convolutional encoder assuming the same convolutional code is used in both encoders). 

To achieve that a condition on the interleaver is proposed by [6]  and demonstrated by 

WI. 

3.4.1 Uniform lnterleaver 

There have been many attempts to characterize the effects of the interleaver on 

the performance of turbo codes. To  overcome the difficulty of representing the 

interleaver map or the difficulty of enumerating all the permutations the authors in [2] 

introduced an abstract interleaver called ~rrriform Lrterleuver, defined as follows: 

A uniform interleaver of length k is a probabilistic device, which maps a given 

input word of weight w into all distinct - 

permutations of it with equal probibility 

The uniform interleaver can not be used in practice since one is confronted with 

deterministic interleavers. However, it has been shown that for each value of signid to 

noise ratio, the performance obtained with the uniform interleaver is achievilble by a1 

least one deterministic interleaver [2]. 
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The concept of uniform interleaver was further used in the design and evaluatiou 

of turbo codes. In [Per961 an asymptotic bound on the performance was given as a 

function of the interleaver length and some other code parameters. 

In [2] it was shown through a bound that random interleavers offer performance 

close to the average ones, independent, to a large extent, of the particular interleaver 

used. It was also shown that the beneficial effect of increasing the interleaver length tends 

to decrease at high k (interleaver length). Actually the effect of interleaver length should 

be considered in conjunction with the memory span of the CCs. 

Dolinar and Divsalar [Ill compared the difference in performance between 

random and non-random interleavers. The authors discussed a partial separation of the 

problem of picking good permutations and that of picking good component codes. 

Researchers are still working to develop design guidelines and to relate the 

interleaver parameters to the code performance. There are different designs of the 

interleavers: 

3.4.2 Different Types of interleavers: 

3.4.2.1 Row-Column lnterleaver (Block interleaver): 

Data is written into a block by row and read out by column. Due to its structure. 

the row-column interleaver is not a good choice for a turbo code as the code appears less 

random and it is more likely that a low-weight input sequence will gel interleav~d to 

produce another low-weight input sequence. [5] 



Burst error * 
Transmitting 
Data ~, fJ ,O, l , l , l , lLO.O,O,O ... 

Read 

Figure 3.7: Interleaving (Example: Blqck Interleaver) 

3.4.2.2 Pseudo-Random Interleaver: 

The pseudo-random interleaver scrambles data in a random fashion. Hall suggests 

that for an AWGN channel, a pseuderandom interleaver will perform better than :I 

block-interleaver- for frame sizes greater than 1000 bits this is in contrast to Andcrsen 

who says that a well designed block-interleaver will outperform a pseudor~ndorn 

interleaver.[5] 

3.4.2.3 Helical Interleaver: , 

A helical interleaver is a block interleaver where data is written in by row and 

read out diagonally. Hall suggesls the use of a Helical Interleaver in situations where the 

frame size is less than 1000 bits. The helical interleaver has long been used for channel 

interleaving in convolulional codes to reduce the effect of busty interference. [5] 
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3.4.2.4 Andersen lnterleaver 

It was introduced by Jacob Andersen and he does not give it a name. The 

Andersen approach generally requires large block sizes due to its dependence on prime 

numbers.The Andersen interleaver is a P by L block interleaver with P and L being prime 

numbers however the rows are permuted with permutations of the form 

Here, the a values are Prime and are different for each row. The a values are 

usually matched to the component code generator by computer search. We are interested 

in using a less rigorous approach by using Andersen's permutations on an unmatched 

interleaver with a smaller block size than that of Andersen. 

3.4.2.5 Random lnterleaver 

A R a r ~ d o n ~  interleaver is one with a randomly generated mapping between input 

and output positions. That is, for an interleaver of length N,  the input sequence i = 

is scrambled according to a pseudo-random number set to form output 

sequence . (i)= O...(N-1). T he advantage of random interleavers is their e;se of 

generation, but the disadvantage is that it is not possible to guarantee the minimum - 
spreading properties and therefore BER performance of the interleaver. R;tndoni 

interleavers tend to have very low s-parameters and very high dispersions. In this sense, 

they are conceptually the 'opposite' of a block interleaver. 
" 

3.4.2.6 S-Random lnterleaver 

The S-Random (Semi-Random) interleaver is a variation on the Ik~ndoni 

interleaver which is constructed in such a way as to guitrontee a high s-parameter, s. The 

interleaver was first described in [12]. For each successive input position i, an output 

position . (i) is chosen at random. This value is compared to s, previously selcctcd 

output positions. IT any of these s, positions lies within a distance of s, of the currently 

selected position, then the current position is rejected. This process is repeated until all N 
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positions in the interleaver are selected. So we have an interleaver which is basically 

random in structure, but which guarantees a minimum spreading oferror pairs. The time 

taken to find each new suitable position increases disproportionately with increasing s, 

and the technique may not always find positions which satisfy a particular valuc of s. I I  

was found in 1121 that choosing s<. N/2 usually produces a solution in reasonable lime. 

This practical value of s has been found here to decrease from . N/2 markedly as N 

increases. A key disadvantage of this interleaver is  the time consuming nature of the 

search method described above for generating good S-Random interleavers. 
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4.1 Analysis 

At a technical level, software engineering begins with a series of modeling tasks 

that lead to a complete specification of requirements and a comprehensive design 

representation for the software development. Over the years many modeling methods 

have been proposed for analysis modeling. However two now dominate the analysis 

modeling landscape. The first, structured analysis is a classical modeling method and the 

other approach is object oriented method. We have usedthe former modeling tecl~nique 

for the 

Figure 4.1 Turbo Encoding Decnding System 
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Trace back lo  
find dl powble 

Figure 4.3 
SOVA Decodina Process 
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4.2 Design 
During an iterative development cyclc i t  is possible to movc to ;I dcsign ph;~sc, 

once the modeling is complete. During this step a logical solution based upon the 

structured analysis is developed. The designer's goal is to produce a nlotlel or 

representation of a structure that will later be built. The process by which the model is 

developed is based on intuition and judgment based on experience in building similar 

structures., a set of principles and1 or heuristics that guid: the way in which the model 

evolves, a ultimately leads to a final design representation. 

Turbo Encoder 

De Multiplex 

Figure 4.4 
Sequence Diagram for Turbo Encoding Decoding Process 

SOVA 
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Turbo: Main function that takes input from the user calculates and outputs results 

to the user. 

Encoder: This function is called by TURBO. It takes as input, the Generator 

matrix, raw information bits and lnterleaver map. This function uses other s u b  

functions to accomplish the task. The out put of this function is a n  n bit encoded 

and modulated codeword ready to be transmitted. (Noise is added to the info 

during transmission.) 

De-Multiplexer: Next function to be called by TURBO is that of demultiplcxing. 

It is needed to separate the received information bits for both the decoders. The 

out put of this function is scaled toinput to the SOVA decoders. 

SOVA: The decoding process is performed using two component SOVA 

decoders in parallel. The out put of second decoder is used as a priori information 

for the first decoder. Input for this function is  the generator matrix, scaled 

received bits, the de multiplexed information bits and interleaver map. This 

function returns the estimated bit values for the original informationrransmitted. 

Comparison of originally transmitted bits and out put bits of SOVA decoder is 

compared to analyze the "Bit Error Rate". 
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RSC Encoder Bit Encoder Encoder 

Figure 4.5 
Sequence Diagram for Encoding Process 

SOVA Trellis 

RSC Encoder: The function takes generator matrix and information bits as input 

and outputs the Convolutional encpded word embedded with systematic bits. 

Bit Encoder: Task of this function is to generate n bit code word out put for the k 

bits of the input. It requires trellis,structure and generator matrix a s  input. 

Trellis: This function is called by SOVA to generate Trellis structure by taking 

generator matrix as input. 

Data Exchanged between the processes. 

X: For a simulation purpose a randomly generated information bils matrix is uscd 

as input to the encoder. This matrix is further comp~red  with the received 

information bits to analyze the efficiency of the codec. 
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g:The generator matrix. This is polynomial representation of the convolulion;~l 

encoder structure. 

alpha: Interleaver mapping. It describes the interleaver structure. 

en-word: The encoded word returned from the encoder to the main program. The 

word is not only encoded rather modulated too, to be transmitted over the 

channel. 

bw: The bit encoder function generates a word of length 'n' for each input hit. 

RSC- word: Recursive systematic convolutionally encoded word. The RSC 

encoder generates the code word and embeds the systematic bib to it. 

R: Received information bits from the channel. These information bits have been 

corrupted by the channel noise. 

rx: De-multiplexed information bits at the receiver end. Further these bits are 

scaled for-the input to the decoders. 

s-rc: Scaled received hits. The information bits ready to be processed by the 

SOVA decoder0. 

ap: A priori information. The out put of the second decoder, this information is 

used by the first decoder to decode next coming information bits. 

ts : Trellis structure. It is generated by Trellis function and used lo gencr;~lc Lhe 

trace forward and trace back paths to find maximum likelihood. 
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5. Performance Analysis of Turbo Codes 

The turbo code, as described in Chapters 3, is a very complex channel coding 

scheme. The turbo code encoder is a parallel concatenation of two recursive systematic 

convolutional (RSC) codes. The turbo code decoder is an iterative serial conc;rtenation of  

two soft output Viterbi algorithm (SOVA) decoders. In addition, the presence of 

interleaver in both the encoder and the decoder further complicates this coding schenle. 

The two main methods to evaluate the performance of turbo codes are theoretical ao:rlysis 

and computer simulation. Theoretical analysis of a turbo code is very dilficult duc to the 

structure of the coding scheme. A iew journal papers have a~~a lyzed  turbo codes with this 

theoretical approach; however, their results do not match closely (too optimistic) to 

computer simulation results. Also, the theoretical analyses presented in thcsc papers are 

not clearly described and thus are difficult to follow. Furthermore, the thei1retic;il 

approach often requires tremendous computer run time to find the complete weight 

distribution of the turbo code words. In this thesis, due to the difficulties presented ill the 

theoretical analysis, the performance of turbo codes is evaluated through computer ' 

simulation. MATLAB is used to construct the computer code of a turbo code, and the 

simulations were carried out Pentium Machine. 

5.1 Simulation Setup - 

The simulation setup is composed of three distinct parts, namely the encoder, the 

channel, and the decoder. The simulation of the turbo code encoder is based on its 

description in Chapter 3. The simulated turbo code encoder is composed of two identical 

RSC component encoders. These two component encoders are separated by a random 

interleaver. The random interleaver is a random permutation of bit order in a bit stream. 

This random permutation of bit order is stored so  that the interleaved bil slream can be de 

interleaved at the decoder. 

In the literature, the termination s p e c &  of a turbo code are not very well . 
described..'~t the turbo code encoder, the RSC encoders need lo be properly terminated 

by returking the code memory, of size m, to ihe all zero state. To  perform this task, the 

systematic code stream is augmented by the addition of m tail bits. These rn tail bits 
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cannot be easily predetermined and depend on the codc memory. The output of the turbo 

code encoder is described by three streams, one systematic (un-coded) bit stream and two 

coded bit streams. The systematic bit stream can only have one set of m tail bits from one 

of the two recursive encoders. Figure 5.1 sho,ws the two possible scenarios for these m 

tail bits. 

Intedeaver =I Complete RSC 1 

Figure 5.1: Tcrnlination uf the systematic bit stream is ;~ssocietcd with rccursivc Encudcr 1 and 

Encoder 2. 
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In the literature, the termination scheme of Figure 5.1 is commo~lly used. 

However, the literature also suggesls acquisition of the decoded bit decisions at the 

second component decoder of the turbo code decoder. This is not advisable because the 

m tail bits for the systematic bit stream are associated with recursive encoder 1. As ;I 

result, it is possible that the final path chosen in the second component decoder is not the 

Maximum Likelihood (ML) path due to the erroneous m tail bits of the systematic bit 

stream. Thus, if the encoder structure of Figure 5.1 is used, then the decoded bit 

decisions should be acquired from the first component decoder. N s o ,  if the encoder 

structure of Figure 5.1 is used, then the decoded bit decisions should be ncquircd from the 

second component decoder. In the simulation, the encoder structure of Figure 5.1 is used. 
. 

In its basic form, the turbo code encoder is rate 113. However, in many journal plpers, the 

published computer simulations of turbo codes often use rate 112. This is accomplished 

by puncturing the coded bit streams of the turbo code. The puncturing pattern is that for 

one coded bit stream, the odd bits are punctured out, and for the other coded bil stream, 

the even bits are punctured out. In the simulation we have used the basic form. 

In the simulation, the Gaussian channel model is used because it is a fairly good model 
' 

for different transmission mediums. The'Gaussian channel (Gaussian noise) is Fairly easy 

to construct from the basic Gaussian distribution with mean of zero and standard 

deviation of one. In order to use this model, the turbo code encoder output bit streanis 

must be mapped from {0,1) to {-1,+1) domain. The simulation of the turbo code decoder 

is based on its description in Chapter 3. 

If the encoder structure of Figure 5.1 is used, then the systematic bit stream must 

be de interleaved before passing to the first component decoder of the turbo code 

decoder. Also, the initial (first iteration) a priori values for the first con~ponent decoder 

are set to zero because there are no extrinsic information available froni the second 

component decoder. 

I t  has been found that the turbo code (SOVA) decoder, implemented as described 

in the literature, did not perform up to the published resulls. The cause of this , 

performance degradation has been traced to the extrinsicla priori information that is 

passed between the component decoders. After many computer simulation runs, i t  hxs 

been determined that the extrinsic/ia priori information must be limited (reduced) bcforc 
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passing to the next component decoder. The two main strategies that were deviscd to 

reduce the extrinsicla priori information are: 

1. Introduce a limiter on the extrinsicla priori information so that the values do not go 

over a predetermined bound. 

2. Introduce a "numerical factor" to scale down the extrinsicla priori information after 

extensive trials and tests, it has been determined that the most effective reduction 

technique was to introduce a numerical factor EhINo (signal to noise ratio pcr l i t )  to 

scale down the extrinsicla priori information. This factor is idealistically reasonable in 

the sense that for low EblNo, the extrinsicla priori values are relatively small so no 

drastic reduction is required. However, for high Eb/No, the extrinsicla priori values are 

relatively large so greater reduction is required. In the simulation, the scale down facto~ 

of EJN, is used on the extrinsicla priori information. 

5.2 Simulation 

The simulation designed is implemented in Matlab 6.1.0.45 Release 12.1, and run 

on a pentium 111,450 MHz machine. The figure 4.6 depicts a running of the simul;~tion. 

The user inputs the frame size to be transmitted, the g e n e r a t o r x r i x ,  the number of 

iterations for each frame, the limit of frame reeor to stop the simulation and finally the 

Em,, for which'the code performance is to be tested. Code rate for the simulation is 
- 

predefined as 113 . 

The simulation outputs on each iteration the number of frames transmitted and 

points out the number of frames with error. It also displays the bit error rate for each 

iteration and the frame error rate. 
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I To get  srarted, s e l e c t  "ILIl?S Help" from the Eelp =em. 

>> mrbo 
l I i S  Script  simulates the c lass ica l  &o encoder and decoder system. 

Please enter the frame size (= info + tail, default: 200) 100 
Please enter code generator: ( default: g - [l I I; 1 0 I I I 
P l e m  enter n d e r  of i t e r a t i o m  for  each Crane: defau l t  5 2 
Please encer number of frame e r rors  co terninate: defaul t  10 10 
Please enrer EbnO i n  dB : defaul t  [2.0] 

==- SOYA decoder =.- 
r r m e  slze = 100 
code generator: 

1 1 1  
1 0 1  

Code Race = 113 
Iceration Number = 2 
Teuina te  Frame Errors = 10 
Eb IUO (dB) = 2.00 

+ + + + Please be patient.  Wait a while t o  ge t  the resul t .  + + + + 
rrrr.*...f.rrf fino = 2.00 db "--s*fm='n 

Frame size = 100, r a t e  1/3. 
3 frames transmitted, 0 f r a t s  in error. 
B i t  Error Rate (from i c t l a t i o n  I t o  i t e r a t i o n  2): 
0.0000H000 0 . 0 0 0 0 ~ 0 0  
W8.e EIIOL Rate (from iceration 1 t o  i t e ra t ion  2 ) :  
0.0000tH)00 o.ooooe+0oo 
t**t .* f t . .**t~t . .~ .~ . . t t t . t t t"~f . . .~ . . t f t~ . .~~~ ,  

Figure 5.2 MATLAB Simulation 
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5.3 Simulation Results 

E d  
Average BER 

Iteration 1 Iteration Iteration 3 Il-7- 

I I I 

3.0 0.0081 0.0033 0.0019 

Table 5.1: EdNo 

Total Frames 

Transmitted 

Iteration 1 Iteration 2 Iteration 3 I 1 -  

32 

8 28 00 

29 87 256 

. Average BER 

The above table shows the results of a Rate 113 Turbo codec simulation with the . 

frame size of 100 bits for 1, 2 and 3 iterations. The data between signal to Noise ratio 

(EdN,) and Bit Error Rate (BER) clearly explains efficiency of turbo codec for wireless 

communication. As we increase the number of iterations and EdN, the performance of 

the turbo code increases. On the basis of above data we can create following graphs. - 
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5.3.1 EdNo vs. Average BER 

Turbocode BER ~ e r l o k a n c e  for upt i  3 decoding iterations for R = l B  and FS=100 

. 

- 
- 

- 
- 

. 

L- ,Eh / - ~ o - ( ~ i ~ n a l ~ . o - ~ o ~ s e  Ratio) 

5.3.2 EdNo vs. Total number of frames transmitted 

Total 
Frames 
Transferred 

1 0  1 Iteration E 2 Iterations 0 -- 3 lteration4 
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5.6 Conclusions 

With the detailed description of the turbo code encoder and decoder presented in 

Chapter 3 .This Chapter investigates the performance of turbo code through extensive 

computer simulation. To validate the turbo code simulation, comparisons were made 

between the simulated and published bit error rate (BER) results. These differences are 

believed to be caused by two independent factors, namely, the numerical inaccu~~c ies  

introduced by the workstations and the lack of "critical" details about the SOVA 

decoding algorithm. The BER performance for turbo codes is investigated for two cases. 

1. Increase number of iterations. 

2. Increase of EdN, value. 

As it is known by now, turbo code decoding can become comput~tionally intensive. As a 

result, most of the simulated performance results are for high code rates, short constri~int 

lengths, and small frame sizes. 

5.7 Future Work 

There are many directions in the future for research in turbo codes. As shown in 

this thesis, some detailed work needs to be done on the aspect of information trmsfer 

between the SOVA component decoders. Presently, this issue is not very well 

understood. As for further improvements in turbo code, research should be focused on the 

joint issues of improving decoder performance and reducing decoder complexity. Also, 

developing simple analytical bounds for the perforn~ance of SOVA decoding is 

important. Furthermore, for feasibility concerns, issues involved in DSP implrnienlation 

of the SOVA turbo code decoder will be important when turbo code are implemented in 

real systems. 
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Understanding Decoding Algorithm SOVA 

Syed K l ~ a l d o o n  f i u r s h i d ,  Multntumitd lmran Hcr l  itttd Dr.  M u l ~ i t ~ u t t ~ i t l l  Sltcr  

Abslracl-The correct lnnsnlission of the data has been a main 
concern fur researchers since the advent of the communicatiun 
en .  Them are two main errors wrrwling codes i.e. Linear Ulock 
codes and Convoluliunal codes. Anuther version ul  Error 
formcling Codes i.e. Turbo cudes wem introduced in 1993. 
Shannon limit was nut achieved by the convolutional codes but 
'Turbo Codes have rucrcrdrd by srhirritg t l x  signal lu  noise nl io  
(Ehl SJ near .1.6dl1. TlIis olocr describes two main Cumponcnls . - . . 
of the Turba codes namely: Its Encoder and Decoder. Amongst 
the encoders for turbo codes, Recursive Systematic Cunvolutional 
(RSC) Encoder is exclusivrly brltcr than the Nan-Recursive and 
Non-Systrmatic ones .While the decoding algorithm fur Turbo 
cudcs, SOVA (Sun Oulpul Vilrrbi Alg~#rillrnl) vulprf~lnl~% its 
counterparts like hlAI1 in terns or roniplexily and Time Delay. 
Working of the SOVA (Son Output Vilerhi Algorithm), decoding 
algorithm is explained in a sequenlid manner. At the end, it 
investigates the performance and efficiency of Turba wdcs wilh 
respect to the increasing numhrr, of itentiom and frames 
transmitted, through simuhliun results. 

Index Terms--Cunvulutiunal Codes. Recunive Systematic 
Convolutional (RSO Encuder. SOVA (Son Output Vilerbi 
Algorithm), Turbo Codes. 

O v e r  the years, there hu bicn tremendous growth in digital 
communications especially in the fields of cellular phonb, 
satellite, and computer communication. In these 
communication systems, the information is represented as a 
sequence of binary digits. The binary digits are then mapped 
(modulated) to analog signal waveforms and trmsmittcd over a 
communicarion channel. The communication channel 
intruduccs noise and interfcrcncc to corrupt the transmitted 
signal. This signal is mapped luck to binary digits at the 
receiver. The received binary information is an estimate of the 
transmitted binary information. 17) 

In n noisy environment, it is often not possible to reduce the 
bit error rate to acccptahle levels. Doing so may require rising 
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the signal power beyond pwctical linrits. Allcrnalivcly. 
lowering the error rate might require commuoicati~l:: el an 
unacccptahly slow rate. 

Iiowcver thcrc is another availahlc t>plion to irnpn~vc lllc 
performance of digital communic~tion system: Error CIIIIII-01 
coding can bc used to provide a structure fur crror tuler;tnt 
commullicalion. Thc structure is such th;lt errors c l l l  hc 
recognized at the rcccivcr. The crror cuntrol is acu~mplisl~c(l 
in two steps: detcclion and correction. Error dctcctiu~r is tllc 
process of providing enough structure so th;~t the rcccivcr 
knows when the error occurs. If the added stroclure is 
sullicicnlly dct:~ilcd t u  ;~llow pinpoint t l~c tc~c~ticrn of tl~che 
errors. the codc is an crrur corr~.cring I.,&" and i t  is (nlssil~le 
to correct errors at the rcccivcr without requesting i~dditii~n:d 
information from t t~e  trilnsn~itlcr (c.g., a retransmit requcsl). 
This proccss is known as Forwurrl E rwr  Corrr~rrirn~. Funv:lnl 
error correction normally requires adding lltc redundancy to 
the signal; more bits arc sent than required. [ I \  There arc tw~r 
main codes, i.e. Linear Block and Convolutic,n:~l codes. heforc 
Turbo codes which arc being in error frcc comn~unic;~lioi~s. 

The concept of turbo codc was first iutroduccd hy C. Rerrtn! 
in 1993. Today, Turhu Codes arc co~~sidcred as ihc III~ISI 

efficient coding schcmes fur FEC. When is co~npwed nl olhcr 
codes and almost achievir~g the Slran~~on L.imil (&/N,, = -1.6 
db if RI, +O)  nlodest complexity [101. 

Turbo codcs havc heen proposed firr Itrw-pc%wcr 
applications such as  deep-space and satellite contmunic:~tir~ns, 
as well as for intcrfcrencc limited applicatio~~s such ;IS third 
generation cellular, pcrsonal communic~tion services, and :d 
hoc and sensor nchvorks. 

11. TUI~BO CODES 

L~tcly in 141, the prt~posel of  l';~r;~llcl-~~~~~c:~tc~~~~~c~l 
Convolutiona~ Codes (I'CCC). celled turht~ ccldcs. \\*:IS 

introduced. The introduction of  turbo codcs h;~s increased tlic 
interest in thc coding area since these codcs givc oa~s t  of tllc 
gain prumised by thc channclarding tl~corcm. l'urlx~ a~ i l c?  
have an astonishing pcrformancc of bit crrur c ~ t c  (REII) :I! 

relatively low signal tu noise r;~lio (&/N,,). 'k1 givc a11 idc;~ 01 

how powerful turbo codes arc, for a irmte s i x  I I  

256x256=65536 h i e  we can acl~icvc a BER=IO'' over AWGE 
channel at only !?JN,,=-U.7dU (41. 
In the following two sections tire structure r ~ f  iwth cnnulcr :M 

the decoder of turbo codes are explained 
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Fig. 1: Simplified Turln Ennxler 

111. TURBO ENCODER 
In a simplified turho encoder, there are two convolutional 

encoders in parallel. The information bits are scrambled before hpu t  

entering the sewnd enwder. Input bits are appended to the 
convoluted output - i.e. the code is systematic-followed by thc 
parity check bits from the first encoder and then the parity bits 
from the second encoder, as depicted in Fig. 1. 

The simplified turbo code block diagram shows only two I 

! branches. In general, one can have multiple turbo encoders '"pY' 

with more than two branches. The Convolutional code at every 
hranch is called the cons!iramr code (CC). The CCs can have 
similar or different generator functions. We will discuss the 
usual configuration with two branches having the same CC. A 
PAD is shown in the F iy re  to append the proper sequence of 
bits to terminate all the encoders to the all-zero state. This is 
because a convolutional code may be used to generate a block 
code if we use beginning and tail bits. If we have one then the 
required tail is a sequence of zeros with length equal to the ' XI 

memory order m. The problem of terminating both encoders 
simultaneously seems to be difficult because of the interleavcr. 
However. it is still possible to do with m tail bits only [6]. 

In general we an have another interlcaver before the first Fig. 2: (a) Classi~aI N O R ~ ~ C U U ~ ~ Y C  and Nw-Splcnlir C d c  (b) 
Kccursive Syslemic Cudc 

encoder but usually it is replaced with a delay line to acwunt 
for the intcrleavcr delay and keep the branches working . The trellis and the frcc distance (4,,.) also will IIC the mnlc 
simultaneously. Puncturing a n  be introduced to increase the for both codes [4].Of course; the Output sequence docs IN11 

rate of the convolutional code beyond that resulting from the correspond to the samc input in the two c d c s  i~ec;~use the twt~ 
basic structure of the encoder. Some codes are called recursive generators are not the samc. 
since the state of the internal shift register depends on the past . 
outputs. Fig. 2 illustmtes a non-recursive and non- svstematic IV. TURBO DECODER - .- . 
convolutional w d e  with its corresponding recursive systematic works i n  an iterative w;ly, F , ~ ,  3 s~l,,ws ~ , l , , ~ l ;  
code. X ,  and XI are the check hits. Note that for the systematic diagram of a turbo decoder. The iteration stage is  show^^ wit11 
Convolutional encoder. one of the outpuh Xh is exactly the doted lines al differentiate it from the i~~itializ:~tion st;lge. Only 
input sequence. In turho wdes Recursive Systematic one loop is performed at a time. In pr;lclice tile nunll,rr 

(RSC) arc proved lo perforln better than itccltions docs not excccd IS. ;~nd i s  III:IIIV c;ws 6 iter;~ti~ws 
the Non-recursive ones [4] 131 can provide satisfactory pcrfurmancc 141. 

Actually. the term turbo code is given for h i s  iler;~tivc 
An RSC encoder can be obtained from a mn-systematic & decoder with to lur,,l, cllgillc prillcil,lc, 

non-recursive encoder by setting one of the outputs equal to 
T ~ C  first decoder will decodc the sequc~~ce ;~od the11 p~1s.s t11c 

the input (if we have one input) and using a feed back hard decision torether with ;I rcliahilitv estimatc of this - 
decision to the next dcwdcr. Now. thc second dcnxlcr will 
have extra information for the decodi~ig: a priori v;~luc 
togcthcr with the sequence. 



L 
) Ectinh.itetl 

I 
(Interlewerll- + Seqllellce 

DElvlUX l 
IllSERT 

Recieved - 
Sequence 

Fig. 3: Block Diagram of Turbo Codes 

The intcrleaver in-between is responsible for making the 
two decisions uncorrelatcd and the channel bcwccn the two 
decoders will seem to he memory less due to interleaving. The 
exact procedure in what information is passed to the next 
decoder or next iteration stage is a subject of research. In the 
next section, we describe a widely accepted decoding 
algorithm, which is the modified version of Viterbi algorithm. 
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V. DECODING ALGORITHM: SOVA 
Algorithms used in decoding convolutional codes can hc 

modified to be used in decoding turbo code. In the origiml 
paper on turbo codes (41, a modified BAHL et algorithm was 
proposed for the decoding stage. This algorithm is based on 
Maximum A-posteriori Prolxthility (MAP). The problem with 
this algorithm is the inherent complexity and time delay. MAP 
algorithm was originally developed to minimize the bit-error 
probability instead of the scquencc error probability. The 
dgorithm, although optimal, seem less attractive duc to the 
increased complexity. 

Viterbi algorithm is an optimal decoding method that 
minimizes the probability of sequence error for convolutiori;~l 
codes. A modified version of Viterbi algorithm, called SOVA 
(Soft Output Vitcrbi Algorithm), which uses soft outputs, is 
introduccd in 181 14). 

A. Undrrsranding SOVA 

It is proposed that an iterative dccoding scheme should be 
used. The decoding algorithm is similar to Viterbi algorithm in 
the sense that it produces soft outputs. While the Viterbi 
algorithm outputs either 0 or 1 for each estimated hit, the turbo 
code dccoding algorithm outputs a continuous value of each 
bit estimate. While the goal of the Viterbi decoder is to 
minimize the code word error by finding a maximum 
likelihood estimate of transmitted code word, the soft output 
decoding attempts to minimize bit error by estimating the 
posterior probabilities of individual bits of the code word. We 
wlled the decoding algorithm Software Decision Viterbi 
Decoding. The turbo decodcr consists of M elementary 
decoders - one for each encoder in turbo encoding part. Each 
elementary decoder uses the Software Decision Viterbi 
Decoding to produce a softwarc dccision for each reccivcd bit. 

After an iteration o f  the d r c d i n g  process. every clcmc~ll;~ry 
dccodcr shares its soft drcisinn vulput wit11 thc uthcr M-I 
element~ry decoders. 

In theory, as the number o f  thcse ilcrations :lppwachcs 
infinity, the estimate at the output of dco~dcr will apprmch the 
maximum 3 posteriori (MAP) solutiun. 

The turbocode decoder is dcscrihed in the fig. 6. A s s u m i ~ ~ ~  
zero dccodcr delay in the turbo-decoder, thc d c a d c r  1 
computes ;I soft-nutput from the sy~tcm:~lic d;tt;# (.I,,). c . ( ~ c  

information of cncodcr I (y,) and a-priori i ~ ~ f o r m i ~ t i ( ~ r ~  (1.61:). 
From this output the systclnaric clxt;~ (.v,,) :~nd ;!-pritvi 

information (Lo?) arc suhtractcd. 7'11~ result is multiplicd l,y 
the scaling factor called channel rcli;tl?ility L,. to c ( ~ n ~ p c ~ ~ r : ~ t c  
the distortion. The rcsult is uncorrelated wi t l~ .~ ,  and is dc~~olcd 
as Le,, for extrinsic data from dccoder I. 

Dccodcr 2 takes as input thc i r ~ t c r l ~ ~ v c d  version of Lc, (Ihc 
a-priori information Lo!). UIC WIJC i ~ ~ l ( ~ r t l ~ a t i w ~  of S C C ( I I I ~  

enmdcr 0.:) and the intcrleavcd version of systematic 
(o(.v,)). Dccodcr 2 generates a solt output. lnun wl~ich the 
systematic dat:~ (L,&,,)) end a-prinri illlor111;1tiw (Lttl) win 
subtncted. The rcsult is multiplicd by the sc;~ling f:~ctor celled 
chamcl reliability L, to mmpcnsatc the iIi5twti(111. 'l'lrc 
extrinsic data from decoder 2 (LC,) is intcrleavcd to pnklucc 
Lar, which is fed back to decoder1 and thc iterative proccsx 
continues. 

I) Form clru Trdliv 
Inside the decoder, Soft-Output Vitcrbi Algorithm (SOVA) 

is used to determine h e  rcsult with n~;~ximum likelihood. l'be 
process SOVA i s  similar to that Vitcrhi algorithm. A trellis is 
formed first. 



Fig. 4: Trellis Diagnrn 

The trellis is to show how the wdes are output by encoder. 
The bi& i n  each node the encoder output (decoder input) for 
all combination of statcs and inputs of the encoders arc 
summarized as follows: 

TABLE I: TURBO ENmDER WORKING 

2) Determine t11e Accrrnrrrluted Muximum Likelilrood for 
Each State 

From the Table 1, each statc has its own input bit pattern. 
Whcn bit streams are inputled to dcwder, they can be 
compared to the input (&,XI) to see whether they are matched. 
The result is represcntcd by likelihood of input: 

L, = -1 If no bits are matched. 
... 0 if 1 bit is matched. 
... 1 if both hits are matched. 

The overall likelihood of n transilion is sum of likelihood of 
input and a-prior likelihood information (L,). 

L=L;+L,  (1) 
L, = 0.5 x a-prior information L, ifx, arc 1 
... -0.5 x a-prior information L, if I,, arc 0 

The algorithm is as follows: 
Start from state 00. the overall likelihood of each transition 

is evaluated. The overall likelihood of each node is obtained 
hy the maximum accumulated likelihood. With this algorithm. 
the trellis in figure 5 will hc ohtnined. 

3) Find the Srrn~ivi~tg I'urlr 

Fig.5: Surviving Path in Trellis Llirgrrm 

The surviving path is thus  dcrivcd hy tr;tcing 1r:lck fnm I;rsl 

stage (stage 5 )  to the first one (stage 0) and is tlic resolls #IS 
harduutpul Viterhi Algorithm. 

Let u= [I 0 I O I ]  

4) Determine the Sop Orrfprrt 
To find the soft-wtput, non-surviving p;ttIis arc cwisidcrcd. 

We consider the non-surviving path the onc tlial is produced 
hy making different decision in one of the stagc i n  trxing 
hack. For example, when tracing hack from (I:w stage) s t q s  
5, one of tlic non-surviving path is found hy tracing Ixtck to 
state 00 instead of statc 01 from stagc 5 to stagc 4. I:oll<nvi~~g 
the arrows, bit 1 is also 1. We found th:~t hit 1 will have tlic 
following results when decision is changed in diSrcrcnl sl:~gcs: 

TAIILEZ: N u H . S L I I I V I V I N L ~ ~ ~ A ~ ~ I ~ A Y ~  <IINSII%HI.I) 

Here we dcfinc a function dcl~a to descrihc the tendency 10 

have non-surviving path. I t  is the dilfere~ice i n  ovml l  
likelihood when a different decision is possil>le in a particul;~r 
slage. The so f t a~ tpu t  of hit 1 is evaluated by the following 
formula: 

Stage 

Bit I 

Delta 

sop-orrtpt of bit I = bit valrre x rnirr (2) 
(rldtcr which make bit 1 cIi311gc tu V ~ I ~ U C  otlicr I ~ I ; I I I  hi1 

idrre) 
bit value = I for hit output = l 

...- I for bit output = 0 

In hit om,  tlie decision only cha~~ges  w1ic11 a shtc cl~:~ngcs in 
stagc 3. The minimum dclu is 3. Thus tlic sofl-oulput CIS lhc Id 
one is 3. 

1 

X 

- 

Repeat il fur bit two (originally bit two = 0). 

1 

X 

4 

I 

- 3 1 1  

3 

0 

5 

I where X mcms 
~(LIIIIOI trace 

hack BI st;~tc 00 
in st:lge :el 



Oecoded 
ovtpvt 

Fig. 6: Tuba decoder urucare 

I) Feeding Dora lo otrorlrer Decoder 
After the soft-output is evaluated by SOVA dccoder, the 

data will he passed to the second decoder for further decoding. 
Before passing lo data to the second decoder, two processes 
are performed to the decoder output: 

the same way and fed back to tlie firs decoder. The proccss 
continues. 

The number of ilcr;~tions dcpe~ids on tlic dcsigncr. Usui~lly. 
the larger the iteration, thc more accurate the d:~t;i l>ul lhc 
longer the time it takes for dccoding. 

in stage 0 
Delta 3) Decision oJ01rp r r  

After iterations of dccoding. the dccodir~g results arc the 
TABLE3: NON-SURVIVING PATIE ARE WNSLDERED sign of the wft+ulput of tlic last dcaulcr. Elkc the cx;~n~plc. 

From the above results, in bit two, the decision changes when for the rcsulls of first decoder, thc output I ~ ~ C O I I I C :  
a state changes in stage 3, 4 and 5. The minimum delta is 1. 
Thus the soft-output of the bit two is -1.Using this algorithm, 
the soft-output will become 

Thc result is multiplied hy thc scaling factor called channel 
reliahiliry L, The reason of the factor is hecausc the SOVA 
algoritl~rn suffers a nujw distcrrtiw~ which is caused by over- 
uplimistic soil oulputs. l'hc faclor is used to conipensatc this 
dislortion. 

der7nlcr o~rllxrl 1 3 1 - I  I I( - I  1 3 
Rrwlr I I I 01 4 0 I 1 

D I  
La? 
X" 
Lel 

2) Ireruriw Decodiufi 
The data from first decoder L,LCI, together with the 

systematic data a ( xd  and code information from second 
encoder (y?), arc then fed into the second decoder for 
dccoding; the decoding algorithm is the same as the first one. 
After decoding, the output of second dccoder is processed in 

~ a h k  5: nlc dcundcr o u ~ l , u ~ >  

Which is the samc as the input bit strc:m 81. LC.. tlic error 
wn  be recovered. SOVA has only twice thc complexity of 
Viterhi algorilhrn. Tlie I I ~ W  algorithn~ will itt:ikc it ~x~ss i l~ lc  to 
integrate hoth the encoder and the dccodcr ill s si~iglc si l ia~n 
chip with unmtchcd performance at the prcsclit time 141. 

T.401~4: TllE A-PRIOR INIURMATlUN(I.~)ANUTIIESYSll~MKrICOATA(X~) 
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VI. SIMULATION'S RESUIJCS 

The alwvc t;il,le shows thc results of :I h l c  In 'l'urlu~ aulcc 
simulati~m with the fr;ui~c size of ! ( X I  hits li,r 1. l ;111d 3 
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Ill. CONCWSION: 

Two wnclusions are drawn from above provided simulation 

results: 

The graph behveen signal to Noise ratio (ma,) and Bit 

Error Rate (BER) clearly cxplains'efficiency o f  turho m d c c  

for wireless commu~~icat ion.  Whcn we increase the number o f  

iterations o r  E O . ,  the performilnee of the turbo code 

incrcilscs. 

Furlhertnorc, The exccllcnt p c r f o r o ~ a ~ ~ c c  of turlw a ~ d c s  

requires careful undcrslanding of the cudc ingredients. T h e  

effecb of the code panmeters  on the performance need further 

investigation. Proper undcrslanding o f  the code will help in 

nuking the code applic;ll>lc for rcal lime applications 
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In a simplified turbo encoder, there are two convoluliorwl 
encoders in parallel. The infurn~ation bits arc scrambled before 
entering the second encoder. Input bits arc appended to the 
mnvolutcd output - i.c. the codc is systcm~tic-followed by the 
parity check bits from the first cncodcr and then the parity biu 
from the second cncodcr. as dcpictcd in Fig. 1. 

The simplified turho codc block diagram shows only two 
branches. In general. one can havc multiple turhu encoders 
with more than two branches. The Convolutional code at every 
ltranch is wllcd the currsril~tmr codnle (CC). The CCs a n  havc 
similar or different generator functioos. We will discuss the 
usual conf~gumlion with hvo branches having the s m e  CC. A 
PAD is shown in the Figure to append the proper sequence of 
bib to terminate all the encoders to the all-zero state. This is 
because n convolutional code may he used to gencmtc a block 
code if we use beginning and tail bits. If we havc one then ihc 
required tail is a sequence of zeros with length cqual to the 
memory order m. The problem of tcrmi~lating both encoders 
simultaneously seems to he difficult becausc of the interleavcr. 
However, il is still possihlc to do with m tail bibonly 161. 

In general we can havc another interleaver before the first 
encoder but usu;dly it is replaced with a dclay line to account 
for the interlcaver dclay and keep the branches working 
simultaneously. Puncturing can he introduced to increase the 
rate of the co~m~lutional code heyond th:~t resulting from the 
Insic slructurc of the cncodcr. Some codcs are wllcd recursivc 
since the state of the internal shin register depends on the past 
outputs. Fig. 2 illustrates a nun-recursive and non- systcm~tic 
convolutional code with its corresponding recursive systematic 
codc. &and X, arc the chcck hits. Note that for the systematic 
Convolutional encoder, one of thc outputs, XI, is exactly the 
input sequence. In turbo codes Rmursive Systematic 
Convolutional (RSC) codes arc proved to perform better than 
thc Nan-recursive ones 141 131. 

An RSC encodcr can Ire ohtnincd from a rwo.systei,?alic R. 
non-recursive encoder by setting one of the outputs cqual to 
the input (if we h ~ v e  one input) :lnd usin: a feed hack 

. Thc trellis and the free rlist:~occ (d,,.) :dso will Oe the salllc 
for hoth codes [4].0f course; the output scqucncc drlcs 1101 

correspond lo lhc same input in the two codcs hccsusc the t\ru 
gncrators :Ire not lhc s;tmc. 

The dewdcr wurls in an itcrdive way. Fig. 3 s h ~ w s  ;I lhc l .  
diagram of a turbo decoder. The itcr:~tiuo sutgc is shuw~l with 
doted lincs to diflcrc~~tiatc it from the init ial izati~~~~ slngo. 011lg 
one loop is performed at a time. In pr:icticc t l~c  ~lumhcr or 
iterations docs not cxcccd 18, and in mmy c;lscs h itcr:ili~m 
can provide satisfactory pcrforntancc 141. 

Actually, the tern1 tudw codc is given lt\r this itcrativu 
dec(nlcr scheme with rcferc~~ce lo llic turhc~ crtgi~~u prir~ciplc. 
The first decoder will decode the scqucncc ;1nd IIICII pi~ss the 
hard dccisiw togcthcr with a rcliahility csti~o;~tc 01' tlli3 

decision tu t l~c  ncxl dccudcr. Nuw. thc sccmd dcarlcr will 
havc extra information for the dcccdi~lg; a priori v;~luc 
togthcr with the scqucncc. 



Fig. 3: Block Diagram of Turho Codes 

The interleaver in-hehvcen is responsible for making the 
two decisions uncorrelated and the channel befwccn the two 
decoders will seem to be memory less due to interleaving. The 
exact procedure in what information is passed to the next 
dccodcr or next iteration stage is a subject of research. In the 
ncxt section, we describe a widely accepted decoding 
algorithm, which is  the modified version of Viterbi algorithm. 
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V. DECODING ALGORITHM: SOVA 
Algorithms used in dccoding convolutional codes can be 

modified to be used in dccoding turho cntle. In the original 
paper on  turho codcs [4], a modificd BAHL el algorithm was 
proposed for the dccoding stagc. This algorithm is  based on 
Maximum A-posteriori I'roh:~hility (MAP). The prabicni with 
this algorithm is the inhcrcnt cwnplexity a d  time dclay. MAP 
algorithm was originally developed to minimize the hit-crror 
probability instead o f  thc sequence error probability. The 
slgarithm, although optimal, seem less attracuve due to the 
increased complexity. 

Vitcrbi algorithm is  an optimal decoding method tlwt 
minimizes the probability of sequence error for m n v o l u t i o d  
codcs. A modified vcrsiw uf Vitcrbi alprilhrn, cdlcd SOVA 
(Soft Output Vitcrbi Algorithm), which uses soft outputs, is 
introduced in 181 [91. 

A. Unders~arrrlin~ SOVA 

It is proposed that a n  iterarive J c n ~ d i q  schcme should be 
used. The decoding algorithm is similar to Viterbi algorithm in 
the sense that it produccs soft outputs. While the Vitcrhi 
algorithm outputs cither 0 or 1 fiir tach cslirnatcd bit, the r u r h  
code dccoding algori~hm outputs a ctmlinuous value of each 
bit estimate. While the gwal of thc Viterbi dccodcr is to 
minimize the w d c  word error hy finding a maxinium 
likelihood estimate of transmitted code word, the soft output 
decoding attempts to minimize hit crrar hy estimaling the 
posterior probabilities of individual hits of the code word. We 
cdled the dccoding algorilhm Software Dccisiun Vitcrhi 
Decoding. The turho decoder consists o f  M elementary 
decoders - one for each encoder in turbo encoding part. E3ch 
clcmcnlary decoder uses the Sofhvare Decision Viterbi 
Decoding to produce a softwarc decision for each received bit. 

After an iteration of the dccoding proccss, cvcry clcmcnt:try 
decoder shares its suft decision output with lllc other hl-I 
elementary decoders. 

In theory, as  the numher o f  thcw i lc r ;~ l io~~s  ;~ppnl:~cln's 
inlinity, the estin~atc at the output ofdeccrdcr will ;~ppm:~rh lllc 
maximum a poslcriori (MAP) solution. 

The turbocode dccodcr is described in thc fig. 6 .  A s s u m i ~ y  
zero decoder delay in thc turbo-dccodcr, the d e c d c r  I 
mmputes a softuutput from t l ~ c  systcm:itic data (.i~,), c t d c  
infornration of cncodcr 1 @I) and a-priori i~~lorml t ion  (Lu.). 

From this outpul the systematic data (.r,,) ;ind ;I-priori 
inform:ltion (LrrS are suhtucted. Thc rcsult is rnultiplictl hy 
the scaling factor wiled channel rclialiility L,. to conlpctls:llc 
the distortion. The rcsult is uncorrcl;~tcd w i t l i q  and is dcn~rtcil 
es  LC,* f w  cxtri~lsic d:ltit fmm dccoder I .  

Dccuder Z takes as input the intcrlcavcd version oil.<, (lhc 
a-priori infc~rmation Lul), the cudc inlormation od s c n m l  
encoder (y~) and thc intcrlcavcd vcrsiun 111 ystcn~:~l ic  h t a  

(a@,)). Decoder 1 gcncratcs ;I sort output, Iron1 whiclt 111c 
systematic dab (L.r&,)) and a-priori iniorm:~tion (Le,) wis  
subtracted. The result in niultiplicd by the s d i n g  hclor  c:illcd 
channel rcliahility L, to wmpens:itc thc distortion. Thc 
cxtrinsic data from dcardcr 2 (Lr,) is intcrlc;~vcd 111 prwlncc 
Lira which is fcd track to dccudcrl and thc iturxtive p n c c ~  
continues. 

5. Sleps oJSOVA 

I) Furttr rlre Trc~1li.v 
Inside the dccodcr. Soft-Output Vitcrhi AIgorillm (SOVA) 

is used lo determine thc result wilh m:~sinium likclihrr~d. Tlic 
process SOVA is similar to tlrat Vilcrl,i ;tlg,rilBm. A trcllis is 
formed iirat. 



Wg. 4: TrellisDirgrrm 

The trcllis is to show how the codes are output by encoder. 
The hits i n  each node the encoder output (decoder input) for 
all cnmhination of swles ;and inputs of the mcodcrs arc 
summarized as follows: 

2) Dercnnirtc theAccrr,r~~rluld.cl Marinlnsl Likclilrood for 
Each Srure 

From the Table I, each stdte lras its own input bit pattern. 
When bit streams arc inputted to decoder, thcy can hc 
ampared to the input (x,, 1,)  s1 x e  whether thcy arc matched. 
The result is rcprescntcd hy likclil~wd of input: 

Li = -1 If no hits arc matched. 
... 0 if 1 hit is malchcd. 
... I if both bits are matched. 

The ovcrall likelihood of a transition is sum of likelihood of 
input and a-prior likelihood information (L,). 

L=L;  tL,, (1) 
L,  = 0.5 x a-prior information L ,  i f  .r, arc 1 
... 0.5 x a-prior infornration L ,,. ifx,arc 0 

The algorithm is as follows: 
Srsrt from state 00, the overall likelilwod of each transition 

is evaluated. The overall likelihood of each node is obtained 
hy the maximum accumulated likelihood. Wilh this algorithm, 
the trellis in figure j will he ohraincd. 

WgJ: Surviving I'alh in T d i s  Diagram 

The surviving path is thus derived hy tracing 11;lck l r m  I:I\I 
st:lgc (st:lge 5 )  as the first one (sl:tgc I)) :~rnl is lhc rcsu!ts ad 
hrrduulput Vitcrbi Algoritlinl. 

L c t u = [ l 0  I O I I  

4) Dcrc~r~~~inc  flw SoJi 0111puf 
To find thc x~fl-oolput, n<l~l-survivi~~g p:1111s ;lrc cwlsidclcd. 

We consider the non-survivi~~g path ilic one 11i;lt is pn~duccd 
hy making dilicrcnt dccision in onc of thc stage in 1r;lcing 
back. Fur cxaniplc, WIICII 1r:tcing b;xk from (hsl sr:~gc) st:igc, 
5, o m  of the nun-surviving p:~th is found Iiv tracing lnrk I I I  

state 00 i~lste;id of state 01 fronr stagc 5 to stage 4. Fulluwi~~g 
lhc errown, hi1 I is nlw I .  We f o u ~ ~ d  Illat hi1 I will 11;lvc Illc 
follawing results WIICII dccis io~~ is cl~;tngccl in dilfcrc~it st:lgcs: 

Here we dcfinc s function dclta ICI dcscrihc the rcndcncy 1,) 

have non-surviving palh. I1 is the diffcrc~lcc i n  over:~II 
likelihood when a different dccisim ib pi~asilrlc is ;c pr l i cu l :~~  
stage. The wiftuutpu~ of hit 1 is evalu:~tcd hy lhc follwvi~l&! 
formula: 

soj-otrrpur of blr I = bir t . rr l~~r x nrin ( 2 )  
(~lclru which makc bit I change to v:tluc other tlli111 i~il 

~ollru) 
bir vcllue = I for hit output = I 

fur hit outpul = 0 

In hit onc, the dccision only ch:ingcs when i t  sl;~tc c l l a ~ ~ g ? .  ill 

st:~ge 3. The minimum dclta is 3. Thus the stril~~utput of lhc llil 
vnc is 3. 
Repeat it fvr hi1 two (uriginally hit 1w11 = 0). 



iterations. The communication is terminated when three hit 
error occurs. The following graph is produced on the hasis of 
above generated data. 

Tuho Code BER P$mnance lor u p  3 decoding aerations (m ~ = l t l a n d ~ % l m  I 

-i; Bi enor rate lor2 leralions 

, , . , EbINo Fignal.ToN@e_Ralio) 

Graph I: Average BEll vr. WNll 

111. CONCLUSION: 

Two conclusions arc drawn from ahove provided simulation 
) results: 

I) As tire r l t rmber  of i terut iorrs  incrcoses ,  t h r  p e r f o r m u n c c  
of t u r b o  codes also i f r c r c u s ~ s .  , 

2) A t  higher vulrrc of s i p u l  t o  r roisc  r u t i o  (EfjNo), 
efficiency of ilre n r r b o  co r l e .~  i r rcrruses .  

The graph between signal to Nuiise ratio (EdN,) and Bit 
Error Rate (BER) clearly explains efficiency of turbo codec 
for wireless communication. When we increase the number of 
iterations or EhiN,, the performance of the turbo code 
increases. 
Furthermore, The excellent performance of tuho  codes 
requires careful understanding of the code ingredients. The 
effects of the code parameters on the performance need further 
investigation. Proper understanding of the code will help in 
making the code applicable for real time applications 
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